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1. Introduction 
 
Medical imaging makes currently use of a wide range of non-invasive modalities 

such as Magnetic Resonance Imaging (MRI), Ultrasound, Computerized Tomography, 
Nuclear Imaging and Radiography. Although each acquisition modality has its specific 
application domain, a common point relates all of them. Out of the images acquired, the 
medical specialists have to recognize a given pathology after adequate presentation or 
processing of the data. However, due to various reasons (acquisition conditions, 
distortion, noise, attenuation of the signal, etc.), the images contain only variable 
amounts of approximated or sometimes incomplete information. In such situations, as a 
solution to these shortages, fuzzy logic [1], which permits to deal with inaccurate or ill-
defined data, is often applied in many areas in the field of medical imaging. 
Accordingly, over the last years, an increasing number of applications using this 
approach have been reported in the literature. For example, Boegl et al. [2] have 
constructed a Computer-assisted on-line diagnosis system, based on fuzzy reasoning, in 
order to detect rheumatic diseases in radiological images. The assessment of the age of 
bones based on features automatically extracted from hand radiographs is another 
example in the field [3]. Other applications of the use of fuzzy logic and reasoning can 
be found for diagnosing chronic liver diseases in liver scintiscans; see, e.g. Shiomi S. et 
al. [4]. Further, in the domain of MRI, image segmentation in order to achieve tissue 
differentiation is described in several publications [5], [6]. The measure of the volumes 
of cerebrospinal fluid, white and gray matter in brain images (see, as an example, [7]) is 
also frequently investigated. Lastly, Bezdek published recently a very interesting survey 
paper showing the currently employed fuzzy methods in medical imaging [8] and, in 
particular, the increasingly well known fuzzy c-means clustering method is explained. 



 

 

94

Use of Neural Networks [9] has appeared in the latest 70's to be an excellent 
complementary method to fuzzy logic based approaches. Since the parameters used to 
build a fuzzy system have usually to be tuned heuristically, neural networks, by 
applying their self-learning capability, can provide a valuable help in the determination 
of the values of these parameters. Indeed, several contributions combining the two 
methods for evaluating medical images have been reported. For instance, Lin et al. have 
used the fuzzy set theory combined with a convolution neural network for reducing the 
detection of false-positives in digital chest radiographs [10]. So-called Neuro-Fuzzy 
techniques have been developed for tissue classification in MRI data [11]. 

The chapter is devoted to the description of the development of an alternative 
automated method to extract the contours of the left ventricle in blood pool Single 
Photon Emission Computed Tomography (SPECT) images. The method combines 
wavelets theory, neural networks and fuzzy logic to build a complete procedure for the 
extraction of contours to be used for computing the Left Ventricle Ejection Fraction 
(LVEF). The outline of the contribution is as follows. Section II describes briefly how 
the kind of images we work with are obtained and how the information they encode has 
to be interpreted. The overall strategy of the method we suggest for processing the 
image sets in order to determine the LVEF is introduced in section III composed of five 
parts. The three parts following the introduction summarize the aim of the techniques 
combined into a single system. These are a wavelets based pre-processing of the data, a 
segmentation into regions of interest using neural network approaches and a recognition 
technique built around fuzzy logic components. The section ends with the description 
of the parallel learning procedure we have developed and implemented in order to train 
the system and fix automatically its parameters. Representative results obtained with 
our method are given in section IV for both validating experiments making use of 
specifically built phantoms and clinical test cases based on real patient data. Section V 
concludes our contribution and gives a short outlook. 

 
 
2. Anatomy of the G-SPECT images 
 
Blood pool myocardial Gated Single Photon Emission Computed Tomography (G-

SPECT) images are acquired in our laboratory with an Elscint Helix gamma camera 
equipped with a low-energy, high-resolution collimator. After radiolabeling the red 
blood cells with technetium 99m, a set of 30 electrocardiographic (EGC) gated 
projections of 40 sec with 8 phases of the cardiac cycle is obtained when rotating the 
camera 180° from the right anterior oblique position to the left posterior oblique 
position, the patient being in supine position. Each projection image is corrected for 
non-uniformity and the center of rotation is also adjusted. After filtered backprojection 
using a Butterworth filter with a cut-off frequency of 0.35, three kind of heart axis 
reoriented slices are obtained: Horizontal Short Axis (HSA), Horizontal Long Axis 
(HLA), and Vertical Long Axis (VLA) images as shown in Figure 1. Each of these sets 
of slices of 1.2 cm thickness is further divided for this work into a Diastolic Subset and 
a Systolic Subset. 

The most informative set from the three available data sets is the HSA images set. 
The main reason for this is that this latter set can be meaningfully used to calculate the 
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Left Ventricle Ejection Fraction (LVEF). This ratio is defined as the difference between 
the diastolic and systolic heart volumes, divided by the diastolic heart volume. It is now 
well known that the left ventricle ejection fraction is one of the most useful parameter 
describing the cardiac function. A normal value of the left ventricle ejection fraction 
should lie in the range 59%-65%. 
 

HSA

VLA

HLA

1 HSA (apex)
2 HSA

n HSA (base)

 
Figure 1. Schematic representation of the different acquired image sets after 

application of a backprojection algorithm. 
 

  
Figure 2. Typical HSA images from the same midventricular slice with Left 

Ventricle (LV), Right Ventricle (RV), Interventricular Septum (IS) and 
residual radiation, showing the diastolic and systolic phases of the cardiac 
cycle. 

 
In our case, the main parts to recognize are the left and right ventricles, the inter- 

ventricular septum, the atriums and the valve planes. In addition, due to the specific 
acquisition and backprojection processes used, a residual radiation contours the whole 
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myocardium (see Figure 2). Further, for the first or two first images in the HSA set, it 
can happen that only the heart in its diastolic phase can be seen. This can be understood 
if one recalls that the ventricular volume is greater in this phase and that the apical 
motion of the left ventricle is important. On the other hand, in the last HSA images, 
usually only the atriums can be seen and no longer the right and left ventricles (see 
Figure 3). Thus, for the whole set of images, the actual location of the ventricles in the 
different images must be established. Conventionally, the last image to be evaluated is 
the one in which the left ventricle appears and is recognized because its area is 
approximately the same in the diastolic and the systolic phases, corresponding to the 
mitral valve plane. 
 

PA

LA

RA

 
Figure 3. Example of an HSA image at the base of the heart showing the atriums: 

Right Atrium (RA), Left Atrium (LA) and the Pulmonary Artery (PA). 
 

One of the major problems in analysis of blood pool myocardial scintigraphy image 
data is to separate accurately the right and left ventricles. As experimentally evidenced, 
when the septum is too thin, the gamma diffusion radiation coming from the adjacent 
ventricles superpose each other, giving the effect of having in the images one unique 
uniform region including the right ventricle, the left ventricle and the septum. In most 
of these cases, the expert observer corrects the images manually by erasing the right 
ventricle and closing the contour of the left ventricle. A second problem encountered 
when trying to establish precisely the frontiers of the ventricles is the noise introduced 
in the acquired data during both the acquisition and the reconstruction processes. This 
leads to blurred boundaries, which disable separating the two ventricles. A further 
important problem is related to the automated left ventricle recognition. This pattern 
recognition problem has a high degree of complexity due to the great variety of 
observed heart forms, which can strongly vary according to the characteristics of a 
patient and of his pathology. Only one fully automated recognition procedure for this 
task has been reported in the literature [12] using myocardial instead of volume blood 
pool images. However, some semi-automated methods have been also proposed (see, e. 
g., [13]). 
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3. STRATEGY OF THE PROPOSED METHOD 
 
3.1. Overview of the method 

 
The proposed algorithm consists in the application of three processing steps 

executed sequentially. The first operation carried out is a wavelet-based pre-processing 
[14], [15] which has in charge to remove as much noise as possible from the images, to 
separate the two ventricles when these organs form a single uniform region and to 
determine approximately the border of the left ventricle image region. The second 
procedure applied achieves the segmentation of the images and is performed using a 
neural network implementing the ART (Adaptive Resonance Theory) algorithm [16-
18]. Lastly, application of a neuro-fuzzy system enables the recognition of the left 
ventricle and of its contour. For this latter step, an off-line learning process step is 
required to create the rule base allowing reasoning with the neuro-fuzzy system. 

 
3.2. Wavelets-Based Image Pre-Processing 
 
Wavelets are a mathematical tool enabling the decomposition of a signal according 

to different resolutions. Their great advantage is their ability to analyze a signal with the 
same accuracy in both the time and frequency domains. This is not the case when 
applying Fourier analysis where the accuracy is favored either in the frequency domain 
or in the temporal domain. In other words, increasing the accuracy in one domain 
implies a decrease in precision in the other domain. Further, wavelets are also known 
for their capacity to identify singularities associated with fine variations of the signal to 
be evaluated (the image intensity in our case) [19], [20]. Lastly, wavelets provide also 
an inherent smoothing property due to the fact that noise can be filtered out at low 
resolutions. The difficulty at this stage of the image analysis is thus to choose the 
appropriate resolution at which the images should be analyzed, in order to achieve the 
best compromise between noise reduction and extraction power of singularities. The 
multiresolution scheme proposed by Mallat [21] is a possible candidate for solving this 
difficulty and enables to extract the signal singularities and to reduce noise at high 
frequencies. Going from one resolution to the next finer resolution is achieved through 
doubling the band frequency of the filters associated with the two resolutions, as a 
result of the underlying sampling operations. Other authors, see for example Nguyen 
[22], firstly analyzed the frequency response of the family of filters to be used and then 
derived a multiresolution analysis scheme by changing the sampling rates of the filters, 
allowing this way the analysis of different bands of frequencies. In our method, we 
propose to analyze the images with two different high pass filters defining two 
frequency bands. 

In our implementation, we have chosen to use the first and second derivatives of a 
Gaussian function as the wavelet functions. The coefficients of the filters are obtained 
after having sampled both functions at a frequency of 0.5 pixel-1. The resulting 
frequency bands are respectively 0.06-0.22 pixel-1 for the filter corresponding to the 
first derivative of the Gaussian function and 0.04-0.16 pixel-1 for the one associated 
with the second derivative of the Gaussian function. The second derivative based filter 
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is applied first in order to enhance the gray-level variations between the endocardium 
and the septum. As a result, the second derivative of the Gaussian function leads to a 
filter, also known as the Mexican hat filter [15], which has one central positive peak 
and a negative lobe on each side of this peak. This particular form enables, while 
applying the filter by convolution, to correct the filtered values in order to decrease the 
adjacent values of the central point of convolution. Consequently, in the images and 
particularly in the septal regions, this allows to reduce the image intensities influenced 
by the nuclear emissions coming from the adjacent heart cavities. 

In a second step, the filter based on the first derivative of the Gaussian function is 
applied to detect the contour points. This filter avoids false detections, as it is well 
known that detection of local maxima of the resulting gradient is more optimal than 
extracting the zero crossings of the second derivative [19,20]. Further, an averaging low 
pass filter with constant coefficients of value 0.4 is used to smooth the image after 
application of each high pass filter. 

The filters are applied as suggested by Mallat. Firstly, all the image lines are 
processed and secondly the columns. After each filtering step, the low pass filter is 
applied in a direction orthogonal to the high pass filter used. 

Choosing the appropriate resolution at which the images should be analyzed is a 
function of both the intrinsic resolution of the acquisition system and of the level of 
detail to be detected in the images. After evaluation of a rather exhaustif set of images, 
taking the acquisition conditions into account, the frequency characteristics of the filters 
could be defined as indicated above. Accordingly, the wavelets coefficients have been 
derived enabling to process optimally the images obtained in our laboratory. Even 
though our algorithm has been specifically tailored to be suited to our acquisition 
system, it can also work with other systems, the design of the filters being related 
mostly to resolution and not to the internal parameters of the camera (in our case, a 
gamma camera). 

 
3.3. Neural Network Based Image Segmentation 
 
Neural networks, aimed at trying to emulate biological neural networks [9], are 

known as non-linear cognitive systems able to store and to learn new models which can 
then be used for subsequent pattern recognition or classification operations. Neural 
networks are usually implemented as parallel structures performing the often large 
amount of computations implied. Further, a wide variety of neural network 
architectures can be found in the literature. The implementation proposed and 
developed by Carpenter and Grossberg [16], [17] is one among the most known and is 
particularly suited for classification tasks. Their algorithm works as follows. Assuming 
no a priori knowledge about the different classes to be defined during the process and 
for each element in an initial set of data to be classified, the neural network performs a 
first classification operation according to a similarity measure. For that purpose, one 
element in the set is chosen as the representative of a first class and designated as its 
leading element or leader. Then, if another element from the initial set can be 
considered similar to this leader, it is classified in the corresponding class. If this 
element fails to be similar enough, it is used as the leader of a new class. After 
treatment by the neural network of all the elements, the result obtained is a set of 
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leaders each representing a class defined by the elements fulfilling the similarity 
criterion associated with the corresponding leader. 

In our application, for segmenting the pre-processed images, we have chosen to 
implement a neural network similar to the structure proposed by Carpenter and 
Grossberg. As a result, each class defined after completion of the processing is 
associated with a specific region in the image, the area corresponding to the first initial 
class being defined as the region corresponding to the left ventricle. Further, the 
dimensional characteristics of each region depend strongly on the gray level value of 
the pixel chosen as the leader of the initial class. Accordingly, if the leader of the first 
class is chosen randomly, there is no usable criterion available enabling to certify that 
the dimensions of the corresponding region are indeed those of the left ventricle. In 
order to improve the accuracy of these measures, we have chosen to initialize the 
classification step using the image intensity value of a given pixel previously extracted 
by the wavelet-based filtering step. This pixel is defined in our case as the contour point 
being located in the image on the boundary between the region corresponding to the left 
endocardium and the area associated with the septum. This choice enables to define the 
gray level value of the initial class to be used as the starting point for the neural network 
based classification and segmentation step. 
 

w-14

w-7

w
w+7

w+14

 
Figure 4. Typical resulting segmented image (zoom: x2) after neural network based 

processing (the corresponding input HSA diastolic slice is given in Figure 2). 
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Our implementation of the neural network has been achieved using two layers, the 

first layer being the so-called input or comparison layer and the second one being the 
output or classification layer. Each layer itself is composed of five neurons whose 
transfer functions are defined as Gaussian functions. The third of these five Gaussian 
functions has its central value located at the gray level value w given by the specific 
contour point output by the wavelets based processing step. The other central peak 
values are then defined respectively through displacements by multiples of seven. The 
central values of the Gaussian functions are thus placed, as follows, at w-14, w-7, w, 
w+7, w+14. (The value 7 has been chosen heuristically to achieve a good segmentation 
resolution around w). This way to proceed allows to establish guidelines in order to 
segment the image and classify its contents, without establishing the total number of 
classes and their centers in advance. This approach for classification is referred to as 
"partially supervised classification" [23]. The neural network based segmentation 
method developed has the advantage to need no operator intervention to initialize the 
ART procedure. Further, the implementation is also rather straightforward. Even 
though both initial class and gray level resolution are important parameters of the 
segmentation task and control the quality of the results, it has to be recalled that the 
initial leaders (acting as some kind of seed points) correspond to meaningful points 
delivered by the wavelet based extraction procedure. Implementation of other methods, 
such as the so-called k-means approach, would require more effort without providing 
results of better quality. The same comment holds for the completely supervised k 
nearest neighbours method. In comparison to more standard region segmentation 
techniques (such as, e. g., region growing or split and merge approaches), our approach 
has the valuable major advantage to deliver results of comparable quality in much 
shorter times, as there are, strictly speaking, no iterations to execute. A typical 
segmentation result, corresponding to the HSA diastole slice shown in Figure 2, appears 
in Figure 4. 

 
 

3.4. Fuzzy logic based recognition of the regions of interest (ventricles) 
 
3.4.1. Definition of the required fuzzy sentences 

One of the most difficult steps in medical image evaluation systems trying to 
recognize automatically organs, such as ventricles in G-SPECT images, is to 
differentiate the organ of interest, in our case the left ventricle, from the other organs 
represented in the image such as vessels, etc. As a matter of fact, for our specific 
application, even in the cases where just the right and left ventricles are visible in the 
images, it is hard to establish without any ambiguity which of the two is the left 
ventricle. This is in particular due to changes, from one patient to the other or even 
from one image slice to the other for a given patient, in both position and form of the 
ventricle.  

In order to associate at the best a given region in the images with the left ventricle, 
we can assume that its cavity should be contained within the limits defined in the image 
by two concentric segmented regions of respectively minimal and maximal size, 
defining some kind of dimensional tolerances for the imaged ventricle. The output of 
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the neural network based segmentation process delivers regions of nearly the same gray 
level value those borders are defined by some sort of level lines in the original gray 
value images. Each of these regions is a tentative candidate for being recognized as the 
left ventricle. If we take separately each of these level lines, as illustrated in Figure 4 
above, for determining the corresponding enclosed region and its association with the 
myocardium, several hypotheses may be generated for relating the left ventricle to a 
segmented region. In Figure 5, we show the different associations that can be issued 
after a typical image segmentation step. We call this series of images exploded images. 
The first image at the top left will be immediately discarded because of its shape and 
dimensions and the choice will take place between the four remaining images. 

 
 

1 region

LV

2 regions

RV LV

2 regions

RV LV

1 region

LV

1 region

LV

 
Figure 5. Left ventricle - region association hypotheses after a typical segmentation 

step (the input image is given in Figure 4.). 
 

In order to allow later the automated recognition of the region to be considered as 
the left ventricle, each region is described with a series of measured geometric 
parameter values. These measures, considered as the most descriptive for the image 
contents taking our final goal into account, are the following: 
• Number of slices in the image set. This enables us to determine which region of the 

myocardium (in the direction of the short axis) is currently being analyzed. This 
region usually is either the apex, the base of the heart or the area in between. For 
the three types of regions, both the shape and the dimensions of the myocardium 
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may vary quite largely. 
• Number of regions in the image. This value can be helpful for locating the left 

ventricle in the images and for defining accurately its borders with the atriums. As 
demonstrated experimentally, when we recognize the apex of the myocardium in 
the image, then we surely have only one region in the image, which is the left 
ventricle with a high degree of confidence. Going ahead with this reasoning, when 
we are in a region corresponding to the middle of the myocardium, then we should 
encounter two other regions corresponding respectively to the left and right 
ventricles. Also, near a region corresponding to the base of the heart where the 
boundaries with the atriums are located, the number of segmented regions should 
increase to three or even more. Of course, smaller segmented regions produced by 
arteries and other organs (as the great vessels) can also be observed and make 
recognition an even more difficult task. 

• Area of a region. This parameter becomes very meaningful when associated with 
the left ventricle region. It is on one hand very informative about the growing of 
the region associated with the left ventricle from the apex to the base, and thus can 
serve to maintain coherence when assigning sense to the regions in the various 
slices. Its value can also, on the second hand, be used ultimately to calculate the 
ejection volume fraction if one recalls that a pixel corresponds in fact to a spatial 
elementary volume of the organ (i. e. a voxel). 

• Circularity of a region. This value describes essentially the shape of the left 
ventricle region in each slice of the set of HSA images to be evaluated. At the 
beginning of the image sequence, the region corresponding to the apex appears 
more or less like a circle. Progressing in the sequence, this region progressively 
takes on an increasingly elliptical form. In our implementation, the circularity value 
is determined as follows. Firstly, the area and the perimeter of each region are 
computed. Then, we calculate the two radii corresponding respectively to this area 
and this perimeter. Lastly, the ratio between these two radii is defined as the 
desired circularity value (the coefficient being equal to 1 if the region is circular). 
We have implemented an automated procedure to compute the area and perimeter 
of each region without operator manipulation, using some basic functions from the 
public domain NIH image processing software [24]. 

• x and y Coordinates of the center of gravity of a region . These information pieces 
allow to locate the region under evaluation in the image. It should be noted here 
that all the evaluation is carried out in the short axis plane. 

 
After having evaluated this parameter set for all the segmented regions present in 

the set of slices under investigation, we obtain a data structure called heartinfo, an 
example of which is given in Table 1. With the exception of the data of column 2, 
added here to provide a better understanding of the measures shown, this data structure 
is the basic input for the following recognition process based on fuzzy logic techniques. 
The data of the fourth column is normalized in the following way. In the first exploded 
image of the first slice of the set, the area of the region considered as the left ventricle is 
taken as a reference. The area of the regions in all the other exploded images (and thus 
also in the other slices) is divided by this reference value. Thus, a relationship can 
easily be established between the slices since the resulting normalized coefficient 
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generaly grow from the first to the last slice. In this sense, the coefficient acts as some 
kind of inter-slice information. Data in the sixth and seventh columns are normalized 
with respect to the maximum value found in each column. 

To analyze and interpret this data structure, sentences defined using fuzzy logic 
approaches are applied. Since there is no commonly agreed model available for 
representing the myocardium in every shade of representation that clinicians might 
encounter in medical routine, fuzzy logic is used to circumvent this shortage. As a 
prerequisite, a knowledge base, applicable for the various interpretation contexts 
encountered when evaluating a sequence of slices and identifying the right values (fixed 
or in specified sub ranges) for the parameters enabling to recognize the left ventricle 
among all the segmented regions, has to be devised. This is achieved taking advantage 
of the fuzzy logic framework, which allows to specify knowledge in the form of a set of 
rules expressed in a way comparable to every day speaking. These rules will constitute 
the inference engine based on the well-known modus ponens law summarized below: 

 
Implication : IF fuzzy_antecedent THEN fuzzy_consequence 
Premise : fuzzy_antecedent  has  degree_of_truth 
Conclusion : consequence  has  certainty_value 

 
Using this mechanism, we can build rules following the model given in the example 

below: 
 
 IF  Area_of_the_region is Big  THEN  Region is The_left_ventricle 
 

Area_of _the_region and Region are antecedent variables. Big and 
The_left_ventricle are fuzzy antecedent and consequent sets respectively. 
When fuzzy sets are constituted with one constant element it is called a singleton. In 
our application, The_left_ventricle would be a singleton. 
 
Table 1. Example of measures summarized in the data structure heartinfo. The 

parameters correspond to the regions obtained after segmentation of a set of 
five HSA slices. The fifth slice corresponds to the image given Figure 4. 

 
Slice 

number 
Exploded 

image  
Number of

Regions 
Area of 
possible 

LV 

Circularity
of possible

LV 

x Position 
of possible
LV (pixels)

y Position 
of possible 
LV (pixels) 

1.0000 1 1 1.0000 1.8066 0.7143 0
1.0000 2 1 0.3613 1.9333 0.7143 -0.2000 
1.0000 3 1 0.2514 1.9450 0.7143 -0.2000 
2.0000 1 1 0.7948 1.8963 0.7143 -0.1000 
2.0000 2 1 0.4306 1.9669 0.7143 -0.2000 
2.0000 3 1 0.3006 1.9541 0.5714 -0.2000 
3.0000 1 1 0.9480 1.8883 0.5714 0.1000 
3.0000 2 1 0.4249 1.9536 0.5714 -0.1000 
3.0000 3 1 0.2659 2.0001 0.5714 -0.1000 
3.0000 4 1 0.1474 2.0253 0.5714 -0.2000 
4.0000 1 2 2.0318 1.8612 0.5714 0.3000 
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4.0000 2 2 1.6936 1.8860 0.4286 0.3000 
4.0000 3 2 1.4017 1.8588 0.4286 0.3000 
4.0000 4 2 1.1705 1.8530 0.4286 0.3000 
4.0000 5 2 0.7081 1.8192 0.4286 0.2000 
5.0000 1 1 2.3555 1.9094 0.5714 0.2000 
5.0000 2 2 2.0058 1.8866 0.4286 0.3000 
5.0000 3 2 1.6792 1.9201 0.4286 0.3000 
5.0000 4 1 1.3671 1.9036 0.4286 0.3000 
5.0000 5 1 0.8873 1.8541 0.2857 0.3000 

 
Combination of all the measured parameters encoded in heartinfo into one 

consistent rule enables to define a sure and powerful tool to discriminate image data. In 
our application, the measured parameters have been combined as follows: 

 
IF 
Number_of_slice_in_the_image_set  is  Member_of_the_first_acquired_images 
and Number_of_particles_in_the_image is Small 
and Area_of_the_region is Big 
and Circularity_of_the_region is High 
and x_Coordinate_of_the_region is Well_horizontally_centered 
and y_Coordinate_of_the_region is Well_vertically_centered 
THEN 

Region is The_left_ventricle 
 

In the rule above, new fuzzy sets, such as Small, Big, 
Member_of_the_first_acquired_images, High, Well_horizontally_centered and 
Well_vertically_centered, have been introduced. In fact, fuzzy logic makes no 
assumption, nor defines rules, on how many fuzzy sets must be established in order to 
determine meaningfully the value of a fuzzy variable. In the same way, the membership 
functions describing how to manipulate the fuzzy sets may take on various user-defined 
forms. The Gaussian, triangular and trapezoidal membership functions are among the 
most popular and commonly used functions. 

An experienced user can greatly take advantage of this freedom in defining the 
membership function shapes and in choosing the number of fuzzy sets, allowing him to 
set or to modify the fuzzy system according to its accumulated experience when 
applying the system on real data. 

In earlier contributions, we have heuristically established the number of fuzzy sets 
and the parameters (coefficients) of the membership functions [25], [26]. Although the 
corresponding implementations were able to deliver rather good results when 
evaluating real-life G-SPECT image sequences, sensible application required a long 
time to correctly and manually tune the system parameters. Further, a clear 
disadvantage is also that this parameter value fixing procedure must be carried out 
again every time the knowledge base has to be up-dated, because either new rules are 
added or new membership functions are devised. To overcome this limitation and to 
make the implementation more versatile, we have recently developed a new module that 
automatically creates rules and membership functions, based on evaluated image 
sequences of patients being diagnosed. Using this learning set of data, the knowledge 
base is computed by this new module using an approach mixing the so-called neural 
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network ART algorithm and the fuzzy system FUNNY [27]. The automated 
determination of the knowledge base and the associated learning phase will be detailed 
in Section 3.5.  

 
3.4.2. Combining neuronal approaches and fuzzy logic based inference systems 
Neural networks can contribute decisive and important advantages to the efficiency 

of use of fuzzy logic based systems. Among other interesting features of neural 
networks, the ability to carry out the computations in parallel, the possibility to model a 
function and the invaluable learning capacity can be mentioned. Accordingly, so-called 
neuro-fuzzy systems have recently been reported in the literature, based on various 
types of learning processes. These approaches can tentatively be classified as follows, 
according to the learning mechanism they use : 

• Learning capacity enabling to define new membership functions for the 
manipulation of the fuzzy sets. However, the rule base is defined once for all a priori 
and thus cannot be changed. 

• Learning capacity, enabling to define new rules. However, this time, the 
membership functions are considered specified once for all a priori and thus remain 
constant. 

• Learning capacity enabling to adapt in "real time" (that is during execution of 
the application) the parameters defining the membership functions. 

• Learning capacity enabling to change in "real time" the weights of the rules in 
the rule base. 

 Several approaches combining the learning capacities defined above have been 
proposed. For example, Berenji and Khedkar [28], [29] have suggested a system based 
on what they call "reinforcement learning algorithm". The approach consists in 
evaluating the actual and next possible states of the system based on the history of the 
already undertaken actions. The evaluation results then are used to determine or modify 
the membership functions, implementing this way the learning capacity. The same 
learning behavior can be achieved using the FUNNY (FUzzY or Neural Net) system 
developed by Bersini and Gorrini [27]. This latter system is based on the gradient based 
learning method, firstly described by Nomura, Hayashi and Wakami [30]. A 
comparable approach is used in the ANFIS (Adaptive Neuro-Fuzzy Inference System) 
method proposed by Jang [31], [36]. Other contributions go a step further and suggest 
approaches providing not only a learning capacity for the membership functions, but 
also a possibility to change dynamically the dimension of the rule base. The work of 
Sulzberger et al. [32] and of Nauck and Kruse [33], [34] are representative examples of 
this way to proceed. 

 Most of the implemented systems including a learning capacity for the 
membership functions are designed using the so-called Sugeno fuzzy model [30], [35]. 
Sugeno fuzzy rules are characterized by the fact that rules have to be written according 
to the template indicated below: 
 

IF x is A and y is B  THEN  z = f(x,y) 
 

In the rule template above, x and y are antecedent variables, A and B are from fuzzy 
antecedent sets and z = f(x,y) is a so-called crisp function in the consequent part of the 



 

 

106

rule. The function f is a polynomial in x and y and the order of the polynomial crisp 
function determines the order of the resulting Sugeno fuzzy system. The most widely 
used systems are first order Sugeno System. The Sugeno system of order zero is 
identical to the system described above where the consequent part of the rule is 
expressed as a singleton. 

Jang in his work has built an equivalent to the Sugeno first order inference system 
using neural networks. In this approach, the following two Sugeno fuzzy rules R1 and 
R2 find their equivalent in Jang' ANFIS system as indicated in Figure 6. 
 

R1 : IF x is A1 and y is B1  THEN  z1 = f1(x,y) 
R2 : IF x is A2 and y is B2  THEN  z2 = f2(x,y) 

 
Jang has further suggested to differentiate the nodes in the neural network, in order 

to use a part of them as adaptive nodes for which the parameters may be changed and to 
use the other part as fixed nodes having no parameters and those functions are thus 
fixed. The former type of nodes is usually graphically represented by squares while the 
latter type is shown as circles in the figure below. 

The first layer or input layer of the neural network structure suggested by Jang has 
in charge to evaluate the set of premises of the antecedent parts in the fuzzy 
implications defined for our system. To achieve this, each input premise is evaluated by 
the node in the first layer associated with a fuzzy set. Thus, each of these nodes acts as 
an adaptive node and has as transfer function the membership function defining the 
associated fuzzy set. The set of parameters defining the different membership functions 
in this layer is the set of the corresponding premise parameters. The second layer is 
constituted by fixed nodes defined each by the fuzzy function "and". The algebraic 
product or the computation of the minimum between two numbers are the most popular 
operators used for implementing the "and" functions. The value output by each node of 
the second layer represents the so-called fired strength of the associated rule. The task 
of the nodes in the third layer is only to normalize the set of fired strengths. This is 
achieved using a fixed node, which simply computes the ratio between the fired 
strength of its corresponding rule and the sum of the fired strength of all the rules 
manipulated by the system. The fourth layer is again an adaptive layer, the nodes of 
which are evaluating functions of the type z = f(x,y) which represent the consequent 
parts of Sugeno fuzzy rules as described previously. These functions take as input the 
normalized fired strengths delivered by the third layer. The parameters defining the 
polynomial functions are the so-called consequent parameters. The last layer or output 
layer of the neural neural is built using a fixed node which simply computes the sum of 
all the consequents parts output by layer four.  

In our implementation, we followed a similar approach, the inference system being 
slightly different in comparison to the ANFIS system. In Figure 7, we give the graphical 
representation of our system, making use of the ANFIS graphical convention. 

We have also decided to combine the three last layers of the neural structure 
described above into one layer acting, thus, as output layer. This layer, placed at the 
end of the network, uses a fixed node whose transfer function is the so-called max 
operation associated. The reason for our choice is that, considering our applied goal, we 
only want to use rules enabling to recognize the left ventricle. In our implementation, 
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on one hand, if a region in a given image does not correspond to the ventricle, then, 
when applied to the input of the neuro-fuzzy recognition system, it will simply lead to 
fire no rule.  
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B1

B2

and
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y

ω1 fired 
strengh rule1 
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strengh rule2

ϖ1

ϖ2
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ϖ2z2

x y

x y

z1=f1(x,y)

Σ
z

Layer 1 Layer 2 Layer 3 Layer 4

N

N

Layer 5

rule1 : IF  x is A 1 and  y is B 1 THEN  z1=f1(x,y) 
rule2 : IF  x is A 2 and  y is B 2 THEN  z2=f2(x,y)

z2=f2(x,y)

 
Figure 6. Equivalent ANFIS rule for a two input first order Sugeno fuzzy model 

with two rules (after J.-S. R. Jang in [35b]). 
 

On the other hand, we need still several rules describing the various situations in 
which the left ventricle has to be recognized. Accordingly, when a region 
corresponding actually to the left ventricle is input to the system, then the neural 
network will fire one or several rules of the rule base, the others being not fired as they 
correspond to outputs associated with the recognition of "another kind of left ventricle" 
which, possibly, is greater, or more circular, etc. We have thus established a series of 
rules placed in a rule base and describing the left ventricle. The region under evaluation 
will be recognized as such if its parameters fulfil at the best one of the rules in this rule 
base. Therefore, in that way we take as output of the network the maximum strength of 
the fired rule. 

In our case, the membership functions defining the fuzzy sets for the premises to be 
used in the nodes of the first layer are isosceles triangular functions, the parameters of 
which are determined during the training (learning) phase of the recognition system. 
During the same learning process, the number of membership functions corresponding 
to each input and the number of corresponding rules are also determined. 
In order to exemplify how recognition of the left ventricle in an image is achieved, let 
us take as input to be analyzed the image shown on Figure 1. The first steps of our 
recognition procedure consists in applying to the image the wavelets based pre-
processing algorithm and the neural network based segmentation operation. The result 
of these operations has already been shown on Figure 3. Next, the resulting image is 
"exploded", that is the various tentative interpretations are determined, as represented 
in Figure 4. In the resulting set of exploded images, the parameters of the region they 
contain are evaluated and these data are stored in a table as depicted in Table 1. This 
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data structure is the input data for the subsequent recognition processing steps. 
We can now apply the developed neuro-fuzzy logic system schematically 

represented in Figure 7. The membership functions and the rule base have been defined 
during the training of the system using data of three patients. As already described, the 
system works with triangularly shaped membership functions for the input nodes.  

A1

A2

B1

B2

and

and

x

y

ω1 fired strengh 
rule1 (z1=ω1)

ω2 fired strengh 
rule2 (z2=ω2)

Layer 1 Layer 2 Layer 3

max
z

rule1 : IF  x is A 1 and  y is B 1 THEN  z1=fired strengh ω1 

rule2 : IF  x is A 2 and  y is B 2 THEN  z2=fired strengh ω2

 
Figure 7. Graphical representation of the equivalent neural network inference 

system implemented. 
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Figure 8. Shape and parameters of the triangular membership functions used. 
 

These symmetric functions are characterized by their center a and their support s, as 
shown on Figure 8. The whole set of membership functions is represented in Figure 9, 
each line shown representing the membership function corresponding to an input 
parameter of the first layer. 

The rule base itself contains 62 rules. But, owing to simplicity in the presentation of 
our example, we give as representative samples only the six rules likely to be fired 
during the processing. This is shown using a matrix representation in the Table 2.  
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Table 2. Matrix representation summarizing the parameters of the six rules able to be 
fired 
 
 fuzzy set 

associated 
with 
variable1 
with mf  

fuzzy set 
associated
with 
variable2 
with mf  

fuzzy set 
associated
with 
variable3 
with mf  

fuzzy set 
associated
with 
variable4 
with mf  

fuzzy set 
associated
with 
variable5 
with mf  

fuzzy set 
associated 
with 
variable6 
with mf  

rule 1 mf11 mf21 mf31 mf43 mf51 mf61 
rule 2 mf12 mf21 mf33 mf41 mf51 mf61 
rule 3 mf13 mf21 mf33 mf41 mf51 mf61 
rule 4 mf13 mf21 mf35 mf42 mf51 mf62 
rule 5 mf14 mf22 mf37 mf41 mf52 mf62 
rule 6 mf15 mf22 mf34 mf41 mf52 mf62 
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Membership function basis

fuzzy variable 1
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fuzzy variable 3
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fuzzy variable 6
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0

1
mf2,1 mf2,2 mf2,3

 
Figure 9. Whole set of membership functions implemented in the first layer of the 

neuro-fuzzy recognition system 
 
The (compact) representation above can be interpreted in the following way for rule 1: 
 
IF parameter1 is The_fuzzy_set_associated_to_variable1_with_mf11 
 and parameter2 is The_fuzzy_set_associated_to_variable2_with_mf21 
 and parameter3 is The_fuzzy_set_associated_to_variable3_with_mf31 
 and parameter4 is The_fuzzy_set_associated_to_variable4_with_mf41 
 and parameter5 is The_fuzzy_set_associated_to_variable5_with_mf51 
 and parameter6 is The_fuzzy_set_associated_to_variable6_with_mf61 
THEN left_ventricle is the fired strengh of the rule. 
 

After evaluation of the image data by the system, we obtain as results the fired 
strengths of the rules used and their associations with the corresponding regions. The 
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max operator is then applied to each processed image to choose the region approaching 
at best the description of the left ventricle encoded in the rules. In Table 3, the 
computed fired strengths are given, together with the selected region representing the 
left ventricle (shaded zone). In Figure 10 below, this same selected region is shown in a 
square. The other left ventricle hypothesis for the remaining exploded images are 
shown circled. 
 

LV with 0% fullfilement LV with 30.26% fullfilment LV with 75% fullfilement

LV with 5.33% fullfilement LV with 0.34% fullfilement

1 region 2 regions 2 regions

1 region 1 region

Figure 10. Selected regions in each exploded image resulting from partitioning 
an actual input image (see also Figure 5). The region representative of the left 
ventricle is shown in a square. 

 
This result then allows us to firstly isolate the right region and secondly to extract 

automatically the contours of this area which will lastly describe the left ventricle. This 
is achieved knowing the gray level value of the finally selected region and its location. 
Lastly, a so-called zigzag search algorithm is applied to the region retained in order to 
contour the whole region. The algorithm is executed until all the perimeter points have 
been collected. The principle of this final operation and its result are shown in Figure 
11. 
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Table 3. Fired strengths computed and selected representative for the left ventricle 
(results correspond to the example given in section 4.1 Table 1 and Figure 
5). 

Slice Explode fired fired fired fired fired fired 
5.0000 1 0 0 0 0 0 0 
5.0000 2 0 0 0 0 0.2241 0.3026 
5.0000 3 0 0 0 0 0.7507 0.1137 
5.0000 4 0 0 0.0533 0.0524 0 0 
5.0000 5 0 0 0.0034 0 0 0 

 

 
Figure 11. Principle of the final processing step (zigzag search algorithm) and its 

result. 
 

As a conclusion to this section, a typical example of the final results obtained for a 
whole set of diastolic and systolic images of a patient is showed in Figure 12. 
 

 
 
Figure 12. Typical final results for a full set of images of a patient. Diastolic contours 

are the outer ones, Systolic contours are the inner ones. 
 

3.5. Training the recognition system using a neuro-fuzzy technique 
 

The purpose of training the recognition system is twofold as explained earlier. First, 
it allows to create and to determine the parameters of the membership functions to be 
associated with the fuzzy sets used to evaluate each of the input measurements. Second, 
it enables to set up the rule base encoding the knowledge necessary to perform the 
recognition of the left ventricle. We have set as a requirement for the system to be 
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developed that these tasks should be carried out automatically, that is without operator 
intervention. This makes on one hand the system comfortable to use. If it is considered 
necessary to enlarge the knowledge base to improve its recognition ability or to correct 
some particular rules, there is no waste of time in order to tune the system. On the other 
hand, this enables to deal with a knowledge base containing a relative large number of 
rules and membership functions, a task that may not be easy for a human operator. We 
can meet our requirement through the parallel combination of two methods. These are 
the so-called ART leadership algorithm described in section 3.3., also used during the 
image segmentation step, and a neuro-fuzzy learning approach inspired from the 
"FUNNY" system developed by Bersini and Gorrini [27]. In fact, use of the ART based 
approach is sufficient to satisfy our requirements. We have however chosen to add the 
neuro-fuzzy learning mechanism in order to be able to cope with situations for which 
classification is poor or wrong, even though the necessary rules and membership 
functions are available. In this fashion, we are able to optimize somewhat the system 
implemented. 
 
 
 

3.5.1. Automated generation of rules and membership functions (ALGORAM) 
 

In this section, we introduce a new approach for automatically producing the 
membership functions and rules to be stored in the knowledge base. This method makes 
use of ALGORAM, an acronym for "Automatic Leader Generation Of Rules And 
Membership functions .” The method has been devised following a procedure similar to 
that used for the design of the leadership algorithm described in section 3.3. We have 
chosen to partially label the data, as we have decided to select several leaders from the 
input set. It has to be recalled that the groups forming the initial partition of the data are 
known a priori. We then select a leader in each group and arrange them into a vector 
that is said to be labeled. 

In order to get a better understanding of the method proposed, consider again the 
data shown in Table 1 summarizing the parameters corresponding to the regions 
obtained after segmentation of a typical input image and for which we want to build the 
necessary membership functions and a rule base to be used in a further recognition and 
interpretation step of the region corresponding actually to the left ventricle. Recall that 
each raw in this table corresponds to a so-called "exploded" image extracted from a 
given slice in the whole image set to be evaluated. For example, there are four 
"exploded" images for the first, second and third slices and five "exploded" images for 
the fifth slice. Each slice can thus be considered to constitute a group of partitioned 
images. For each slice, or equivalently the associated group of partitioned images, the 
operator of the system designates manually a leader in order to start the training phase, 
pre-labeling the regions of interest. This leader is naturally chosen as being the 
segmented region, which can be considered to correspond at best to the left ventricle. If 
the selection of these initial leaders is badly performed, the training system will need 
more iterations to learn to recognize (and reject ) regions which exhibit only weak 
coherence among themselves. As a consequence, the system then generates 
supplementary membership functions for each input variable to avoid misclassification. 
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This results in a decrease of execution speed and can be, in some extreme cases, the 
cause of mistakes when evaluating other patients. 
 
Table 4. Expansion of Table 1 in order to include labels for the exploded images in 

each slice corresponding at best to the left ventricle 
 

Slice Particles Area Circularity x Position y Position Label 
1.0000 0.2500 1.0000 1.8066 0.7143 0 0 
1.0000 0.2500 0.3613 1.9333 0.7143 -0.2000 1 
1.0000 0.2500 0.2514 1.9450 0.7143 -0.2000 0 
2.0000 0.2500 0.7948 1.8963 0.7143 -0.1000 1 
2.0000 0.2500 0.4306 1.9669 0.7143 -0.2000 0 
2.0000 0.2500 0.3006 1.9541 0.5714 -0.2000 0 
3.0000 0.2500 0.9480 1.8883 0.5714 0.1000 1 
3.0000 0.2500 0.4249 1.9536 0.5714 -0.1000 0 
3.0000 0.2500 0.2659 2.0001 0.5714 -0.1000 0 
3.0000 0.2500 0.1474 2.0253 0.5714 -0.2000 0 
4.0000 0.5000 2.0318 1.8612 0.5714 0.3000 0 
4.0000 0.5000 1.6936 1.8860 0.4286 0.3000 0 
4.0000 0.2500 1.4017 1.8588 0.4286 0.3000 1 
4.0000 0.2500 1.1705 1.8530 0.4286 0.3000 0 
4.0000 0.2500 0.7081 1.8192 0.4286 0.2000 0 
5.0000 0.5000 2.3555 1.9094 0.5714 0.2000 0 
5.0000 0.5000 2.0058 1.8866 0.4286 0.3000 0 
5.0000 0.5000 1.6792 1.9201 0.4286 0.3000 1 
5.0000 0.2500 1.3671 1.9036 0.4286 0.3000 0 
5.0000 0.2500 0.8873 1.8541 0.2857 0.3000 0 

 
In the following, we note x each of the input regions to be evaluated and tl the 

partially labeled vector built by grouping together the leaders selected for each slice or 
partition group. It must however be understood that vector tl will act much more as a 
set of flags providing links to the leaders required by our algorithm than as the expected 
value to be returned by the recognition system. For example, for the fourth slice, the 
fourth exploded image could as well be chosen to represent tentatively the left ventricle. 
However, in this example, it has been preferred to select the third image of the partition 
because, in the diastolic phase, the surface of the imaged area is expected to be rather 
large. However, in the case of a patient with a smaller heart, the input region could 
better match the fourth region in the fourth slice. It would also make no sense to have 
the recognition system returning a value of zero. As indicated in section 3.4.2, the only 
requirement is that the region tentatively associated to the left ventricle leads to a value 
larger than those of all the other regions in the slice. Indeed, all the candidate regions 
for representing the left ventricle should be characterized by high values, whereas 
regions corresponding to the right ventricle, the atriums or great vessels should have 
small values. 
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The problem to be solved can now be formalized. For that purpose, let us define the 
variables and parameters as indicated in the table below: 
 

VARIABLE 
 

DESCRIPTION 

X  is the set of input regions which can be recognized as 
representing the left ventricle (candidate regions) 

xij, i = 1,..., m 
j = 1,..., n 

is the collection of m region vectors, each characterized 
by n parameters 

Gk, k = 1,..., o are the m partition groups obtained after segmentation, or, 
in other words, the collection of m slices in a given 
patient image set 

slkj, k = 1,..., o 
j = 1,..., n 

is the collection of selected leader regions, each 
characterized by n parameters 

fi, i = 1,..., m is the collection of labels acting as flags pointing to the 
selected leader regions 

yi, i = 1,..., m is the collection of the m crisp outputs of the recognition 
system corresponding respectively to the m input vectors 
(see section 3.4.2) 

rlkj, k = 1,..., o j = 
1,..., n 

is the collection of returned leaders, each characterized by 
n parameters 

MF  is the set of membership functions  
qj, j = 1,..., n is a vector specifying the number of membership 

functions to be used for each input 
mfjp, j = 1,., 3×n 

p = 1,..., qj 
is the collection of membership functions for the 
recognition system 

sgj, j = 1,..., n is a constant vector containing n sigma values to be used 
as a support to built a given membership function 

RU  is the set of rules 
ruhj, h = 1,..., r 

j = 1,..., n 
is the collection of r rules characterized by n parameters 
to be used for recognition 

 
As an example, according to the set of images corresponding to the data collected in 

Tables 1 and 4, the parameters m, n and o are such that m = 22, n = 6 and o = 5. The 
values of the parameters p, q and r will be fixed during the training phase as shown 
later. The training and learning process has now to follow in order the steps below. 
 
• a. Automated generation of rules and membership functions for the selected 

leader in the first slice of the image sequence. We firstly build triangularly 
shaped membership functions such that their parameters fulfil the relations a1j = 
sl1j. The support of these functions is given by the sigma vector sg defined in the 
table above. Choosing small values for sigma for each parameter already leads to 
an increase of the knowledge base since more membership functions and rules must 
be used to classify the data. Membership functions are finally stored using the 
following format:  
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m1p = sl1j - sgj/2, j = 1,...,n and p = 1, 4,..., (3×n) - 2
m1p = sl1j, j = 1,..., n and p = 2, 5,..., (3×n) - 1
m1p = sl1j + sgj/2, j = 1,...,n and p = 3, 6,..., (3×n) 

 
 Accordingly, the rules matching these membership functions are also created and 

the vector q is also updated. That is : 
 

ru1j = 1 and qj = 1, j = 1,..., n 
 
• b. Verification step. This step checks if the leader in the next slice of the image 

sequence leads to firing. Indeed, it is possible that, in this slice, the region 
corresponding to the left ventricle has just slightly changed. In this case, it will be 
recognized using the same rules and membership functions than for the leader in 
the preceding slice. If the changes are too important, some of the parameters are no 
longer in agreement with the currently defined membership functions and new 
functions and rules have to be generated in order to take into account the data 
which have not led to firing. 

 
• c. Addition of rules and membership functions for the parameters which 

have not led to firing. In most of such situations, in general, only one or two 
parameters did not led to firing for a newly selected leader. Thus, we have just to 
add the necessary supplementary information. This avoids rewriting of a whole 
vector of membership functions and accordingly duplication of effort. Also, the 
vector q is updated, incrementing component qj by one unit if j is the index of the 
input with no firing. The update of the membership functions is slightly different 
from their automated generation, at shown below : 

 
mq(j)p = slq(j)j - sgq(j)/2,  
where j corresponds to data unable to fire and p = (3×j) - 2 
mq(j)p = slq(j)j ,  
where j corresponds to data unable to fire and p = (3×j) - 1 
mq(j)p = slq(j)j + sgq(j)/2,  
where j corresponds to data unable to fire and p = (3×n) 

 
The corresponding new rules are created based on the existing rules. Even if a rule 
is not fired, some of its parameters are evaluated. The fired strengths of the rules 
are thus recalculated, with the difference that in this case the previously used 
implication operator, the product between numbers, is replaced by the sum 
between numbers. This enables to select the rule with the greatest fired strength. 
This rule in turn enables to point to a region with characteristics similar to that of 
the  leader inducing the updates. The rule is simply modified as follows:  

 
 ruh+1j= ru1j , j=1,..., n
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ruh+1j= qj , where j corresponds to data unable to fire 
 
• d. Verification of classification quality. During this step, we verify that the 

leader returned by the recognition system is the same previously selected leader. 
The returned leader parameter vector rlkj is obtained as follows: 

 
rlkj= xuj, with yu > yv,, u • v and xuj > xvj,∈  Gk 

 
 In order to assess the similarity between the two parameter vectors, we compute the 

Euclidean distance between the selected leader parameter vector and the one of the 
returned leader in the respective partition group Gk : 

 
Dk= //slkj - rlkj // 

 
 If the distance above is equal to zero, we can proceed with the treatment of the next 

leader to evaluate and verify the quality of classification. In this case, the two 
groups Gk and Gk+1 are combined into a so-called super-group. In order to assign 
a unique representative region to this super-group, the parameter vector rlkj or 
rlk+1j leading to the largest fired strength is selected. If the distance is not zero, 
then the rule base has to be modified and possibly new membership functions 
added, as described in the next section. 

 
• e. Addition of rules and eventually of membership functions to avoid 

misclassification. It can be taken as granted that the output value of the 
recognition system for a new leader will not be one. This is due to the fact that, 
contrary to the case of the leader selected in the very first slice, no new rules, in 
which each premise is associated with a membership function centered on the value 
of each parameter characterizing the new leader, have been created. In order to 
avoid misclassification and to obtain an output value for the new leader larger than 
the value of any other region in the partition group, the rule with the worst fulfilled 
premise has to be modified. This is achieved by replacing this premise by a new 
one with an associated membership function centered on the value of the 
corresponding leader input parameter. 

 
 If we note ruh the rule with the highest strength and ruhj the premise j of the 

rule which is worst fulfilled, we are able to define J = //slkj - mup// the cost 
function for partition group k, where j is the index of the worst fulfilled parameter, 
p = (3 × j)-1 and u = 1,.., qj. If there exists a value of u such that J is below a given 
threshold, then the corresponding rule is modified as follows: 

 
 ruh+1j= u , where j is the index of the worst fulfilled parameter. 
 
 If no value of u fulfills the threshold condition, the rule has to be associated with a 
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newly created membership function as follows, after having increased qj by one 
unit : 

 
 mq(j)p = slq(j)j - sgq(j)/2 ,  where  j  is  the  index of the worst fulfilled 

parameter and p = (3×j) - 2
 mq(j)p = slq(j)j, where j is the index of the worst fulfilled parameter and p =

(3×j) - 1
 mq(j)p = slq(j)j + sgq(j)/2  
 where  j  is the index of the worst fulfilled parameter and p = (3×n) 
 ruh+1j= qj , where j is the index of the worst fulfilled parameter 
 
f. Return to step b. (New iteration of the process) 
 
In Table 5 and Figure 13 below, the operating mode of the training/learning process is 
exemplified. The numerical values reported correspond to the example already 
introduced in Table 4.  
After evaluation by the neuro-fuzzy inference system, the rules corresponding to a 
leader which have been fired are hold back. According to the example above, the rules 
having been fired are the rules 1, 2, 3, 7 and 8. The created corresponding membership 
functions are shown in Figure 13 in the same order. 

 
3.5.2. Adjustment of membership functions using a descent method (FUNNY) 
 
Nomura, Hayashi and Wakami [30] have proposed an interesting method enabling 

the fuzzy inference systems to tune by themselves their parameters ("self-tuning") 
during a learning/training process. This technique is particularly suited for approaches 
using Sugeno zero order models for implementing the fuzzy logic system. In their 
contribution, these authors suggest a procedure to correct the parameter values of the 
membership functions associated to the premises and conclusion of a given rule. The 
procedure is based on the minimization of a so-called objective function involving the 
error E between a reference output yr and the actual output y.  

The equation corresponding to a rule of a Sugeno zero order model is remembered 
below : 

 
IF x1,1 is m1,p and x1,2 is m2,p and x1,j is m1,p and ... and x1,n is m3*n,p 
THEN y is bh for the rule number h. 
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Table 5. Learning process for the example given in Table 4. Corresponding problems 
and their solutions as determined automatically by our training process. mf 
stands for membership function. 

 
Parameter values Problem to be  

solved 
Solution 

mf11 mf21 mf31 mf41 mf51 mf61  
START 

 
- 

mf12 mf21 mf32 mf41 mf51 mf61 2th image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 2 mf and 
1 rule to avoid 
misclassification 

mf13 mf21 mf32 mf41 mf51 mf62 3th Image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 2 mf and 
1 rule to avoid 
misclassification 

mf13 mf21 mf33 mf41 mf51 mf62 4th Image: no rule 
fired! 
1mf does not exist 

Addition of 1 mf and 
1 rule 

mf14 mf21 mf33 mf41 mf51 mf62 5th Image: no rule 
fired! 
1mf does not exist 

Addition of 1 mf and 
1 rule 

mf14 mf22 mf33 mf41 mf51 mf62 5th Image: no rule 
fired! 
1mf does not exist 

Addition of 1 mf and 
1 rule 

mf15 mf21 mf33 mf42 mf51 mf62 4th Image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 2 mf and 
1 rule to avoid 
misclassification 

mf14 mf22 mf33 mf41 mf52 mf62 5th Image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 1 mf and 
1 rule to avoid 
misclassification 

 
The error E is given by: 

E =
1
2

y − yr( )2  

 
If we note a the center of the triangle and s  its support, then the learning process, 

or the adjustment or evolution of the parameters, can be described by the following 
equations: 

ahj t +1( ) = ahj t( )− ka
∂ E( )
∂ahj

shj t +1( )= shj t( )− ks
∂ E( )
∂shj

bh t +1( ) = bh t( )− kb
∂ E( )
∂bh

 

where ka,ks ,kb  are adaptation learning factors and t  the number of iterations. 
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Membership function basis

fuzzy variable 1

fuzzy variable 2

fuzzy variable 3

fuzzy variable 4

fuzzy variable 5

fuzzy variable 6
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Figure 13. Membership functions created during the training process. They 

correspond to the example given in Table 4 and to the data summarized 
in Table 5. 

 
 

In this method, a given membership function can be adjusted according to the local 
error E associated with each fuzzy rule and independently to its semantic meaning. This 
sometimes leads to results which make no sense. An example of the inconsistencies 
which can occur is given by the membership function associated with the fuzzy set 
"small". After adaptation of this function, it can happen that the associated range of 
values is larger than those of the fuzzy set "large". 

In order to take this drawback into account, Bersini and Gorrini [27] have proposed 
an improvement of the method. They suggest to link all rules referring to the same 
membership functions before proceeding with the adjustments, enabling this way to 
keep the common semantic meaning for all rules. Further, using a gradient-based 
approach, Bersini and Gorrini propose to express the learning formulas as follows: 
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where rjtmf   is the total number of rules including mfrj in their premises, tr  the total 

number of rules, kω  the fired strength of the hth rule and sgn(x) the sign of x. 
In this approach, since no consequents are defined for a rule as we simply take as 
output the maximum strength of the rule, we have accordingly slightly modified the 
learning equations to be used as indicated below: 
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3.5.3. Combining the automated generation of rules and membership functions 

and the adjustment of their parameters in a parallel implementation 
(FUNNY-ALGORAM)  

 
The main objective set for the combination of the two techniques is to achieve an 

implementation leading to an optimized system. If we always create a membership 
function every time a piece of data is badly classified or a rule could not lead to firing, 
the system rule base grows and may become too large. Applying the FUNNY algorithm 
simultaneously to the ALGORAM Method enables to "push and pull" the membership 
functions. This allows an input parameter to lead to a larger or smaller value, depending 
on the modified location of the membership function center after a displacement 
introduced by the FUNNY algorithm. To achieve this, we have added (by having 
checked if a leader is well classified) an intermediate step in our procedure ALGORAM 
as follows: 
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• a. Create rule and membership function for first

leader.
• b. Check if next leader leads to firing.

• Add rule and membership function for parameters
which disabled firing.

• c. Check if leader is well classified.
• Apply the FUNNY algorithm to optimize all membership

functions.
• If application fails, add rule and possibly

membership function to avoid misclassification.
• d. Go to step b.
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Membership function basis

fuzzy variable 1

fuzzy variable 2

fuzzy variable 3

fuzzy variable 4

fuzzy variable 5

fuzzy variable 6  
Figure 14. Membership functions created during execution of the parallel version of 

the training process. They correspond to the example given in section 
3.5.1 and to the data summarized in Table 4. 
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Table 6. Learning process for the example given in Table 4. Corresponding problems 

and their solutions as determined automatically by our parallel 
implementation FUNNY-ALGORAM. mf stands for membership function 
and epoch for an iteration cycle. 

 
Parameter values Problem to be 

 solved 
Solution 

mf11 mf21 mf31 mf41 mf51 mf61   
START 

 
- 

mf12 mf21 mf32 mf41 mf51 mf61 2th image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 2 mf and 
1 rule to avoid 
misclassification after 
8 epochs 

      3th Image badly 
Classified! (on 1th 
Patient data set used) 

All data has 
been properly 
Classified! after 
2 epochs 

mf12 mf21 mf33 mf41 mf51 mf61 4th Image: no rule 
fired! 1 mf does not 
exist 

Addition of 1 mfand 1 
rule 

mf13 mf21 mf33 mf41 mf51 mf61 5th Image: no rule 
fired! 
1 mf does not exist 

Addition of 1 mf and 
1 rule 

mf13  mf22 mf33 mf41 mf51 mf61 5th Image: no rule 
fired! 
1 mf does not exist 

Addition of 1 mf and 
1 rule 

mf14 mf21 mf33 mf41 mf51 mf62 4th Image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 1 mf and 
1 rule to avoid 
misclassification after 
8 epochs 

mf13 mf22 mf33 mf41 mf51 mf62 5th Image badly 
Classified! (on 1th 
Patient data set used) 

Addition of 1 rule to 
avoid misclassification 
after 8 epochs 

  
 

Table 6 exemplifies how this modification improves the behavior of ALGORAM. 
After evaluation by the trained neuro-fuzzy system, the rules corresponding to a 

leader which have been fired are hold back. According to the example above, the rules 
which have fired are the rules 1, 2 (×2), 6 and 7. The created corresponding 
membership functions are showed in Figure 14 in the same order. 

Other methods creating automatically a rule base, such as, for example, ANFIS or 
the so-called subtractive algorithm, have also been implemented and tested. We believe 
that our implementation has several advantages with respect to these other two 
methods. ANFIS firstly determines all the permutations between membership functions 
in order to create the rules and then secondly adjusts the membership functions. This 
method is cumbersome and slow when we use, for example, as the input set the six 
parameters introduced in section 3.4.1 (see also Table 1). We have also found that the 
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subtractive method is not well adapted to our application, since we have to provide an 
output value for each input. Even if we attempt to calculate fulfillment values for the 
regions (or assign the value 0 to regions other than the leader, which has in fact no 
sense), the membership functions and rules created by these approaches are more 
numerous than in our approach. 

 
 
4.  In vitro experiments and application to medical cases 
 
In order to validate the new approach we have implemented and to estimate its 

performance when applied to actual medical image data, we have carried out two types 
of experiments. Firstly, we have tested, adjusted and validated the whole procedure 
using data sets of images of phantoms modeling real acquisition conditions. Secondly, 
the procedure has been applied to image data acquired under medical conditions in 
order to assess its suitability and performance in medical routine. 

 
 
4.1.  Experiments with phantoms 
 
It is difficult to assert that the myocardial volume corresponds exactly to the sum of 

the region areas found by our algorithm to correspond to the left ventricle in the set of 
acquired slices (recall that a pixel in a given slice corresponds to an elementary volume 
or voxel). In other words, the question is to determine to which extent the extracted 
contours represent actually the left ventricular cavity depicted in a slice. In addition, the 
ability of our algorithm to separate the two ventricular cavities, taking into account the 
noise, has also to be characterized. In order to evaluate both correctness and 
performance of our method, we have built a series of phantoms that enable to simulate 
the ventricular volumes. Since both shape and dimensions of our artificial "ventricles" 
are known, we are able to evaluate both the accuracy of the measured left ventricular 
volumes and the ability to separate the two ventricles, and to assess the robustness of 
our approach with respect to noise. 
The ventricular phantom has been built with two bottles of equal diameter and volume (4.2 cm 
and 75 ml respectively), containing 4 mCi/cc of 99m-Tc. The distance d between the two bottles 
(which represents the interventricular septum) can be varied between 0 and 1.5 cm. The 
experimental work on this phantom has been carried out in two phases. During the first one, the 
diameters of the bottles have been measured as a function of the distance d. The principle of this 
experiment is illustrated in Figure 15. For the second phase, the bottles have been submerged in 
water, as shown in Figure 16, the aim being to simulate the diffusion induced by the thoracic 
tissues. SPECT images of our phantom have been acquired and slices have been reconstructed 
after backprojection using the same parameters as those used for the patient data in section 4.2. 
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1 2 3 4 5 6 7

bottle 1 bottle 2

d

 

 

 
Figure 15. Principle of the first 
experiment carried out in order to 
measure the diameter of the bottles 
separated by a varying distance d. 
 

Figure 16. Principle of the second 
experiment carried out under conditions 
simulating real acquisition conditions 
(diffusion) in order to measure the 
diameter of the bottles separated by a 
varying distance d. 
 

 
 
The three Tables 7, 8 and 9 summarize the measures obtained experimentally. The 

corresponding situations evaluated (test cases) are defined as follows: 
 

case no. 1:  no diffusion in the images 
case no. 2:  diffusion present (with water in the tank) 
case no. 3:  no diffusion, but with 5% of added Gaussian noise in the images 
case no. 4:  no diffusion, but with 15% of added Gaussian noise in the images 
case no. 5:  no diffusion, but with 25% of added Gaussian noise in the images 

 
 

Table 7. Measured diameter for the first bottle 
 

Real distance 
d between the 
bottles [cm] 

diameter 
case no. 1 

[cm] 

diameter 
case no. 2 

[cm]

diameter 
case no. 3 

[cm]

diameter 
case no. 4 

[cm]

diameter 
case no. 5 

[cm] 
0 4.5 3.9 4.5 4.5 4.5 

0.2 4.5 3.9 4.2 4.2 4.9 
0.5 4.5 3.9 4.5 4.5 4.2 
0.7 4.8 3.9 4.2 4.9 4.5 
1.0 4.8 4.2 4.9 4.9 4.2 
1.5 4.5 3.9 4.5 4.5 4.5 

Mean 4.62 3.96 4.47 4.58 4.47 
Standard 
deviation 

 
0.16 

 
0.13 

 
0.26 

 
0.27 

 
0.26 
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Table 8. Measured diameter for the second bottle 
 

Real distance 
d between the 
bottles [cm] 

diameter 
case no. 1 

[cm] 

diameter 
case no. 2 

[cm] 

diameter 
case no. 3 

[cm] 

diameter 
case no. 4 

[cm] 

diameter 
case no. 5 

[cm] 
0 4.2 3.3 4.2 4.2 4.5 

0.2 4.2 3.3 3.9 4.2 4.5 
0.5 4.2 3.6 4.2 4.2 4.2 
0.7 4.2 3.2 4.2 4.2 4.2 
1.0 4.5 3.6 4.5 4.5 3.9 
1.5 4.5 3.6 4.5 4.5 4.2 

Mean 4.32 3.48 4.25 4.3 4.3 
Standard 
deviation 

 
0.16 

 
0.16 

 
0.22 

 
0.16 

 
0.26 

 
We observe that, for the five test cases investigated, our procedure recognizes the 

circular structure of the two bottles independently of the distance d separating them. 
More important, the diameters computed remain relatively constant in all the 
experiences, establishing that our algorithm is suitably robust with respect to the noise. 
In case no. 2 implying images including diffusion, the diameters found are slightly 
smaller. The light difference in the measured mean diameters for the two bottles can be 
partially related to the non-symmetrical position of the two bottles in the water tank, 
which modifies the diffusion of the gamma rays. Further, the influence of diffusion can 
also be observed in the apparent lower measured diameter when the two bottles are 
immersed in the water tank. 
 

Table 9. Measured distance between the bottles (due to the small amount of data 
available, correlation coefficients are only indicative). 

 
Real distance 
d between the 
bottles [cm] 

measured 
diameter 
case no. 1 

[cm] 

measured 
diameter 
case no. 2 

[cm] 

measured 
diameter 
case no. 3 

[cm] 

measured 
diameter 
case no. 4 

[cm] 

measured 
diameter 
case no. 5 

[cm] 
0 0 0 0 0 0 

0.2 0.3 0.6 0.65 0.6 0 
0.5 0.6 0.6 0.65 0.6 0.6 
0.7 0.6 1.0 1.0 0.6 0.6 
1.0 1.0 1.3 1.0 0.6 1.6 
1.5 1.3 1.9 1.3 1.31 1.6 

correlation 
coefficient 

 
0.98 

 
0.97 

 
0.92 

 
0.87 

 
0.84 

 
Although the measures are correct in most of the cases, one can observe that the 

measured diameters are over-estimated and that accuracy decreases when the amount of 
noise added is too high. This is particularly critical when the distance simulating the 
ventricular septum is short and le level of noise high (see Table 9, case no. 5 for which 
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the separation between the bottles is 0.2 cm). In all the other cases, identification of the 
two bottles is correct when decreasing the distance between the bottles. One has also to 
take into account the spatial resolution of the gamma camera used, which for this series 
of experiments was of 0,6 mm/pixel. This value can have an impact on the results when 
the separation between the bottles is small. Accordingly, the correlation coefficients 
found for the measured distances between the bottles and given in Table 9 can be 
considered to be fairly good. 
 
4. 2. Clinical Test Cases 
 

For these experiments, we have randomly selected twelve patients and for each of 
them, we have routinely acquired a set of G-SPECT images. Each data set has then be 
processed with our procedure and the results obtained have been compared with those 
obtained using two other techniques routinely employed in our laboratory. The first 
alternative is a semi-automatic MRI technique where the contours are manually traced 
(MRI system GE MRMax 0.5T, sequence gradient echo TE = 12ms, TR = 39ms, 
FLIP=20°, Nex=2). The second one is the protocol used every day in our laboratory. 
For this latter method, thresholding at 40% of the maximum gray value found in the set 
of images enables to visualize the diastolic and systolic contours which can then be 
interpreted by the physician. However, an operator has to initialize image processing by 
selecting visually a region of interest corresponding to (including) the left ventricle and, 
if the two regions corresponding to the ventricles are not isolated or if some contours 
do not border completely the regions of interest during processing, the errors have to be 
manually corrected.  
 
Table 10. Calculated LVEF values using the results of the three approaches applied. 
 
PATIENT 
Number 

LVEF (%) 
MRI based method 

LVEF (%) 
Every day 
protocole 

LVEF (%) 
Proposed method 

1 53 59 55 
2 59 57 53 
3 68 68 42 
4 59 59 67 
5 58 61 48 
6 77 74 62 
7 55 53 48 
8 53 46 54 
9 67 70 51 

10 7 13 1* 
11 62 73 53 
12 43 44 48 

 
For the three methods, the ejection fraction has been calculated. The results are 

summarized in Table 10. The case marked with a star (*) corresponds to a patient with 
an important dilated and hypokinetic cardiomyopathy. In this case the very low value of 
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the LVEF obtained by the proposed method is doubtful and may correspond to a limit 
of the method. 
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Figure 17a. Comparison of the LVEF values using the three approaches to be 

compared. These figures directly led to the computation of the regression 
coefficients r. 
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Figure 17b. Comparison of the LVEF values using the three approaches to be 

compared. These figures directly led to the computation of the regression 
coefficients r. 
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In order to assess the quality of the results achieved with our automated approach, 
we have calculated the regression coefficients r between our procedure and the other 
two methods (see Figure 17), as an indicative measure to be used for comparison. As a 
result, when comparing to the MRI based method, we have obtained r = 0.84. This 
coefficient takes a value of 0.78 when comparing to the routine method used in our 
laboratory.  

 
 Due to the limited size of the set of evaluated image data, these values for the 

regression coefficients r can only be considered acceptable. Also, only the data 
corresponding to three patients have been used to train the recognition system. It is 
however noteworthy that our implementation is already able to automatically select the 
region corresponding to the left ventricle and to extract the associated contours in order 
to compute the LVEF. When comparing our results with the measurements obtained 
with the two other techniques (MRI and standard nuclear procedure), one must remind 
that there is no "gold standard" method in medical imaging able to give the exact or the 
real value of the LVEF. That means that the correlation coefficients can only be 
compared in a relative way. 
 
 
4. 3.  Implementation issues 
 
We have implemented our method on a Macintosh computer equipped with a 603 
PowerPC processor running at 75 MHz. The algorithms have mostly been developed 
using the programming language of Matlab. The public domain software package 
Image from the NIH [24] has been used to compute the parameters related to the shape 
and the location of the various regions extracted from the images under investigation. 
The computing time for processing a whole patient data set is of the order of forty 
minutes. We expect however to be able to speed up execution with a new 
implementation using the C or C++ programming language. 
 
 
5. Conclusions 
 

In this chapter, a new method for contouring fully automatically blood pool 
myocardial gated SPECT images has been presented. The method has been specifically 
developed in order to determine the left ventricle cavity surfaces required to be able to 
calculate the Left Ventricular Ejection Fraction (LVEF). The LVEF is indeed an 
essential diagnosis parameter in cardiology. The approach is based on the sequential 
application of three steps. The first step is a wavelet based image pre-processing 
enabling both to reduce the noise level in the images and to enhance the image contrast 
in order to favor separation of the regions corresponding to the two myocardial 
ventricles. At this stage of the processing, it is particularly crucial to find a point 
belonging to the border between the regions corresponding respectively to the left 
ventricle and the septum. This point initializes the procedure realizing the second step 
which performs the segmentation of the images using the neural networks leadership 
algorithm. This step delivers classes built with Gaussian functions, the initial first class 
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being centered around the border point returned by the wavelet-based processing 
algorithm. The third step has in charge the selection in the image of the region which 
corresponds to the left ventricle. This determination is made using a fuzzy logic based 
decision implemented as a three layer neural network. This procedure requires training 
in order to set up the necessary knowledge base. For that purpose, we have developed a 
new tool called ALGORAM, able to automatically generate rules and membership-
functions. This allows to automatically create and/or enlarge both the rule and 
membership function bases. Combining this tool with an adaptive tuning scheme 
optimizes the system performance. 

The proposed technique has been implemented and applied to both images of 
phantoms and of real patients. Results for the phantom images allow to validate our 
approach. Further, they show that our method is robust when applied to images 
corrupted with noise and is able to distinguish the two simulated myocardial ventricles. 
For the real patient data sets, the LVEF has been calculated and compared to a MRI 
based method and to the protocol used routinely in our laboratory. Even though the 
measures delivered by our approach are slightly underestimated with respect to the 
results obtained with the other two methods, the three sets of results are for all the 
experiments carried out in an acceptable overlapping range of values. Therefore, these 
results validated our method in the case of real-life image data. One can also note that 
the comparison is made using results from methods, which are not yet considered to be 
standard in this medical field. Further, even when the measures are realized by 
experienced operators, there are almost every time discrepancies in the results obtained 
by different operators evaluating the same set of images. Thus, as the results of our 
method approach rather well those of the other two methods and as the measures are 
obtained automatically, it is a good choice in order to avoid variations in the results to 
be used for diagnosis. This is further enhanced by the fact that the method is able to 
segment validly the region corresponding to the left ventricle and to extract its contour. 
Lastly, the recently implemented software module ALGORAM adds more autonomy to 
the method and makes easier enlargement of the knowledge base.  

However, the current version or the implementation still lets partially open some 
questions related mainly to suitability of the approach in medical routine and research 
has to be pursued. In particular, we are currently collecting a rather exhaustive set of 
data corresponding to representative clinical cases using both MRI and SPECT 
acquisition modalities. This will enable to enlarge the knowledge base and better 
ground the already achieved comparison between different techniques. Also, a larger 
and more complete knowledge base will certainly favor the evaluation of data related to 
strongly pathological cases for which the data is strongly distorted. This is for example 
the case for some pathologies for which the systolic contours are as large as the 
diastolic ones. Future work will also investigate the influence of knowledge base size 
on performance. Indeed, if the knowledge base is too large, it could lead to confusion. 
Another related point is to find the optimal size, as manipulating a large rule base slows 
down computing speed. We believe that an extension of ALGORAM in order to 
"intelligently" destroy unnecessary rules could decrease execution time. Also, the 
number of measured parameters evaluated in the fuzzy system could be decreased to 
speed up the training process. This raises straightforwardly the question of the minimal 
number of parameters needed and of their appropriateness. For example, some of the 
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parameters can be replaced by one unique spatio-temporal parameter maintaining also 
consistency between the slices. Enhancing the segmentation step in order to have a 
minimum number of regions to evaluate is another interesting option. As our system is 
still perfectible, there remains still a lot of work to do but we find that our research 
takes the right way and at least in automatically contouring blood pool SPECT images 
we can say that the use of  neuro-fuzzy techniques makes things less fuzzy. 
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ANNEXES 
 

1. Automatic Determination of Diastolic and Systolic images 
 

Acquisition of the images is synchronized by the R wave of the ECG (gated-SPECT 
image acquisition). This means that the eight phases of the cardiac cycle are acquired 
between two successive R waves. This operation is further repeated thirty times and 
enables to finally obtain a set of 240 images corresponding to 30 acquisitions. Note that 
the volume variation with respect to time is sampled over time (at the instants 
corresponding to the acquisition of the eight phases of the cardiac cycle). In other 
words, the specific acquisition system does not allow to derive the underlying 
continuous smooth function, but only an approximation thereof. The set of 240 images 
is then arranged into eight groups. The first group contains all the first phase images of 
the 30 acquisition steps, the second group the next phase images in the different 
acquisitions, and so on. One of these groups contains the information related to the 
diastolic phase and an other that of the systolic phase. These two particular groups have 
to be determined. Also, the sum of all the images in a given group leads to so-called 
accumulated radioactivity image (thus, 8 radioactivity images are obtained). Further, 
the sum of the intensity of all the pixels in a given radioactivity image finally gives the 
so-called total radioactivity coefficient for that image. The coefficient of maximal value 
can be shown to be related to the diastolic group and the coefficient of minimal value to 
the systolic group. Tomographic backprojection reconstruction is then applied to the 
two groups selected this way, firstly to the group corresponding to the diastolic phase, 
secondly to the one associated with the systolic phase. 

In order to adjust the rotation centre, the diastolic image reconstructed according to 
the procedure above is presented to an operator in an horizontal plane and this operator 
manually establishes a line passing through the apex and the middle of the myocardium. 
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A visualization software package allows to rotate the displayed image to make 
coincident this line with the Horizontal Long Axis. The rotation center is then also 
positioned by the operator. In a second step, the lateral limits of the myocardium are 
established to reconstruct the Vertical Long Axis images. Further reconstruction limits 
regarding the apex and the base of the myocardium are established to reconstruct the 
Horizontal Short Axis images. These reconstruction parameters for the diastolic images 
are stored and automatically applied during the reconstruction of the systolic images, 
enabling to take care of the adjustment of the rotation centre. The reconstruction 
software lastly arranges routinely the whole set of diastolic and systolic images into a 
new group containing subsets of HSA, HLA and VLA images. Each subset contains 
alternatively one diastolic image followed by one systolic image. We have in this work  
chosen to rearrange these subsets into one diastolic and one systolic images. Also, only 
HSA diastolic and systolic images are used to compute the LVEF, even though HLA 
data could be used to ameliorate the estimate of the LVEF. However, as a result, only a 
slight improvement can be observed in this case. 

 
2. Trust limits of the estimated regression coefficients 
 
In order to complement the statistical data given in section 4. for the LVEF 

calculated using the three different methods, the regression coefficient between the 
routine method and the MRI method has been estimated to be  0.92. Calculation of the 
trust limits for the estimated regression coefficients are given below : 

Prob(0.51<r<0.954) = 0.95 for MRI method-Proposed method 
Prob(0.37<r<0.935) = 0.95 for Routine method-Proposed method 
Prob(0.73<r<0.976) = 0.95 for Routine method-MRI method 
 
There is indeed a better agreement between the Routine method and the MRI 

method but, as stated in section 4, there is no standard method available. One can thus 
not expect that our results exactly approach those of the other methods. However, it is 
acknowledged that training of the system with an enlarged set of patient data would 
surely improve the quality of the results and enable to deal with situations where 
operator based contouring decisions could lead to inconsistencies. 

It must also be mentioned that no correction factor has been applied to the LVEF 
calculation, even if it is known that there is a systematic underestimation of the volumes 
in the presence of diffusion. This can be seen clearly when studying the phantom of the 
left ventricle. However, in the case or real heart data, this error is difficult to estimate as 
no accurate model is available. Further, the estimation error is systematic and thus leads 
to underestimate volumes. As a result, the LVEF being a ratio of volumes smaller than 
1, this quantity is slightly underestimated. Note however that there is a partial 
compensation of the error, the underestimation affecting both terms of the ratio. 
Applying a correction factor for the diastolic and systolic volumes thus only slightly 
ameliorates the LVEF values. 
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ACRONYMS 
 
ALGORAM Automatic Leader Generation Of Rules And Membership functions 
ART Adaptive Resonance Theory 
ANFIS Adaptive Neuro-Fuzzy Inference System 
G-SPECT Gated - Single Photon Emission Computed Tomography  
FUNNY FUzzY and Neural Networks 
HSA  Horizontal Short Axis 
HLA  Horizontal Long Axis 
VLA  Vertical Long Axis  
LVEF  Left Ventricle Ejection Fraction  
SPECT Single Photon Emission Computed Tomography  


	bookp1.pdf
	Page 1

	bookp2.pdf
	Page 1


