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I. Title 
 

Activity recognition in videos combining ontology based language and CNN networks  

II. General objective 
 
Several investigations have been carried out to model activities of daily living (ADLs) to 
monitor older adults at home. Most systems have been developed using either simple sensor 
data (wearable sensors, touch sensors, RFID tags) or camera information to recognize ADLs 
in a home environment. However, existing work has either focused on simple activities in 
real-life scenarios, or the recognition of more complex (in terms of visual variabilities) 
activities in hand-clipped videos with well-defined temporal boundaries. We still lack 
research on methods that can retrieve several instances of complex activity in a continuous 
video (multimodal) flow of data. Existing methods that perform in online scenarios that can 
reason about the temporal and composite relations that characterize complex activities 
generally cannot handle uncertainty and tend to underperform in real life scenarios. Moreover 
they have difficulties to distinguish similarly looking activities. 
On the other hand, methods that can handle uncertainty tend to ignore the temporal and 
composite relations of activities and learn short-term activity models directly from pixel data. 
Hence, latter model cannot recognize tong-term or composed activities. For instance, Deep 
Convolutional Neural Network CNN algorithms have been applied with great success to 
images and short videos, related to monitoring applications such as People Detection and 
Posture, Gesture and Action Recognition algorithms: DeeperCut (http://pose.mpi-inf.mpg.de/) 
and Real-time Multi-Person 2D Pose Estimation using Part Affinity Fields 
(https://www.youtube.com/watch?v=pW6nZXeWlGM&feature=share). In addition, current 
state-of-the-art algorithms focus on some specific actions (with low intra class variation) like 
IRU� LQVWDQFH� ³FKRSSLQJ´�� +HQFH�� PRUH� JHQHULF� DFWLRQV� OLNH� ³FRRNLQJ´� FDQ� PHDQ� HLWKHU�

³FKRSSLQJ´� RU� ³PL[LQJ´�� &XUUHQW methods do not perform well on distinguishing similar 
looking activities, like laying down and falling down. 
 
Typical situations that we would like to monitor are Eating and drinking (how much? how 
often?) or Cooking (detect behavior that might lead to dangerous situations or non completion 
of the task). 
 
The system we want to develop will help senior people and their relatives to feel more 
comfortable at their home, since scene understanding intends to help at recognizing 
potentially dangerous situations and reporting to caregivers if necessary.  
   



IV. PhD objective 
 
 In this work we would like to go beyond Deep Learning by taking advantage of CNN 
for pose estimation or short action detection and embedded them into an ontology based 
framework for long term activity recognition to address complex human behaviors. Typical 
pipeline can include CNNs for pose-estimation and body part classification depending on the 
action to detect. Short temporal aspect of the actions can be handled through HMM, RNN or 
LSTM. The objective of these 2 steps is to extract meaningful mid-level features that can be 
further processed thanks to an ontology based reasoning engine. The ontology will be 
provided by the user to let him/her describe the targeted activities to be recognized. A 
challenge will be to propose an approach to leverage the knowledge acquisition process, in 
both part CNN processing and ontology based reasoning. 
 
 
The evaluation of proposed frameworks and models should be performed on public datasets 
which contains everyday activities like Cooking Composite, Cooking 2, Breakfast , and 
domain-specific datasets like CHU (Nice Hospital ± RGBD), ICP and GAADRD datasets 
[Kuehne et al, 2014; Rohrbach et al, 2015; Crispim-Junior et al, 2016]. 
 
There is a possibility of conducting first an internship, before the PhD thesis. 
 

IV. Prerequisites 
 
Strong background in C++/Python programming languages,  
Knowledge on the following topics is a plus: 

Machine learning, 
Deep Neural Networks frameworks, 
Probabilistic Graphical Models, 
Computer Vision, and 
Optimization techniques (Stochastic gradient descent, Message-passing). 

V. Calendar 
 
1st  year: 

Study the limitations of existing activity recognition algorithms.  
Depending on the targeted activities, data collection might need to be carried out. 
Propose an original algorithm that addresses current limitations on inference. 
Evaluate the proposed algorithm on benchmarking datasets, 
Write a paper 

 
2nd year: 

Investigation of feasibility/appropriateness of the framework in practical situations 
Propose an algorithm to address model learning task in semi-supervised settings 
Write a paper 
Write PhD manuscript. 

 
3rd year:  



Optimize proposed algorithm for real-world scenarios. 
Write a paper, and  
PhD Manuscript 
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