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1 Introduction

Cameras are continually in use all around, to monitor traffic, for security in
private and public places and even at our homes. Because of these huge vol-
ume of data, it is necessary to develop efficient methods for video management.
It is almost an impossible task to continually monitor these sources manually.
While the understanding of video in general seems a complex task, it can be suc-
cessful when analyzing particular scenarios by incorporating substantial domain
knowledge. This work aims to develop a general framework to analyze video in
different domains. To perform such task the framework will be restricted to the
scene events evidenced by the motion of objects.

The framework is going to be powered by the VSIP platform developed at
INRIA’s Pulsar-Team to discriminate the different type of objects keeping only
those recognized as persons; also the tracking will be handled by the platform
to detect trajectories.

Often the trajectories that appear in video data are not randomically but they
hide underlying structures (e.g., roads, sidewalks). The proposed framework
will focus on the detection and understanding of these structures to determi-
nate human activities.

The framework aims at building systems which will be able to work on-line,
detecting in real time normal and abnormal activities that occur in the scene.

The objective of this work is to study learning techniques to build this frame-
work. To validate this framework we will develop applications (i.e., real-time
automatic activity monitoring systems) to be applied in different domains.
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2 The Framework

The framework is composed four independent stages: Learning, Optimization,
Semantics Extraction and Evaluation. Given a set of trajectories the learning
stage will cluster this trajectories to identify the hidden structures. This stage
includes also updating methods to adapt on-line these clusters.

The optimization stage is needed to improve and tune dynamically the pa-
rameters used in the learning stage.
The semantics stage comprises the high level analysis that can be done with the
trajectories structures to extract meaningful human activities.
Finally the evaluation stage describes the methods to validate the performance
of all stages of the framework.

2.1 Learning

The goal of the learning stage is to cluster a set of given trajectories to determine
the hidden structures of this set. These clusters are characterizing the most fre-
quent human activities (e.g., interacting with an equipment) in the scene but
also the topology of the scene environment (e.g., zones of interest such as stop-
ping zones).

A first point should be to select the best features characterizing the trajec-
tories, such as entry/exit point, and the best features characterizing the scene
topology such as areas of low/high speed will be evaluated.

A second point is to design a similarity distance between trajectories and trajec-
tory clusters. Usually these distances have many parameters that can be tuned
depending on the application objectives and the scene type.

In previous work we can find several approaches to learn the spatial paths and
the regions of interest [1] [2] [3] [4]. Other techniques to learn people dynamics
(e.g., a running person that suddenly slows down and starts walking) include
Hidden Markov Models [12] [13] which structures can be learned.

Taking in to account the state of the art, we will focus on the extension of
the approach proposed by Patino et al. [7], where the representation of the tra-
jectories is flexible and compact, and the clusters extraction approach is done by
the measure of the Euclidean similarity distance of the trajectories features (i.e.,
2D/3D coordinates at each point, duration, distance from origin to destination).

Although it is interesting to analyze complete tracks, also is important to rec-
ognize and evaluate a partial trajectory as it occurs to be able to predict where
are people final destinations.
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After the training procedure the framework should be able to classify new in-
coming trajectories into the trained model (i.e., the trajectory clusters), also
determinate anomalous behaviors (detected trajectories that do not fit into the
learned groups). Claudio Piciarelli’s PhD. [9] thesis is directly related to anoma-
lous behaviors detection, also Neil Johnsosn’s thesis [18]. These approaches
needs to be fully validated and cannot be applied as it is to unstructured scenes
such as subway stations.

Since there is not guarantee that the learned models are stable in time, they
should be incrementally updated during the on-line performance of the system.
For example, the presence of a new obstacle in the middle of a learned path,
will probably change the flow where the people walk. Moreover, trajectories
that were detected as abnormal were probably detected as such because the
frequency of appearance was low. In previous work we can find that Hu et al.
[10] propose a batch update procedure for model addition, and Gales et al. [11]
propose using maximum likelihood linear transformation, for an on-line fashion
update. A difficult issue is to distinguish data representative to a new cluster
from noisy data wrongly detected by the vision algorithms. This issue is crucial
in video understanding because most of the data are corrupted by noise.

Thus the framework should extract the hidden structures, enable trajectory
prediction, but also it will have an on-line mechanism to detect abnormalities

2.2 Optimization

Each trajectory is represented by features, used in the clusterization process
as mentioned in the previous stage. As said before the learning stage contains
many parameters to be tuned depending on the application objectives and scene
type. These parameters include the selected features (and their weight) char-
acterizing the trajectories, the parameters of the similarity distances and the
parameters of the clustering algorithms. An important issue is to normalize and
weight the features. For instance clustering algorithms has the tendency to rely
more on binary features [7].Thus to achieve the domain independence a tuning
stage is required [8].

The main work in this stage is to develop optimization mechanisms maximizing
performance measures. In the state of the art many criteria have been proposed
(e.g., Silhouette). A typical optimization mechanism (e.g., gradient descent or
montecarlo) consists then in maximizing an energy function corresponding to
one criterium. However all the criteria are not consistent (e.g., some need to be
maximized and others minimized) and cannot be combined directly. To solve
this issue, Genetic algorithms and Particle Swarm Optimization [5] using min-
max strategy can be applied to maximize multiple performance measures used
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to evaluate the quality of the clusters.

2.3 Semantics

Given the trajectory clusters, the semantic extraction stage consists in learning
the topology of the scene environment by identifying the zones characterizing
human activities. For instance, the scene contextual objects (e.g., a desk, an
elevator, a machine), together with the regions of interests (e.g., a stop zone,
forbidden areas) can be learned from the trajectory clusters and by analyzing
specific spatio-temporal relationships. Ticket vending interacting zones can be
learned by computing areas where people come, stop for a little while (queue if
necessary) and then leave.
Zones of interest are not limited to trajectory properties. Other types of people
dynamics can be explored. For instance a place where people stop while their
size decreases can correspond to a sitting location.
Patino et al. [6] [7] and André [14] have defined the primitive events that occur
in videos(i.e., inside zone, close to, stays at, etc). The combination of the user
defined objects, predefined primitive events with the learned scene topology can
infer the semantics describing the observed scene.

2.4 Evaluation

The evaluation stage will validate the three previous stages of the framework.
The quality of the proposed clustering approach will be validated by computing
two main performance measures defined by Patino et al. [7], namely, Confusion
and Dispersion. Also will be considered the performance indexes of traditional
methods such as Davies-Bouldin [15], Silhouettes [17], and Dunn’s [16].

The Confusion and Dispersion performance measures rely on ground-truth (i.e.,
the main routes corresponding to trajectory clusters). This ground-truth mostly
contains starting and ending zones and needs to be extended to allow the val-
idation of dynamic properties of the trajectories (e.g., the mean speed of the
trajectory). Also ground-truth to validate unfinished trajectories prediction
methods will be proposed.

Two main issues in this stage consist in taking into account very noisy data
and to be able to handle routes with strong overlaps.

The final evaluation of the framework will be the field test. For this, the result
application of this work will be taken into a Hospital. Thus the performance as
a healthcare monitoring system will be evaluated in a real world environment.
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