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1. Title: research project (2 years) 

 

Deep Learning for View Invariant Activity Recognition in 

Videos 
 

2. Scientific context 

 
STARS group works on video analytics. The “SUP” (“Scene Understanding Platform”) 

framework developed in STARS, detects mobile objects, tracks their trajectory and recognizes 

related behaviors predefined by experts or learnt through video databases. This framework 

contains several techniques for the recognition of human postures and activities using RGB 

cameras. However there are scientific challenges in people monitoring when dealing with real 

word scenes: cluttered scenes, handling wrong and incomplete person segmentation, handling 

static and dynamic occlusions, low contrasted objects, moving contextual objects (e.g. chairs), 

viewpoints... 

Several investigations have been carried out to model activities of daily living (ADLs) to 

monitor older adults at home. For instance, Deep Convolutional Neural Network CNN 

algorithms [3] have been applied with great success to videos, related to monitoring 

applications. However, existing work has either focused on simple activities in real-life 

scenarios, or the recognition of more complex (in terms of visual variabilities) activities in 

hand-clipped videos from a frontal viewpoint. We still lack research on generic methods that 

can recognize complex activities in a long video recorded in the wild, from any viewpoint. In 

particular, methods that can handle real-world settings tend to ignore the 3D geometry, the 

temporal and composite relations of activities and learn short-term activity models directly 

from 2D pixel data. Hence, latter model cannot recognize long-term or composed activities. 

In addition, current state-of-the-art algorithms focus on some specific actions (with low intra 

class variation) like for instance “chopping”. Hence, more generic actions like “cooking” can 

mean either “chopping” or “mixing”. Current methods do not perform well on recognizing 

activities viewed from different viewpoints. 

 

Typical situations that we would like to monitor are Eating and Drinking (how much? how 

often?) or Cooking (detect behavior that might lead to dangerous situations or non-

completion of the task). 

 

The algorithm we want to develop will help senior people and their relatives to feel more 

comfortable at their home, since scene understanding intends to help at recognizing 

potentially dangerous situations and reporting to caregivers if necessary. 

 

 

 



3. General objectives of the Post-doctorate 
 
This work consists in proposing novel Deep Learning algorithms for view invariant activity 

recognition in videos, which are efficient in real-world settings, meaning that they can be 

applied in situations where only small training datasets are available (or using only generic 

training datasets recorded for different sites) and can dynamically adapt to changing 

environment. 

 

The performance of the current system strongly relies on the camera angle used: provided that 

the camera angle used in testing is the same (or close to) as the camera angle used in training, 

the system performs well. On the contrary, the performance drops when a different camera is 

used. In this work package, we aim at improving the performance by using 3D human pose 

information. For the extraction of the pose information CMU’s openpose 

(https://github.com/CMU-Perceptual-Computing-Lab/openpose) but any other more 

performing software can be used. To generate extra views, Generative Adversarial Network 

(GAN) [2, 4] can be used together with the human pose information to complete the training 

dataset. Another promising solution would be to train a GAN using sparse representations of 

human poses [6]. Then, the newly generated poses can be transformed to human images by 

means of a pose transfer algorithm [7]. The validation dataset will include NTU RGB+D [5] 

and smart-home [1] datasets. 
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