PhD proposal

F. Bremond, P. Bilinski

INRIA Sophia Antipolis, PULSAR group

2004, route des Lucioles, BP93

06902 Sophia Antipolis Cedex – France

1. Title

Action Recognition and Learning based on appearance descriptors in videos.

2. Scientific context

PULSAR group works on automatic sequence video interpretation. The “SUP” (“Scene Understanding Platform”) developed in PULSAR, detects mobile objects, tracks their trajectories and recognises related behaviours defined by experts. This platform contains techniques for the detection and recognition of human postures and gestures of one person. However there are scientific challenges in gesture recognition when dealing complex scenes: crowded and cluttered scenes, handling wrong and incomplete person segmentation, handling static and dynamic occlusions, and combination of several cameras to manage ambiguities due to the person position.

3. General objectives of the thesis

This work consists in the learning and recognition of gestures. Many techniques have already been proposed for gesture recognition in specific environment (e.g. Laboratory) using the cooperation of several sensors (e.g. camera network, individual equipped with markers). Despite these strong hypotheses, gesture recognition is still brittle and often depends on the position of the individual relatively to the cameras.

This work aims at reducing these hypotheses in order to conceive a general algorithm enabling the learning and recognition of the gesture of an individual or several individuals moving in an unconstrained environment and observed through a limited number of cameras. The goal is to estimate the likelihood of gesture recognition in function of the observation conditions.

To learn and recognise actions we will explore techniques based on people appearance using for instance local descriptors such as SURF, HOG.

To validate the PhD thesis we will assess the propose approach on video surveillance databases such as TreckVid database.

4. Pre-requisites: 

Computer Science, Strong background in C++ programming, artificial intelligence, cognitive vision and Machine Learning.

5. Schedule


1st year:

· Study of existing solutions.

· Proposing a representation and algorithms for action learning and recognition.

2nd year:

· Evaluate and optimise proposed algorithms.

3rd year:

· Writing papers and PhD manuscript.

6. Bibliography:

· Marcos Zuniga, Primitive Event Learning and Recognition in Video, These, Universite de Nice Sophia Antipolis, November 2008.

· Tracy Westeyn, Helene Brashear, Amin Atrash, and Thad Starner, Georgia Tech Gesture Toolkit : Supporting Experiments in Gesture Recognition International Conference on Perceptive and Multimodal User Interfaces, 2003.

· Jingen Liu, and Mubarak Shah, Learning Human Actions via Information Maximization, CVPR International Conference on Pattern Recognition, Alaska, June 2008.

· D. Weinland, E. Boyer, and R. Ronfard, Action recognition from arbitrary views using 3D examplars, ICCV, 2007.

· Alberto Avanzi, Francois Bremond, Christophe Tornieri and Monique Thonnat, Design and Assessment of an Intelligent Activity Monitoring Platform, in EURASIP Journal on Applied Signal Processing, special issue in "Advances in Intelligent Vision Systems: Methods and Applications", 2005.

