
Symbol Grounding for Semantic Image Interpretation: From Image Data to
Semantics

Celine Hudelot, Nicolas Maillot and Monique Thonnat
INRIA Sophia Antipolis - Orion Team

2004, Route des Lucioles. BP 93.
06902 Sophia Antipolis- France

e-mail={celine.hudelot, nicolas.maillot, monique.thonnat}@sophia.inria.fr

Abstract

This paper presents an original approach for the sym-
bol grounding problem involved in semantic image inter-
pretation, i.e. the problem of the mapping between image
data and semantic data. Our approach involves the follow-
ing aspects of cognitive vision : knowledge acquisition and
knowledge representation, reasoning and machine learning.
The symbol grounding problem is considered as a problem
as such and we propose an independent cognitive system
dedicated to symbol grounding. This symbol grounding sys-
tem introduces an intermediate layer between the seman-
tic interpretation problem (reasoning in the semantic level)
and the image processing problem. An important aspect of
the work concerns the use of two ontologies to make easier
the communication between the different layers : a visual
concept ontology and an image processing ontology. We
use two approaches to solve the symbol grounding problem:
a machine learning approach and an a priori knowledge
based approach.

1 Introduction

The semantic image interpretation problem can be infor-
mally defined as the automatic extraction of the meaning
(semantics) of an image. This problem can be simply illus-
trated with the example shown in figure 1.

When we look at the image on the left of figure 1, we
have to answer to the following question: what is the seman-
tic contents of this image? According to the level of knowl-
edge of the interpreter, various interpretations are possi-
ble:(1) a white object on a green background; (2) an in-
sect; or (3) an infection of white flies on a rose leaf. All
these interpretations are correct and enable us to conclude
that semantics is not inside the image. Image interpretation
depends on a priori semantic and contextual knowledge.

As described in [19], several types of knowledge are nec-

essary for semantic image interpretation and it is well ad-
mitted that the complex task of semantic image interpreta-
tion can be divided into three more tractable sub-problems
[18]. For each sub-problem, the abstraction level of data
and the level of knowledge is different as illustrated in fig-
ure 1. The three sub-problems are:

(1) the image processing problem, i.e. the extraction of
numerical image data;

(2) the symbol grounding problem, i.e. the mapping be-
tween the numerical image data and the high level represen-
tations of semantic concepts;

(3) the semantic interpretation problem, i.e. the under-
standing of the perceived scene using the application do-
main terminology (semantic concepts).

Figure 1. Illustration of the three abstrac-
tion levels of data corresponding to the sub-
problems of semantic image interpretation.
The image is a microscopic biological image.

In this paper, we are neither interested in the image pro-
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cessing problem nor in the reasoning at the semantic level.
We focus on the symbol grounding problem, i.e. the prob-
lem of the mapping between image data and semantic data.
Our approach is based on the existence of an independent
intermediate level (called visual level in figure 1). Our idea
is that the symbol grounding problem is a problem as such,
involving its proper expertise. In this paper, we present two
cognitive vision approaches to solve the symbol grounding
problem at the visual level: a machine learning approach
and an a priori knowledge based approach.

The distinction of three different levels involves some
communication problems between the different levels. To
solve these problems, we make good use of ontological en-
gineering. In particular, to achieve the interoperability be-
tween the different levels we use two ontologies: a visual
concept ontology for the interoperability between the se-
mantic interpretation problem and the symbol grounding
problem and an image processing ontology for the inter-
operability between the symbol grounding problem and the
image processing problem.

This paper is structured as following. In section 2, we re-
view related works. In section 3, we give a global overview
of our proposed approach to tackle the symbol grounding
problem. In section 4, the use of ontologies and their im-
portance for the interoperability between the different levels
are discussed. In particular, we present two ontologies : a
visual concept ontology and an image processing ontology
and their roles. In section 5, we present two approaches to
tackle the symbol grounding problem: (1)a machine learn-
ing approach and (2) an a priori knowledge based approach.
We conclude in section 6.

2 Related Work

As already mentioned in the introduction, the semantic
interpretation of a visual scene is highly dependent on prior
knowledge and experience of the viewer. Vision is an in-
tensive knowledge based process. Many knowledge based
vision systems have been suggested in the past (VISIONS
[11], SIGMA [19], PROGAL [22], MESSIE [23],...).

The analysis of these different knowledge based vision
systems enables us to draw some conclusions. A first char-
acteristic is the existence, for all these systems, of at least
three different semantic levels: the low level, the interme-
diate level and the semantic level. These levels refer to the
abstraction level of the handled data and knowledge. They
reflect the different data transformations useful for image
semantic interpretation as illustrated in figure 1. Neverthe-
less, the existence of these different levels does not auto-
matically imply to deal with the symbol grounding problem
as a problem as such. Indeed, this problem is often encap-
sulated in the semantic interpretation problem through dif-
ferent forms ( for example through domain dependent data

abstraction rules in [22]). Interesting works concerning an
independent intermediate level are the ISR approach [2] of
the VISIONS system [11] and the use of conceptual spaces
in [3]. ISR [2] (Intermediate Symbolic Representation) is
a representation system and a management system for the
use of the intermediate (symbolic) representation. ISR is
based on database management methodology. It is an active
interface between high level inference processes and image
data. ISR provides tools for classification based on features,
perceptual grouping, spatial access (e.g. the detection and
the verification of neighborhood relations between objects)
and constraint based graph matching between graphs of data
and graphs of models. In [3], a symbol grounding approach
based on conceptual spaces [9] is proposed. A conceptual
space is a metric space in which entities are characterized by
a number of quality dimensions (color, spatial coordinates,
size,..). The dimensions of conceptual space represent qual-
ities of the environment independently of any linguistic for-
malism or description. This representation enables the mod-
eling of natural concepts (real physical objects) as convex
regions in the conceptual space and it enables reasoning as
concept formation, induction and categorization [9].

Concerning the symbol grounding problem, interesting
works can also be found in the artificial intelligence com-
munity and in the Robotics community. In artificial in-
telligence, the symbol grounding problem is described by
Harnad in [12]. In this paper, Harnad stands that artifi-
cial systems manipulate symbols that are meaningless to
them. He defines the symbol grounding problem as the
problem of making intrinsic to artificial systems the seman-
tic interpretation of symbols manipulated by the system. In
the Robotics community, this problem was renamed as the
Anchoring problem [5] . It is defined as the problem of
creating and maintaining the correspondence between sym-
bols and sensor data that refer to the same physical object.
An introduction to the anchoring problem and original ap-
proaches to solve this problem can be found in [6].

In the image indexing and retrieval community, the sym-
bol grounding problem is referred as the semantic gap prob-
lem: i.e. the lack of coincidence between the information
that one can extract from the visual data and the interpre-
tation that the same data has for a user in a given situation.
The semantic gap expresses the inherent difference between
the digital representation of an image and the interpretation
that a user associates with it. We review some interesting
works concerning the image conceptual indexing and re-
trieval paradigm which deals with the gap between the im-
age information and the conceptual essence of user queries
as explained in [25]. In [8], querying is based on a logi-
cal composition of region templates with the goal to reach
a higher semantic level. This approach is at an interme-
diate semantic level. In [25], an image retrieval approach
based on an extendible ontology is proposed. Querying is
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achieved by combining, constrained by a grammar, onto-
logical concepts. Supervised machine learning techniques
(multi-layer perceptions and radial basis networks) are used
to perform the mapping between image data and concepts.
In [20], the authors propose an Object Ontology which is a
set of qualitative intermediate-level descriptors. This object
ontology is used to enable the qualitative description of the
semantic concepts the user queries for. Low level arithmetic
descriptors extracted from images are automatically asso-
ciated with these intermediate qualitative descriptors. The
content image retrieval process is based on the comparison
of the intermediate descriptor values associated with both
the semantic concept and the image regions. Irrelevant re-
gions are rejected and the remaining regions are ranked ac-
cording a relevance feedback mechanism based on support
vector machines. In [17], a visual ontology independent of
the application domain is proposed. In this paper, the aim
is to propose a shared knowledge representation of image
contents at a higher level than low level image features and
not dependent of an application domain.

3 Overview of our Cognitive Vision Ap-
proach

A look on the state on the art in various domains shows
the importance and the complexity of the symbol grounding
problem. We consider the symbol grounding problem as
an independent problem. As in [2] and [3], we propose to
work at an intermediate level called visual level. As shown
in figure 2:

- A visual concept ontology, as a common vocabulary,
enables the communication between the intermediate visual
level and the semantic level. This visual concept ontology
is used to visually describe semantic concepts.

- An image processing ontology enables the communi-
cation between the visual level and the image processing
level.

In this level, the symbol grounding problem consists in
making the link between the symbolic description of the ex-
pected contents of the scene (described using the visual con-
cept ontology) and the really perceived scene (described us-
ing the image processing ontology). We propose two meth-
ods to build this link:

- A learning approach which leads to a set of visual con-
cept detectors.

- An a priori knowledge based approach which consists
in making this link explicit in a symbol grounding knowl-
edge base.

A symbol grounding engine uses this link, either learned
or explicitly represented, to perform the symbol grounding.
The symbol grounding reasoning is a local matching fol-
lowed by a global matching as explained in section 5.3. A

symbolic description of the perceived scene (in terms of vi-
sual concepts) results from this matching.

Figure 2. Symbol grounding: from image data
to visual data to semantics

4 Ontology Based Communication

In a knowledge sharing context, the notion of ontologies
was defined by Gruber in [10] as a “ formal, explicit speci-
fication of a shared conceptualization. An ontology entails
some sort of the world view, i.e. a set of concepts, their def-
initions and their relational structure which can be used to
describe and reason about a domain. An ontology is com-
posed of (1) a set of concepts (C), (2) a set of relations (R)
and (3) a set of axioms. In [26], purposes and benefits of
using ontologies are divided into three categories: they are
an assistance for communication, they enable the interoper-
ability among computer system modules and they achieve
improvements in software engineering: specification, relia-
bility and re-usability. In our case, we use ontological engi-
neering for the communication and the information sharing
between the different data abstraction levels involved in se-
mantic image interpretation.

4.1 A Visual Concept Ontology

In this section, we propose a visual concept ontology. It
was introduced by our team in [16]. The visual concept on-
tology is a terminological ontology which can be defined as
a common vocabulary used by humans to visually describe
real world objects and scene. Indeed, experts of different
domains often use and share a generic visual vocabulary to
describe the semantic concepts of their domains. The visual
concept ontology is a conceptualization of this vocabulary.
This visual concept ontology is application independent and
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should be considered as a basis for further extensions. Cur-
rently there are 115 concepts in this ontology.

We have structured the visual concept ontology in three
parts [16]:

- Spatial concepts : They provide concepts for describ-
ing objects from a spatial point of view. There are 32 con-
cepts to describe notions as the shape, the size and the loca-
tion of real world objects. The visual concept ontology also
contains 32 spatial relation concepts divided into topologi-
cal, distance and orientation relations.

- Color concepts : This part of the ontology is based on
experiments performed by the cognitive science community
on the visual perception of color by humans. The ISCC-
NBS lexicon uses English terms to describe colors along
the dimensions of hue (28 terms), lightness (5 terms which
are very dark, dark, medium, light, very light), saturation
(4 terms: grayish, moderate, strong, vivid). The part of the
visual concept ontology concerning colors is based on this
lexicon. It enables the description of objects from the points
of view of lightness, of hue and of saturation.

- Texture concepts : This part of the ontology is also
based on experiments performed by the cognitive science
community [1]. The first experiment deals with the cate-
gorization of texture words. The second one measures the
strength of association between words and texture images.
There are 14 concepts as granulated, oriented or uniform
texture.

More details on this visual concept ontology can be
found in [16] or [13].

In the introduction, we have underlined the fact that se-
mantics is not inside the image and that a priori application
domain knowledge is useful to perform semantic image in-
terpretation. Our solution is to make explicit in knowledge
bases this kind of knowledge as shown in [24]. However as
claimed in [7], knowledge based vision systems are ad hoc:
the building of semantic knowledge bases is very time con-
suming and it is difficult to lie them with vision procedures.
As shown in [16], the proposed visual concept ontology can
be used as a guide for the description of application domain
semantic concepts. Indeed the visual concept ontology pro-
vides to application domain experts a set of generic visual
perception terms (closer to low level vision than semantic
concepts) to describe concepts of their domain. The domain
knowledge acquisition process is in three steps:

- In a first step, application domain experts provide an or-
ganized and structured set of domain semantic concepts (a
semantic concept taxonomy). This taxonomy includes spe-
cialization and part-whole relations between semantic con-
cepts. By the following, these semantic concepts are called
domain classes.

- Then, application domain experts use the proposed vi-
sual concept ontology to describe the visual appearance
of domain classes including their spatial relationships with

other semantic concepts. It leads to a more detailed sym-
bolic semantic knowledge base: a knowledge base in which
domain classes are described by visual concepts.

- An optional third step consists in the management of
image samples: manual segmentation and annotation of
samples of domain classes (with their associated set of vi-
sual concepts).

+ Definition 1 Let C = {Ci/i ∈ 1..n} be a set of visual
concepts. �C is a partial order between visual concepts.
∀(Ci, Cj) ∈ C2, Ci�CCj means that Ci is a sub-concept of
Cj

〈C,�C〉 represents the Visual Concept Ontology.

4.2 An Image Processing Ontology

Image processing is the process of manipulating and an-
alyzing images with a computer according to a given objec-
tive. As can be seen from the existence of reusable image
processing libraries, image processing experts use and share
a common vocabulary to describe their domain: i.e. the im-
age processing terminology. First, there is a set of general
terms to describe images or image processing results from
the point of view of image processing experts. Moreover,
there is a set of basic image processing functionalities. The
aim of this image processing ontology is to formally encode
the important concepts of image processing, their properties
and their relationships. Is is important to mention that the
proposed image processing ontology is not complete. Its
main goal is to reduce the gap between the image processing
level and the visual level. This image processing ontology
is general and should be considered as a basis for further
extension.

The image processing ontology is divided into:
- Image Data Concepts: They describe the image process-
ing domain from the point of view of data. They are com-
posed of:

+ A set of 11 image entity concepts representing the
different kinds of data structures that can be extracted from
images. For instance regions, edges, ridge line or more
complex structures as region graph or relative neigborhood
graph. From a physical point of view, an image entity con-
cept represents a structured set of image pixels.

+ A set of 167 image feature concepts representing the
different kinds of features that can be measured on images.
They are used to numerically characterize image entities.
They are organized in size (area, length, ...), position (cen-
ter of gravity, ...), shape (compacity, eccentricity, moment
invariants), color ( color space features, mean color, coher-
ence color vectors, color histograms) and texture features
(Gabor features, co-occurence matrices).

- Image Processing Functionality Concepts. The con-
siderable amount of works about the semantic integration of
image processing programs [4] has proven the goal oriented
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nature of the image processing problem. These concepts
express the intention which is under the use of image pro-
cessing programs. Currently the image processing ontology
contains 5 general image processing functionalities which
can be specialized by sub-functionalities. These function-
alities refer to general image processing functionalities as
image segmentation or image feature measurements.

The image processing ontology is a communication level
between the visual level and the image processing level. In-
deed, on one hand the symbol grounding level has to ask for
and has to guide the numerical data extraction by the image
processing system. On the other hand the data extracted by
image processing have to be easily understood by the sym-
bol grounding level to build their symbolic description. The
image processing ontology enables the interoperability be-
tween the visual level and the image processing level in the
following way:

- The building of an image processing request from the
visual level to the image level using the image processing
ontology.

- The data resulting from the image processing are
expressed according to the shared image ontology.

+ Definition 2 Let E = {ei/i ∈ 1..m} a set of image
entity concepts.

+ Definition 3 Let F = {fi/i ∈ 1..p} a set of image
feature concepts.

5 Symbol Grounding

The main goal of symbol grounding is to perform the
matching between the symbols used to describe semantic
concepts and sensor data. In our case, the symbols are vi-
sual concepts (from the visual concept ontology) and the
sensor data are image data (described using the image pro-
cessing ontology). The main difficulty of this matching lies
in the different nature of the two sets of data. The repre-
sentation spaces are different for the visual concepts and
for image data and the problem consists in defining corre-
spondence links between both types of representations. We
present in this section, two approaches to establish these
correspondence links:

- A learning approach: links between low level image
data features and visual concepts are learned from image
samples

- An a priori knowledge based approach : links between
low level image data features and visual concepts are built
explicitly.

+ Definition 4 Let FCi
∈ F the set of image feature

concepts that can be associated to the visual concept Ci.

For example, the visual concept Hue can be associated with
the set of image color features.

+ Definition 5 We define V al : F ∗ E → Rn so that
V al(FCi

, e) represents the numerical values of the feature
set FCi

computed for e.

5.1 Learning Approach

This section shows how machine learning techniques are
used to learn a set of visual concept detectors. For instance
a detector for the visual concept light blue.

Visual concept learning is a supervised learning. It con-
sists of training a set of detectors to recognize visual con-
cepts. This learning is done thanks to the set of training
feature vectors computed by feature extraction on regions
of interest labeled manually by an expert of the application
domain. This set of regions is noted {ej}. They are labeled
by one or several visual concepts Ci.

For a feature vector V al(FCi
, ej) ∈ Rn,

conf(V al(FCi
, ej)) measures the confidence degree

given to the hypothesis "ej is a representative sample
of Ci". Visual concept detection is seen as a two class
decision problem (a one-versus-rest scheme).

Visual concept learning is composed of two steps : fea-
ture selection and training. Feature selection chooses the
most characterizing features for better visual concept detec-
tion. We use a Linear Discriminant Analysis (LDA) to per-
form feature selection. A support vector machine (SVM)
is then trained to obtain each detector by using the training
set X = {(V al(FCi

, ej), Ci)}. To achieve training, both
positive and negative samples are required. The set of pos-
itive samples of Ci is defined as the set of feature vectors
labeled by Ck �C Ci. The set of negative samples of Ci is
defined as the union of the positive samples of the brothers
of Ci and of the feature vectors labeled by Not(Ci) during
the region labeling phase.

The learning approach is useful to build in a supervised
manner the symbol grounding link between combination of
visual concepts and low level image features. This approach
has still some weaknesses. Indeed, it does not learn the
spatial structure of semantic concepts. The spatial relations
concepts are not taken into account by this approach. More-
over, this method is efficient if the amount of image samples
is sufficiently large. The learning approach is dependent on
the quality of the learning examples. We show in the next
section how knowledge based techniques can be useful to
complete this learning approach.

Note that our goal is to obtain visual concept detectors
and not directly object detectors or domain classes detec-
tors. For instance we do not learn how to detect the Orange
fruit but its hue color (orange) and its texture (granulated).
In other words, we reduce the learning problem by address-
ing it at an intermediate level of semantics.
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5.2 A Priori Knowledge Based Approach

In the a priori knowledge based approach, the link be-
tween visual concepts and image features is explicitly built.
This visual knowledge is stored in a symbol grounding
knowledge base.

The symbol grounding knowledge base encodes the
symbol grounding expertise in a declarative manner. In-
deed, it exists a common sense link between visual concepts
and low level features extracted from images. For exam-
ple, the color visual concept Blue can be linked with some
known value of the HSV color image features as in [14].
The symbol grounding knowledge base depends on the vi-
sual concept ontology and on the image processing ontol-
ogy.

In this framework, as a link between visual concepts and
image data each low level feature is modeled as a fuzzy lin-
guistic variable with a domain, a possible set of linguistic
values and their associated fuzzy sets. Fuzzy set theory en-
ables the representation of the imprecision. It is close to
the way humans would approach this problem of correspon-
dence. Indeed a lot of visual notions used by humans to de-
scribe objects are by nature imprecise (e.g. circularity, ...).
As in the anchoring framework presented in [5], this sym-
bol grounding link encodes the correspondence between vi-
sual concept and admissible numerical values of low level
features. As a consequence, a part of the symbol ground-
ing knowledge acquisisition consists in the fuzzification of
a subset of FCi

for each Ci ∈ C. The result of this sym-
bol grounding knowledge explicitation is called FCiFUZZ .
Some examples of visual concepts and their explicitely built
symbol grounding links are shown in figure 3. Note that all
the image features can not be fuzzified a priori by a human
expert. Indeed, it is natural for feature like eccentricity as in
figure 3 but impossible for feature as coherence color vec-
tors most appropriated to the learning approach.

+ Definition 6 In the a priori approach an image feature
f ∈ FCi

is modeled as a linguistic variable. It means that
each feature is defined as : 〈f, Lf , Dom(f), Fuzf , unit〉

- f is the name of the linguistic variable (for instance the
feature eccentricity in FCircularSurface in figure 3).

- Lf = {L1

f , L2

f , ...} is the set of linguistic values that
can be taken by the feature (for instance high, very_high)

- Dom(f) defines the domain of the feature values, i.e.
its range of possible numerical values (for instance [0, 1])

-Fuzf = {F 1

f , F 2

f , ...} is the set of fuzzy set associated
to each linguistic value for instance the trapezoidal fuzzy set
Fhigh = {0.57, 0.62, 0.76, 0.84}). A fuzzy set is defined by
its membership function

- unit represent the possible unit of the feature which
may represent a measurement (may be empty)

Space plays a dominant role in visual scenes as stressed
in [21]. To take into account the spatial structure of seman-

Figure 3. Examples of a priori symbol ground-
ing knowledge

tic concepts, the knowledge based framework is involved
with spatial relation representations and spatial reasoning.
The symbol grounding knowledge base contains the explicit
representation of spatial relations provided by the visual
concept ontology as shown in figure 4 in a frame formalism.
This explicit representation of spatial relationships enables
to process them independently and to perform a spatial rea-
soning only based on spatial relations.

Figure 4. Examples of a priori spatial relations

The symbol grounding knowledge base also contain in-
ferential knowledge. Object extraction criteria are used
to decide how to constrain the building of image process-
ing requests according to visual concepts and spatial rela-
tions. Spatial deduction criteria, implemented by produc-
tion rules, are used to deduce spatial relations from another
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ones. They are only associated to spatial relations. These
criteria enable to represent the known properties of tran-
sitivity and composition of spatial relations. The figure 5
shows some examples of these criteria.

5.3 The Symbol Grounding Engine

Using the a priori knowledge approach, the symbol
grounding engine enables top down and bottom up strate-
gies. It takes as input a symbol grounding request R com-
posed of an image I and of the hypothesized symbolic de-
scription of the targeted scene S in terms of visual con-
cepts. It describes, according to the semantic knowledge,
the possible visual appearance of the scene. S is built by
the semantic level. S is composed of a set of visual objects
OS = {Ol/l ∈ 1..n} and a set of spatial relations between
these visual objects.

Figure 5. Examples of inferential symbol
grounding knowledge

+ Definition 7 A visual object Ol is an abstract object
composed of a set of visual concepts called COl

.
Given this request R, the symbol grounding algorithm

can be divided into the following steps:
For each Ol in S;
- First, a top down processing phase consists in guiding

image processing. It first guides the segmentation of the
image I by the activation of object extraction criteria. It
then waits for segmentation results. The result of the seg-
mentation is a set of image entities Eextracted = {ek ∈
E/k ∈ 1..p}. Then the symbol grounding engine uses FCi

for each Ci ∈ COl
to build image feature extraction requests

for the image processing level. It asks to the image process-
ing to compute V al(FCi

, e) for each Ci ∈ Ol and each
e ∈ Eextracted

- A bottom up processing phase enables the visual data
management (data selection, visual grouping, visual split-

ting) of Eextracted. The result of this bottom up processing
phase is called Eselected ⊆ Eextracted

- Then comes a symbolic description generation phase
for each e ∈ Eselected. This phase consists in associating
visual concepts to the image data extracted from images
and selected for being interpreted. This phase consists in
a fuzzy matching between FCiFUZZ and V al(FCi

, e) for
each Ci ∈ Ol . More details on this fuzzy matching can be
found in algorithm 1.

Algorithm 1 Local Fuzzy Matching (FCiFUZZ ,e)

for Each image feature f ∈ FCiFUZZ do
if The Image Data e has a value v = V al(f, e) for the
feature f then

Compute confidence degree conf of v with respect
to expected value of f : Lf (linguistic values)
conf(e,f ) = µLf

(v)
else

conf(e,f ) = 1
end if
conf(e,FCiFUZZ ) = Minimum ( conf(e,f ), ∀f ∈
FCiFUZZ )

end for

The overall confidence degree (∈ [0, 1]) for a visual con-
cept is computed with a fuzzy logic approach: i.e. the min-
imum of the confidence degrees for all the image features
of the grounding link is taken. As a consequence, the over-
all confidence degree is very sensitive to a descriptor with a
low confidence degree. We make the assumptions that the
grounding link associated to a visual concept represents
the necessary conditions for the existence of the visual con-
cept: i.e. all the features have to exhibit a high confidence
degree.

An option for computing the confidence degree
conf(V al(FCi

, e)) for a visual concept is to use the detec-
tors obtained by the learning approach. We use this option
in applications where enough samples of visual concepts are
available and labeled.

- At last a phase of verification of spatial relations ver-
ify the spatial relations between Ol and other visual objects
using spatial relations and spatial deduction criteria. For
more details, see [13].

- After the symbol grounding, each visual concept ∈ COl

has an associated confidence degree and spatial relations are
true or false.

6 Conclusions

This paper shows how cognitive vision methods involv-
ing a priori knowledge and machine learning can be used
to solve the symbol grounding problem. These methods are
based on two ontologies (a visual concept ontology and an
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image processing ontology). The two methods have been
applied on real world applications. The a priori approach
has been used for the automatic diagnosis of plant disease
[13] and the learning approach has been used in an image re-
trieval context [15]. Future works are the integration of the
two methods and the development of learning techniques to
learn spatial relations.
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