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Introduction

• Integrate OD cameras with PTZ cameras for visual monitoring
• My presentation in the 2nd Sino-Franco Workshop

• Integrate a panorama with object movies for virtual exhibition

•• Integrate Integrate OD camerasOD cameras with with PTZ camerasPTZ cameras for visual monitoringfor visual monitoring
•• My My pprreesseennttaattiioonn in the 2in the 2ndnd SinoSino--Franco WorkshopFranco Workshop

•• Integrate a Integrate a panorama with with object moviesobject movies for virtual exhibitionfor virtual exhibition

Viewer-centered
representation

Object-centered
representation

Both are “image-besed” !!
How to combine in a 3D way ?
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Extracting 3D structure from a 2D Panoramic Image
-- based on a half-cuboid selected manually
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Demo Clips

• Browsing phase•• Browsing phaseBrowsing phase• Authoring phase•• Authoring phaseAuthoring phase

Institute of Information Science, Academia Sinica 62002/3/26

“Multi-Shot” vs “One-Shot” Panoramas

• In this work, use “one-shot” panoramic imaging sensors 
• PanoDome: a Omni-Directional (OD) camera 

manufactured by EeRise Co., Taiwan

•• In this work, use In this work, use ““oneone--shotshot”” panoramic imaging sensors panoramic imaging sensors 
•• PanoDomePanoDome: a Omni: a Omni--Directional (OD) camera Directional (OD) camera 

manufactured by manufactured by EeRiseEeRise Co., TaiwanCo., Taiwan

Can be
 dewarped

into 

one pa
norama image 

in real-
time !
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A Simple Scenario
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Calibration of the OD+PTZ system
-- Calibration of PTZ Cameras

Our previous work on PTZ calibration

• Calibration of Pan-Tilt Cameras
• Using the Complete and Parametrically Continuous (CPC) model
• Each axis composes of a shape matrix and  a rotation matrix
• Shih, Hung, and Lin, IEEE T-SMC, 1998 

• Calaibration of Zoom Lens
• Table Look-up and interpolation
• Chen, Shih, Hung, and Fuh, IVC, 2001

•• Calibration of PanCalibration of Pan--Tilt CamerasTilt Cameras
• Using the Complete and Parametrically Continuous (CPC) model
• Each axis composes of a shape matrix and  a rotation matrix
• Shih, Hung, and Lin, IEEE T-SMC, 1998 

• Calaibration of Zoom Lens
• Table Look-up and interpolation
• Chen, Shih, Hung, and Fuh, IVC, 2001
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Perspective Camera Model
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Also consider lens distortion
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Some video clips of the calibration procedure

• IIS-Head•• IISIIS--HeadHead • HelpMate-Head•• HelpMateHelpMate--HeadHead

• PTZ-Camera•• PTZPTZ--CameraCamera
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Here show several images 
grabbed at different pan/tilt settings 

during the kinematic calibration procedure

Here show several images Here show several images 
grabbed at different pan/tilt settings grabbed at different pan/tilt settings 

during the during the kinematickinematic calibration procedurecalibration procedure
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After PTZ calibration, any desired 3D point can be 
moved to the image center by controlling the PTZ.
After PTZ calibration, any desired 3D point can be After PTZ calibration, any desired 3D point can be 
moved to the image center by controlling the PTZ.moved to the image center by controlling the PTZ.

desired 3D position: (0, 0, 0) mm

desired 3D position: (150, 150, 0) mm desired 3D position: (300, 300, 0) mm

desired 3D position: (50, 50, 0) mm
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Calibration of the OD+PTZ system
-- Calibration of OD Cameras

• GID (Generalized Imaging Device) ICRA’02•• GID (Generalized Imaging Device) ICRAGID (Generalized Imaging Device) ICRA’’0202
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Image obtained with a smaller box Image obtained with a bigger box

Our original calibration method
• Use two calibration boxes

with dot-patterns 
of which the 3D coordinates 

are known

•• Use two calibration boxesUse two calibration boxes
with dotwith dot--patterns patterns 
of which the 3D coordinates of which the 3D coordinates 

are knownare known
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A method based on interpolation and extrapolation

For each image point, compute the optical ray in the 3D space by
Step 1. Estimating the 3D coordinates of P’ using the “smaller box” image
Step 2. Estimating the 3D coordinates of P” using the “bigger box” image 
Step 3. Computing the line connecting P’ and P”

For each image point, compute the optical ray in the 3D space byFor each image point, compute the optical ray in the 3D space by

Step 1. Estimating the 3D coordinates of PStep 1. Estimating the 3D coordinates of P’’ using the using the ““smaller boxsmaller box”” imageimage
Step 2. Estimating the 3D coordinates of PStep 2. Estimating the 3D coordinates of P”” using the using the ““bigger boxbigger box”” image image 
Step 3. Computing the line connecting PStep 3. Computing the line connecting P’’ and Pand P””

Two 3D points that are
projected to the same
image point
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Dewarp using the 
estimated GID model

obtained with 
the original method

Dewarped image (20 frames/sec)

Original image
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Improved Calibration Method

• Use a larger dot-pattern on a single calibration plate 
mounted on a translation table.

• Error caused by extrapolation can be greatly reduced.

•• Use a larger dotUse a larger dot--pattern on a single calibration plate pattern on a single calibration plate 
mounted on a translation table.mounted on a translation table.

•• Error caused by extrapolation can be greatly reduced.Error caused by extrapolation can be greatly reduced.
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Dewarp using the 
estimated GID model

obtained with 
the improved method

Dewarped image (20 frames/sec)

Original image
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Calibration of the OD+PTZ system
-- Calibration of Relationship between 

OD Cameras and PTZ Cameras

0' =EPP

1. Calibration with static PTZ -- First, assume 
OD camera is 
perspective 
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Images acquired by the PTZ camera (P)

Images acquired by the OD Camera

Set f to be
a large number

Projected image (P’)

Step1: Assume perspective OD
Fix the PTZ Camera
Grab image-pairs of 3D calibrating points
Estimate the essential matrix E
Estimate the initial translation and

rotation matrix by SVD

Step 2: Refine the rotation and translation by 
minimizing 3D distance between 
corresponding 3D rays without 
perspective assumption
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Given a 2D point in the OD image
Its epipolar line in the PTZ image 
can be computed

Accuracy EvaluationAccuracy EvaluationAccuracy Evaluation
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Given a 2D point in the PTZ image Its epipolar line in the OD image 
can also be computed

Accuracy EvaluationAccuracy EvaluationAccuracy Evaluation

But not as good if move PTZ around !
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Stage 2. Calibration with dynamic PTZ

PTZ

OD
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Before global optimization
error: 51 pixels

After global optimization
error: 17 pixels

An example of accuracy improvement 
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Moving Object Detection 
-- via Modeling the Background Statistically

• Adopt non-parametric model to learn the background 
• proposed by Larry Davis [ECCV  2000]
• pixel-by-pixel operation
• applied to images acquired by OD cameras

• Three issues are considered:
1. Background modeling
2. Suppression of false detection

– by considering the neighborhood
3. Background update

– long-term model: selective update
– short term model: blind update

•• Adopt Adopt nnonon--parametricparametric modelmodel to learn the background to learn the background 
•• proposed byproposed by Larry Davis [Larry Davis [ECCV  2000ECCV  2000]]
•• pixelpixel--byby--pixel operationpixel operation
•• applied to images acquired by OD camerasapplied to images acquired by OD cameras

•• Three issues are considered:Three issues are considered:
1.1. Background modelingBackground modeling
2.2. Suppression of false detectionSuppression of false detection

–– by considering the neighborhoodby considering the neighborhood
3.3. Background updateBackground update

–– longlong--term model: selective updateterm model: selective update
–– short term model: blind updateshort term model: blind update
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1. Background Modeling
• Pixel-by-pixel non-parametric modeling 

with Gaussian kernel: 

1. Background Modeling1. Background Modeling
•• PixelPixel--byby--pixel nonpixel non--parametric modeling parametric modeling 

withwith GaussianGaussian kernel: kernel: ( )
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2. Suppression of false detection 2. Suppression of false detection 2. Suppression of false detection 
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3. Background Update

• Short-term model
• selective-update

– add the new sample to the model only if it is 
classified as a background sample.

• Update model with the most recent N background 
sample values. 

• Long-term model
• blind-update

– just add the new sample to the model
• This model captures a more stable representation of 

the scene background, and can used to adapt the 
lighting change.

•• ShortShort--term modelterm model
•• selectiveselective--updateupdate

–– add the new sample to the model only if it is add the new sample to the model only if it is 
classified as a background sample.classified as a background sample.

•• Update model with the most recent N background Update model with the most recent N background 
sample values. sample values. 

•• LongLong--term modelterm model
•• blindblind--updateupdate

–– just add the new sample to the modeljust add the new sample to the model
•• This model captures a more stable representation of This model captures a more stable representation of 

the scene background, and can used to adapt the the scene background, and can used to adapt the 
lighting change.lighting change.

•• Final result: intersection of longFinal result: intersection of long--term and shortterm and short--term results.term results.
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An Example on 
Moving Object Detection
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Visual Tracking and Servoing

• Visual Tracking
• Use color histogram to represent a target
• Bhattacharyya coefficient & mean-shift

– Comaniciu, Ramesh, and Meer, CVPR’00
• Kullback-Leibler distance & trust-region

– Chen and Liu, ICCV’01 

• Visual Servoing
• Image Jocobian 
• Fuzzy control

•• Visual TrackingVisual Tracking
•• Use color histogram to represent a targetUse color histogram to represent a target
•• BhattacharyyaBhattacharyya coefficientcoefficient & & meanmean--shiftshift

–– ComaniciuComaniciu, , RameshRamesh, and , and MeerMeer, CVPR, CVPR’’0000
•• KullbackKullback--LeiblerLeibler distancedistance & & trusttrust--regionregion

–– Chen and Liu, ICCVChen and Liu, ICCV’’01 01 

•• Visual Visual ServoingServoing
•• Image Image Jocobian Jocobian 
•• Fuzzy controlFuzzy control
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Representation of Target

• RGB color distribution
– based on weighted color histogram

•• RGB color distributionRGB color distribution
–– based on weighted color histogrambased on weighted color histogram
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Bhattacharyya Coefficient

• Distance between these two distributions can be 
defined as

•• Distance between these two distributions can be Distance between these two distributions can be 
defined asdefined as
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• Finding the best match of y is formulated as
minimizing the above distance or
maximizing the Bhattacharyya coefficient

Use either mean-shift or trust-region

•• Finding the best match of Finding the best match of yy is formulated asis formulated as
minimizing the above distance orminimizing the above distance or
maximizing themaximizing the BhattacharyyaBhattacharyya coefficientcoefficient

Use either Use either meanmean--shiftshift or or trusttrust--regionregion

Bhattacharyya CoefficientBhattacharyyaBhattacharyya CoefficientCoefficient
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Visual Servoing

Current 
position

of
Target

Destination
(image center)

Controller

Plant
(Camera)

error

anglular velocity of pan&tilt

Mean-shift
or 

Trust-region

Image Jacobian
or 

Fuzzy
y

y
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Some Experimental Results

* Target tracking using a PTZ camera* * Target tracking Target tracking using a PTZ camerausing a PTZ camera

* Target tracking after integrating OD with PTZ** Target tracking Target tracking after integrating OD with PTZafter integrating OD with PTZ

* Target tracking using a fixed camera* * Target tracking Target tracking using a fixed camerausing a fixed camera
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Summary and Discussions

• Calibration of OD+PTZ camera system:
• OD calibration – used GID model
• PTZ calibration – first PT calibration by CPC model, 

then Z calibration by table look-up 
• Calib of relationship – first with static PTZ, then with dynamic PTZ 

• Moving object detection:
• Adopted non-parametric background modeling

• Visual tracking: 
• Used either “Bhattacharyya coefficient & mean-shift”

or “Kullback-Leibler distance & trust region”
• Visual servoing:

• Used either image Jocobian or fuzzy control rule

•• Calibration of OD+PTZ camera system:Calibration of OD+PTZ camera system:
•• OD calibration OD calibration –– used GID modelused GID model
•• PTZ calibration PTZ calibration –– first PT calibration by CPC model, first PT calibration by CPC model, 

then Z calibration by table lookthen Z calibration by table look--up up 
•• CalibCalib of relationship of relationship –– first with static PTZ, then with dynamic PTZ first with static PTZ, then with dynamic PTZ 

•• Moving object detection:Moving object detection:
•• Adopted nonAdopted non--parametric background modelingparametric background modeling

•• Visual tracking: Visual tracking: 
•• Used either Used either ““BhattacharyyaBhattacharyya coefficient & meancoefficient & mean--shiftshift””

or or ““KullbackKullback--LeiblerLeibler distance & trust regiondistance & trust region””

•• Visual Visual servoingservoing::
•• Used either image Used either image JocobianJocobian or fuzzy control ruleor fuzzy control rule


