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ABSTRACT

In this paper, we propose a complete model for the im-
age formation of 3D microscopic translucent object. This
model is essentially composed of 3 steps. The first step is
the modeling of an object. We define a 3D distribution of
complex indexes of refraction. The second step is based
on ray tracing and simulates the light propagation inside
the specimen. We compute an light intensity volume. Fi-
nally, we simulate a light microscope as a blurring model.
It forms the 2D final image. This model of blur approx-
imates the real Optical Transfer Function with � physical
parameters describing the optical system. We show results
of our complete model. The computed images are com-
pared to real images of a microscopic glass sphere.

1. INTRODUCTION

We are interested in studying the image formation process
of a 3D translucent object lit with incoherent light. We ob-
serve it with an optical microscope. Simulating the image
formation process is the first step in performing the inverse
problem: reconstructing the properties of a real specimen.
We are working with image sequences, taken with a con-
stant increasing step of the microscope focus through the
specimen. On each image of the sequence, a region of the
specimen appears clear, whereas the rest is blurred. Re-
constructing the shape an opaque sphere observed with a
light microscope has already been proposed by Nayar et
al. [1] with a Shape From Focus method. In this case, we
can easily find the clearest part because only the external
surface of the opaque object is visible. The inside can not
be seen and do not perturbate the image. In [2], Agard et
al. propose a reconstruction algorithm applied to self lu-
minescent microscopic objects. These objects are translu-
cent, but observed in fluorescence. So, only a few parts
of the object (the ones that have absorbated the fluorescent
dye) are luminous. The light dispersion is preponderant
over the refraction, so it is possible to extract the clearest
parts of one image. In [3], Kagalwala et al. propose an im-
age formation model for translucent specimens observed
in Differential Interference Microscopy (DIC). Their work
is interesting because we use similar way for our model:
they got a model for the translucent object and simulate its
image formation, using a ray tracing model. Nevertheless,
they do not take the specimen absorption into account. This
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Fig. 1. This scheme resumes the whole model. First a 3D
physical object does exist, and when lit with an incoherent
light source (this is processed with our backward ray trac-
ing model), we obtain a 3D lit object, that can be observed
with an optical system. Now observing the lit object (with
our modeled microscope) gives a 2D computed image with
some blur.

paper is structured as follows: we first describe the image
formation problem in section 2, before presenting in details
each part of our model in section 3, i.e. the object model
and the optical system model. In section 4, we present the
results of our works and compare a test object image se-
quence to a real set of images. In section 5, we conclude
and propose some ideas as future works.

2. IMAGE FORMATION

With a microscope, light rays first go through the object,
and then cross the optical system lenses. Our model does
exactly the same by first constructing a model of the lit ob-
ject, and then applying blur model on this object. Such
a model takes into account � important steps of modeling
that are represented on Fig. 1. The first one is the model-
ing of the real 3D physical object, without any light source.
The second step is the same object, but this time lit with an
incoherent light. At this level, physical phenomena of re-
fraction and absorption occurs to build a 3D repartition of
light intensity. Finally, the third step is the image construc-
tion of this lit space, when introducing an optical system.
The 3D physical object does exist without any light source.
It is defined by its own physical parameters such as, for
instance, size, shape, complex refractive index, etc... The
complex refractive index [4] takes the refractive index (that
deviates light rays) and the absorption coefficient (that de-
creases light intensity) into account. Its expression is given
by ������
	���
������ where � denotes the imaginary part.� is called the attenuation index of the medium and � the
refractive index. In our model, the object is defined as a
3D distribution of complex refractive index. We assume
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Fig. 2. To compute an image, we apply our 3-D blurring
model to each object plane of the 3D lit object space: the
focus defines 
 ��� , and then, each plane is convolved with
its own blurring function to give a 2D subimage. We have
not represented the blurring model for all � . The addition
of all the subimages gives the simulated image.

that the light source is monochromatic with � ����� � ����� .
When the object is lit, the light wave interacts with the
physical object to give a lit physical object. The refraction
and absorption phenomena occur during the light propaga-
tion inside the object. The result is a 3D distribution of
intensity. Now, to observe it, we need an imaging system.
We choose an optical microscope. We model it with its in-
coherent Optical Transfer Function (OTF) and we suppose
that it has a circular aperture. We use Stokseth’s model [5]
which is a good and corrected approximation of the real
OTF: it only needs � physical parameters. It is more de-
tailed in section 3.2. The OTF corresponds to the Fourier
transform of the Point Spread Function. Observing a phys-
ical scene is a projection of a 3D space (lit object space) on
a 2D space (image space). Thus it must introduce a degra-
dation of the real scene. On an image, we note that this
projection induces blur, due to the finite aperture size. The
finite aperture size induces a finite depth of field. The depth
of field is approximatively the part of the scene which ap-
pears clear (without blur) when we observe it. It can be
mathematically defined (see [6] for example) but stays a
very subjective notion. In our model, we use ��� � ������� �!#"
as a definition for the depth of field, where $ is the aperture
size and � is the wavelength. The image formation model
described in [7] is only used with self fluorescent objects.
We adapt it to the case of a 3D translucent object The dif-
ference with a fluorescent object is that we have much more
light in our case. To explain the image formation process,
it is easier to deal with the Fourier Transform of the OTF,
the Point Spread Function that we will note % .

Considering that the optical axis is along the & axis,
we use the following notations (see Fig. 2): an object-
plane is the 2D plane ' 	)(+*-,.*0/21 � , owning to the 3D lit
object space, with /21 constant; if /43 is the focused object-
plane, the focus is ' 	)(5*0,.*0/ 3 � ; any other / 1 plane is de-
focused of 
 �6/ 187 / 3 ; a subimage is a blurred image
of an object-plane, called � 1 	)(+*-, � ; at last, the simulated
image 9 	:(5*;, �=< >@? is the sum of all the subimages at one
focus / 3 . Any optical system introduces blurring effects.

For a single object-plane defocused of , its corresponding
subimage is the result of its convolution by blurring func-
tion % : � 	)(5*-, � � ' 	)(+*�,.*0/ 1 �BA % 	:(5*�,.* 
 � . Generalizing [2]
[7] for a thick object under the hypothesis of translucence
and incoherent incoming light, each part of this object con-
tributes to the final image. The final image 9 	)(+*-, � is thus
the addition of the subimages, due to all the object-planes
of the object. We have:

9 	:(5*�, ��< > ? � C>@DFE
object

' 	)(+*�,.*0/41 ��A % 	:(5*�,.* 
 � (1)

The blurring function % is a 3-D function, depending on
the defocus value 
 . The higher is 
 and the larger is the
blur. To compute one image, we propose the following al-
gorithm, illustrated on Fig. 2. First, choose the focus inside
the object, to fix the 
 ��� value. Second, convolve the de-
focused object-planes with their respective blurring func-
tions to get the subimages. Finally, add all these subimages
to get one final optical cut.

3. IMAGE FORMATION MODEL

In this section, we explain in more details our model, and
its different parts, under the assumptions of dealing with a
microscopic object, made with an homogeneous media and
lit with an incoherent monochromatic light.

3.1. Lit object model

As we said in section 2, we model a physical 3D object,
defined by some physical values such as shape, size, and
complex refractive index. The object model consists of a
3D distribution of voxels, each containing a complex re-
fractive index value � � 	)(+*G,.*B/ � . Once the object is modeled,
we can put a light source to make the physical object lumi-
nous. We use a ray tracing method, where rays are traced
from the light source to the object (backward ray tracing),
to be sure to have the most accurate rendering. Note that
we do not construct a 2D image (for what ray tracing is
often used), but we construct a whole 3D lit space and its
intensity distribution. Using Snell-Descartes laws [4], the
ray tracer simulates the interactions (reflection or refrac-
tion) of an impinging light wavefront on the object. One
ray has its own intensity, and this intensity may decrease
in an absorbative medium. We follow each ray, decreas-
ing its intensity during propagation when necessary, and
changing direction when it is refracted or reflected. We de-
fine our scene as a 3D volume of voxels, each containing a
complex value (complex refractive index). We are dealing
with an incoherent light, so intensity are additive. So when
a light ray hit a voxel, we add its intensity at this point to
the last value present in the voxel. We repeat this operation
for all the rays. On Fig. 4 (a), we have represented the
result of the lit object space of a modeled sphere glass.



3.2. Blurring Model

The introduction of an optical system to observe the lu-
minous scene is perturbing the reality: it projects a 3D
physical space to a 2D image space. Even in the case of
a microscope, where the harder distortions are corrected,
the optical system introduces blur. This blur is due to a
decrease of high frequencies due to the finite size of the
aperture of the instrument. We are far away from the theo-
rical model of “pinhole” where the depth of field is infinite
(everything in the scene appears focused). We model the
blur through the OTF (see section 2), which is a 3D func-
tion of the spatial frequencies 	�� *�� � and the defocalisation

 . Thus a thick luminous object must have some parts in
focus, and others out of focus. The more out of focus is
an object the more it appears blurred. In Stokseth’s model
[5], in the case of an optical microscope, we only need �
easy-to-obtain physical values: the optical tube length

���
,

the numerical aperture ��� , the magnification 	 , the in-
dex of the medium between the lens of the microscope and
the specimen � , and the wavelength � . Its expression is
given by Eq. 2:


 	��F* 
 � � 	�� 7 ��� ��
 	����� � 
 ��� � � ��� 	����� ���

��-� � ��� 	����� ��� ��� � ���! "�$#&% 	 
 �' � 7 ��(��) ��(��)

(2)
where ���+* � � 
,� � , # � ��-� , � � ��� 	)( � �/.1032�465875 with �:9
the first order of the Bessel function. The cut-off frequency
is ;�< � ��=�?>3@ with

� � � >BAC . Stokseth notes the length path
error [5]

% 	 
 � � 7 � � 
 � / 	 
 � 	�� 7ED3F$G�H � 
JI � �� 
 � / 	 
 � 	 D3F$G � H 7 � �
(3)

where H �LK�M D3N K�OP => A ) and � / 	 
 � � �Q� 7 � 4 > @3RTS 7>3@ RTSBU � for

a microscope [7]. We have represented some 2D curves of
this OTF on Fig. 3.

4. RESULTS

In this section, we compare result images of the complete
model presented above to real images obtained with a real
microscope. The considered test object is a glass micro-
sphere with a diameter of 	 ��
 � VXW ���Y.�� ��� inside fuschine,
a pink dye. The complex refractive index of glass is taken
to be ���ZB[ !3\(\ � 	�� � � . 
 � � ����� �QW ��� �Q. . For the fuschine, we
have calculated a complex refractive index of �� �8] \ <_^ � 1�` �	�� � � � 
 � �-� � 
 �(W ��� � � . The error on fuschine index is greater
because values are less known. For each case (lit object
model, computed image and real image), we have repre-
sented on Fig. 4, one a & and �badc image views. Eachadc images correspond to the nearest dashed line on thea & sequence. The a & sequence is a numerical cut along
the optical axis. In the a & view, we can see some conse-
quences of the light propagation, like caustics. A caustic
is a concentration of light rays. Its maximum occurs in the
focal point of the translucent sphere.

Fig. 3. We have represented some 2D curves of the OTF
model. (a) in focus; (b) out of focus for 
 ����� � ��� ; (c) out
of focus for 
 �e.�� � ��� and (d) for 
 � 7 .�� � ��� . Please
note that the OTF is not an even function of 
 . This is
calculated for a f � a / �d� ��� 
 � microscope, no immersion
( � � � � � ), with � f � �8� of optical tube length (

� �
), and lit

with a mean wave length � � ��� � � ��� .

4.1. Results on computed images

We have represented on Fig. 4 some images of the com-
puted lit object sequence (a) and of the computed image
sequence. On the adc sequence, we can notice a small
light intensity out of the object. On the a & view, we can
measure the center of the caustic, where the light intensity
is the highest. Using Fig. 4 (a), we measure the distance
(we call it ( ) of this point from the center of the object ap-
proximatively ( <_g(h&i ]8j ` > glknm ` < j � 	 
 �oWp� � ��� . On Fig. 4
(b), it is more difficult to evaluate because of the increasing
dispersion: we estimate ( <_g(h&i ]8j ` > � h ! Zq` \ � 	�V��&W �4� � ��� .
The XY images are much blurred, even the center one.

4.2. Results on real blurred images

We can see on Fig.4 (c) that the quality of the real caus-
tic ( a & cut) is worse than on (a) and (b). This is due to
the camera saturation when light intensity is too great. We
find the position of the maximum of the light intensity to
be near (srl` ! [ � h ! Zq` \ � 	 � 
 W��4� � ��� . In reality, the adc
image corresponding to a focus inside the sphere appears
very clear. The two others atc images are blurred.

4.3. Discussion

When we compare qualitatively the real images and the
computed ones, we find that our model gives very good
results. The blur is more and more important when we go
away from the modeled object, as in reality. Nevertheless,
the center image on the calculated image sequence is more
blurred than in reality. In addition, the blur seems to be too
much important. The calculated caustic on the a & view
(Fig. 4 (b)) is more blurred than the real one.



Fig. 4. The results on a real and a calculated translucent
sphere. On each image (a), (b) and (c), we have represented
one a & image and � adc images. (a) is the calculated lit
object space, (b) the corresponding calculated image se-
quence and (c) is the real image sequence of a translucent
glass sphere.

5. CONCLUSION

In this paper we have presented a complete image forma-
tion model for thick microscopic translucent object. This
model is essentially composed of 3 steps. The first one is
the modeling of the object by defining a 3D distribution of
complex indexes of refraction. Then the second one uses
a ray tracing engine that simulates the travel of the light
rays impinging on the specimen. We compute a light in-
tensity volume. Finally, we simulate an optical microscope
that project this 3D volume onto a 2D image plan. It in-
troduces some blur. The complete model has been tested
with a computed 3D translucent sphere. It has been com-
pared to real images of 3D microscopic glass sphere with
good results. The study of the light propagation produces a
caustic outside of the object as in reality. The observation
with the simulate optical system blurs the lit object space.
We observe also some blur in reality, but we will study it
closer to improve the blurring model. Please note that our
model not yet includes the diffraction phenomenon; this
is a scattering of light that occurs for very small objects
which size are about the wavelength. As a future work, we
have planed to add this phenomenon to improve the whole
model. We would also like to apply this model to more
complicated objects such as pollen grains, that are translu-
cent too, and have very small details. As we said in section
1, this model is the first step of a recognition problem. This
model will help the existing 2D pollen recognition algo-
rithms with new 3D data. For instance, the caustic may be
useful in determining the refractive index of a specimen.
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