
1.  General Framework

We have investigated the structure of the so called “edge of chaos”  in  an  Integrate-and-Fire 
Neural Network with discrete time dynamics.  The existence of  a “complexity” order parameter 
allows  us to study the network dynamics and its response to an external input current. This 
could be applied to identify regions of enhanced dynamical sensitivity and response variability, 
which are important for many tasks such as discrimination in vision.
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2.  Theoretical  Results

 Transition 
Graphs

  Edge of Chaos : Non generic region where the system presents sensitivity to initial 
conditions. 

 Network Structure : Laplacian 1-D

3. Tracking the  Edge of Chaos :
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5.  Perspectives
 Is it possible to predict the phase space 
structure
    of the edge of chaos and under which 
conditions? How this results might appear on more general 
kind

of networks?

 Tuning Networks for robust pattern recognition
 of filtering tasks.

 Analysis of networks  under the action of Spike-
Timing Dependent Plasticity (STDP)  rules, 
namely in/ near the edge of chaos.

 Which is the response  to Stimuli?

  Symbolic Coding for the 
dynamics : 

If                             (**)  for at least one neuron, then 
transitions from the inactive state 0 to some other states 
are allowed, which increases  the number and length of 
orbits.
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4.  Conclusions
 Depending on the external Input value, the 

structure of the Edge of Chaos and the  response 
         variability to the stimuli can be both 
drastically modified. 

 If the equality holds in the relation (**), the input 
takes infinity time to produce a firing after 
reaching the inactive  state (Ghost Orbit).

 More Precisely, the condition                              
(**)

 defines the region that gets strongly modified, 
since the network  is able to come back to an 
activity state from the totally inactive one.  

)1( γθ −>extI

 Depending on the external Input value, the 
structure of the Edge of Chaos and the  response 
         variability to the stimuli can be both 
drastically modified. 

RESPONSE TO STIMULIDYNAMICAL BEHAVIORPHASE SPACE STRUCTURE

   Simulation Results   N=5 ,  Iext=( 0 , 0 , 0.4 , 0.4, 0.4 )


