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not an unpredictable situation,
an Issue



the reliability of discrete
placement constraints

o simulate a 256-server datacenter

o running 350 HA webapp (5,200 VMs)

o BtrPlace as the reconfiguration algorithm

o 4 reconfiguration scenarios that mimic industrial use case

» 100 instances per scenario



Studied

spread

among
splitAmong
maxOnline

singleResource
Capacity

constraints

replicas on distinct servers for fault
tolerance

DBs on a same edge-switch for a
fast synchronisation.

webapp split over 2 clusters
for disaster recovery

240 nodes online at maximum
to fit licensing policy

Reep resource for hypervisor
management operations
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Trading unreliable
discrete constraints ...

spread(VM[1,2])

— we addressed an
|~ assignment problem

forge| VM2

N1

N2




.. for safe
continuous constraints

we must address
"\, a scheduling problem
\\\




Contmuous placement constraints
< BtrPlace

Variables related to VM Management

chost Current host of the VM (constant)

¢, cP*  Current amount of memory and uCPU resources
allocated to the VM (constant)

c¢? Time the VM may leave its current host

dhost Next host of the VM

d™", dP*  Next amount of memory and uCPU resources to
allocate to the VM
d* Time the VM arrives on its next host

Variables related to server management

n4 Next state of the server

Variables related to action management

a®,a Times an action starts and ends, respectively
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discrete spread(VM[1,2]) ::= continuous spread(VM[1,2]) ::=
allDifferent (d705, d3oS) A

allDifferent (d70t, d3osh) ghost _ chost . gstart 5 end
dhost _ C?Ost N agtafrt > aflznd

/

Disallow temporary overlapping
o require to Rnow this may happen
o Scheduling 101



discrete maxOnline(N[1l..10], 7):: deta“ed kﬂOWIEdge ofa

10 ‘
Y nl <7 reconfiguration process
1=1

continuous maxOnline(N[1..10], 7)::=

: . . 0 if n! =1

SChEdUIIHg 201 vi € 1,10}, i = { astort i)t}?erwise
harder to imagine, oo [ max(T) ifnf =0
model & implement heT { a;™ otherwise

Vit e T, card({i|n®" >t AP} <7
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Conclusions

o discrete restriction is not enough
o continuous restriction is a solution
« 3 different view on the problem

o challenging, but still possible to implement




Future Work

» 3 broader range of constraints and objectives

« reducing performance overhead

o static analysis to detect un-necessary
continuous constraints

o controlled relaxation to handle hard situations




trPIace

hitp://btrp.inria.fr

open source, 20+ placement constraints,
demo, tutorials, everything for reproducibility
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