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Abstract: Checkpointing protocols usually rely on the constitution of consistent global states, from which the application can restart upon a failure. This paper proposes a new characterization and technique to build a recoverable state, aiming at relaxing the constraints and overhead.

$P$-consistency, for Promised consistency, is proposed as such a recovery condition on a global state. A key idea is to use promised events: place holders forcing any restart to reach an actual global state of the first execution. A preliminary contribution is a formal treatment of potential causality, studying its impact on recoverability and determinism.
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Cohérence promise pour le recouvrement arrière

Résumé : Les protocoles de tolérance aux pannes par point de reprise constituent durant l'exécution des états globaux cohérents, depuis lesquels l’application peut repartir après une panne. Ce rapport propose une nouvelle technique pour constituer des états globaux non cohérents mais recouvrables, permettant de relacher les contraintes de création d’états.

La $P$-consistency, pour cohérence promise, est proposée comme condition de recouvrabilité d’un état global. Cette condition repose sur l’utilisation d’événements promis: des conteneurs d’événements qui forcent la réexécution jusqu’à atteindre un état global cohérent de la première exécution. Comme contribution préliminaire, nous proposons une étude formelle de la causalité potentielle, ainsi qu’une analyse de son impact sur les notions de recouvrement arrière et de déterminisme.

Mots-clés : Recouvrement arrière, modélisation événementielle, causalité potentielle, modèle formel, application, cohérence
1 Introduction

Rollback-recovery fault-tolerance relies on regularly logging enough data about the processes of an application in order to recover one or several processes after a failure [9]. A fault-tolerance protocol must ensure that such data constitute a recoverable state: a state from which all or a part of the application can restart if a failure occurs. Checkpointing protocols usually build consistent global states because these states are recoverable. Those protocols suppose that a checkpoint can be triggered at any time on any process of the application. However, forcing checkpoints at a given time could cause significant performance degradation, due to contention on the stable storage [22] or to variation of the size of the data that must be checkpointed [11]. In the worst case, the processes may not be able to checkpoint at any time [2]. For all those reasons, in various cases, a triggered checkpoint must or should be postponed until it is possible. We aim at contributing to such situations with the ability to recover from a non-consistent state, without global synchronization, without systematically logging event application data.

Within the remaining of this general introduction, the paper approaches the related work in a structured manner, first discussing causality in distributed systems, continuing with recoverability, and causal relation between events. Subsequently, objective and roadmap of the paper are discussed. The bulk of the paper is structured in four main sections. Section 2 introduces key definitions and basic properties, including potential causality and deterministic events. Section 3 presents the promise-based recovery. The paper proves that an execution restarted from a P-consistent state will always reach an actual global state of the first execution. Finally, Section 4 exhibits an application, the P-consistency of the created global states for a protocol ensure the correctness of an existing fault-tolerance protocol for active objects.

1.1 Causality in Distributed Systems

Lamport introduced in [14] the concept of one event happening before another in a distributed system, i.e., virtual or logical time. He defined the well-known happened-before relation that partially orders events of a distributed execution, and subsequently proposed the first snapshot algorithm [3].

Based on this work, Mattern focused the “causal domain”, in opposition to the “time domain”, focusing on dependencies between events. He stated that events are causally related, and proposed in [17] a formal model for characterizing a distributed execution as a set of events ordered by a causality relation, and chose the Lamport’s happened-before relation as the causality relation. He also extended the idea of global snapshot in [4] and defined the cuts and consistent cuts.

Those seminal about causal dependency are an important foundation for specifying and proving distributed programs; proving the recoverability of a system after a failure is usually based on the causality relation between processes. In particular, the idea of consistency is one of the key principles of rollback-recovery fault-tolerance in distributed systems.
1.2 Recoverability in Distributed Systems

We can distinguish two main approaches for rollback-recovery fault tolerance. The first, consistent checkpointing [12], consists in building global states during the execution. Global states comprise one checkpoint per process, and a protocol ensures that some global states are consistent. Intuitively, a global state is consistent if it may occur during a failure free execution. Such a global state is obviously recoverable as it is a possible state of the system.

The first protocol proposed to create a global state is defined in [4]; it has induced a family of protocols named coordinated or synchronous checkpointing protocols, characterized by an explicit synchronization phase between processes for coordinating local checkpoints. On the other hand, the communication induced checkpointing protocols [16] do not rely on any explicit synchronization phase; the messages of the application are used to coordinate local checkpoints.

The second approach for ensuring the recoverability of a state is message-logging. The built states do not need to be consistent anymore: the recoverability is ensured by logging all non-deterministic events occurring on each process. This technique relies on the piecewise-determinism assumption: a process execution can be modeled as a sequence of deterministic state intervals separated by observable non-deterministic events [18]. In [13], the authors state that a state is recoverable if all component process states are logged and the resulting system state is consistent. In other words, a recoverable state is constituted of one or several checkpoints with enough informations about non-deterministic events.

There are three kinds of message-logging protocols. The pessimistic message logging protocols synchronously log on a stable storage all the non-deterministic events. Each pair (checkpoint+logged events) is then a recoverable state.

The optimistic message-logging, does not force the synchronous logging of non-deterministic events. Those logs can be postponed, which can lead to orphan processes, i.e. processes causally dependent of not-yet-logged events. A recoverable state is then constituted of a pair (checkpoint+logged events) and of the pair (checkpoint+logged events) of all the orphan processes, recursively. In both pessimistic and optimistic message-logging, the non-deterministic events must be finally logged on a stable storage.

The causal message-logging combines the advantages of both pessimistic and optimistic approaches. It avoids orphans processes [1], without enforcing synchronous logging of non-deterministic events. This is realized by piggybacking information on the non-deterministic events on messages of the application, and storing them in volatile memory until they are logged on a stable storage. Application data are supposed to be available; in practice, such data must be logged, at least in volatile memory. The needed information for recovery is then scattered in all the system: a recoverable state is constituted of a single checkpoint, and a set of non-deterministic events that must be gathered from all the system.
1.3 Causality Relation Between Events

Originally, the Lamport relation was intended to model the logical time in a distributed execution. Mattern observed that this relation also models an approximation of the causality relation between events: if \( e \prec_{hb} e' \), then \( e \) can potentially affect the event \( e' \). However, this relation does not systematically characterize the true causality between events. We identify below how the happened-before relation can be extended to get closer to this true causality.

The causality induced by the happened-before relation supposes that two consecutive events on the same process are inevitably causally linked, since events that occur on the same process are totally ordered. This assumption leads to the concept of false causality introduced by Tarafdar in [20]: an event that happens before another one does not necessarily cause it. The authors then distinguish Lamport’s logical time from potential and true causality: “logical time is not potential causality”. In other words, the Lamport’s happened-before relation is sufficient, but not necessary, to characterize causality relation between events in every physically possible systems. Even if the true causality relation in a distributed execution is not observable, a more accurate potential causality between events can be tracked during the execution, as in [21].

The application or the system may ensure a given order of message delivery, the causal order must. A potential causal order must also take into account such a message ordering. The message ordering can be expressed as additional causality relations between message delivery events [5]. Not considering message delivery ordering can lead to impossible, thus unrecoverable, states.

Message significance also relates to a more accurate potential causality relation [15] [19]. Indeed, a message reception is not systematically causally related to all the other events on the receiver. Those papers exploit possible message reordering to enhance existing fault-tolerance protocols.

To summarize, the happened-before relation does not always characterize accurately the causality relations between the events of an execution. Considering more accurate causality relations, and then reducing the causality dependencies that characterize an execution is an important concern for developing fault-tolerance mechanisms [6]. Indeed, false causality relations can lead to restrictive and superfluous requirements on the recoverability condition.

1.4 Objectives and Road-map

The objective of this paper is to present the formal principles allowing to recover from a non-consistent global state without having logged any event and without relying on a global synchronization. We present our solution, namely the \( P \)-consistency, a new recoverability condition on a global state. The correctness of the recovery relies on the ability to force the re-execution from this state and finally reach a consistent global state of the first execution. In general, such a control on an execution, necessitates to remember the events that occurred between the inconsistent state and the consistent state. Under the piecewise-determinism assumption, it is sufficient to remember only the non-deterministic events and the exact moment when they occurred, that is to say their position relatively to all the other events.
This mechanism could be very space-consuming if the non-deterministic events are numerous and the data are voluminous, as data produced by the application have to be remembered. Message-logging mechanisms rely on this solution; their performances dramatically decrease with the number and the size of exchanged messages.

To avoid logging application data, Section 3.1 introduces the concept of a promised event, a placeholder for a non-deterministic event. When the corresponding event occurs during the re-execution, it is forced by the promised event to occur identically and at the same moment as in the first execution: the promised event is replaced by the original one. Wait-by-necessity is a synchronization mechanism that applies to promised event; it ensures the consistency of a local execution. This synchronization ensures that all the causal past of a deterministic event must have been executed before executing this event. In practice, if a process tries to execute a deterministic event that causally depends on a promised one, then the local execution is blocked in a wait-by-necessity state until the promised event is replaced.

Based on promised events, Section 3.2 defines \( \mathcal{P} \)-consistent (promised consistent) states which are intermediate states of the application during the recovery. Section 3.4 shows that all possible executions starting from a \( \mathcal{P} \)-consistent state finally reach a global state of the first execution, without having to systematically remember application data; such data are ensured to be produced by the re-execution. The wait-by-necessity synchronization also guarantees in a lazy and local manner the correct ordering of events during re-execution. Thus, the application can be recovered provided an initial \( \mathcal{P} \)-consistent global state can be generated from an inconsistent state with enough positioned promised events to force the execution up to a consistent state. The recovery only consists in placing the deterministic events.

The \( \mathcal{P} \)-consistency is defined over a general potential causality relation characterized in Section 2.2 which reduces the relations between events. Indeed, with a Lamport causal order, promised events should be exactly ordered relatively to all the other events; partial order introduced by potential causality allows promised events to be just ordered between themselves.

To summarize, this paper formally defines the impacts of an accurate potential causality on the notion of recoverability and determinism. Thanks to this formalism, we demonstrate in Section 3 the equivalence between a recovery from a \( \mathcal{P} \)-consistent global state and a recovery from a consistent global. Finally, we consider a real application of the \( \mathcal{P} \)-consistency: we developed a fault-tolerance protocol for the ASP calculus and its Java implementation – ProActive. The constrained checkpointability of ProActive does not allow the creation of consistent global states; we implemented a protocol that creates \( \mathcal{P} \)-consistent global states and allows to recover from those states. Section 4 defines the potential causality induced by the semantic of the ASP model, and formally proves the \( \mathcal{P} \)-consistency of the created states.

The main contributions of this paper are:

- a formal study of the impact of an accurate causality on recoverability and determinism,
• the definition of promised events,
• the definition of a new recovery condition, namely the $P$-consistency,
• a formal proof of the recoverability from a $P$-consistent global state,
• and finally a real usecase of the $P$-consistency: a fault-tolerance protocol for ASP.

2 Formalism

We consider distributed systems consisting in several processes $P_1, ..., P$ that communicate only by message passing with any message ordering. An execution can be viewed by an external observer as a sequence of global states $S$, with $S = \{s_1, ..., s\}$ a set of local state $s_i$ (one for each process $P_i$), following a given reduction. Each step of the reduction is characterized by an event $e$ as follows: $S \overset{e}{\rightarrow} S'$. This reduction $\overset{e}{\rightarrow}$ represents the execution of the event $e$. Let us denote as follows a given execution from a global state $S_0$ to another global state $S_n$:

$$S_0 \overset{e_1, ..., e_n}{\rightarrow} S_n \Leftrightarrow S_0 \overset{e_1}{\rightarrow} S_1 \overset{e_2}{\rightarrow} S_2 \overset{e_n}{\rightarrow} S_n$$

We suppose that an event is associated with a single process, denoted $e \in P_i$: each event modifies a single local state, and each local state is uniquely characterized by the ordered sequence of events that occurred on its process (where $\exists!$ means “there is a unique”):

$$S_0 \overset{e}{\rightarrow} S' \Rightarrow \exists! k, S_0 = \{s_1, ..., s_k, ..., s_n\} \wedge S' = \{s_1, ..., s_k', ..., s_n\}$$

Considering the set of all possible executions from a given initial state, we define an equivalence relation between those possible executions. This definition depends on a notion of equivalence on states ($\equiv$); in a first time, this equivalence can be the strict equality between states.

**Definition 1 (Execution equivalence)** Two executions $S \overset{e_1}{\rightarrow} S_1 \overset{e_2}{\rightarrow} S_2 \overset{e_n}{\rightarrow} S_n$ and $S' \overset{e_1'}{\rightarrow} S_1' \overset{e_2'}{\rightarrow} S_2' \overset{e_n'}{\rightarrow} S_n'$ are said to be equivalent if, $\sigma$ is a permutation, and every two global states $S_i$ and $S_i'$ obtained after executing the same subset of events $\{e_1', ..., e_n'\}$ in a different order are equivalent:

$$\forall i \leq n, \left( S \overset{e_1, ..., e_i}{\rightarrow} S_i' \wedge S \overset{\sigma(e_1), ..., \sigma(e_i)}{\rightarrow} S_i' \wedge \forall j \leq i, \sigma(j) \leq i \right) \Rightarrow S_i' \equiv S_i'$$

2.1 Happened-before relation

Lamport introduces in [14] the concept of one event happening before another in a distributed execution, and defines a partial ordering between events. To identify communication events, let the set $\Gamma = \{(e, e') \in \{e_1, ..., e_n\} \times \{e_1, ..., e_n\}\}$ be such that $e$ is the sending of a given message and $e'$ the reception of this message for a given execution $S \overset{e_1, ..., e_n}{\rightarrow} S'$. 
Definition 2 (Happened-before relation) Let local events be totally ordered by the execution order on \( P_i: \prec_{i}^{hb} \). \( \prec^{hb} \) is a partial ordering such that \( e \prec^{hb} e' \) if and only if

\[
e \prec_{i}^{hb} e' \quad \lor \quad (e, e') \in \Gamma \quad \lor \quad (\exists e'', e \prec^{hb} e'' \prec^{hb} e')
\]

This relation models the observable precedence order between events, or logical time: local events are totally ordered regarding the execution order \( \prec_{i}^{hb} \). Moreover, events that occurred before the sending of a message also occurred before the reception of this message.

Then, Mattern [17] presents a formal model for characterizing a distributed execution by an event structure. An event structure consists in a set of events partially ordered by the Lamport’s happened-before relation:

Definition 3 (Execution characterisation) Let \( S \xrightarrow{e_1, \ldots, e_n} S' \) be an execution, \( E = \{e_1 \ldots e_n\} \) the set of executed events and \( \prec^{hb} \) the happened-before relation. The event structure \((E, \prec^{hb})\) characterizes \( S \xrightarrow{e_1, \ldots, e_n} S' \).

The concept of equivalent executions (Definition 1) is related to this characterization of an execution by a partially ordered set (or poset for short). Indeed, the observed execution \( S \xrightarrow{e_1, \ldots, e_n} S' \) characterized by \((E, \prec^{hb})\) is one of the several possible linear extensions of \((E, \prec^{hb})\); and all the executions that are linear extensions of \((E, \prec^{hb})\) are equivalent.

2.2 Potential Causality

As shown in Section 1.3, the Lamport relation leads to false causality between events. The happened-before relation is in fact the most general causality relation; it models any existing distributed system communicating by message passing. In particular, the causal relation between the sending and the reception of a message is obvious for all physically realistic systems; a message is sent before being received. It also captures any causal relation between receptions on a process due to a specific message ordering, since those receptions are totally ordered.

Even if the true causality between events cannot be formally characterized [20], it can be approximated; such approximations are called potential causality. A potential causality relation can take into account the specificities of a system in order to represent causality relation between events. It must also capture the influence of a specific message ordering on an execution; the most general solution would be to totally order all the receptions. We define here the requirements for a potential causality relation:

Definition 4 (Potential causality) A partial order \( \prec \) is a potential causality order if it is sufficient to characterize equivalent executions: two executions only permuting non-potentially causally ordered events must be equivalent:

\[
\text{if } \prec \text{ is a potential causality order then } \forall S, S_1, S_2, \sigma,
\]
Two executions are said to be potentially equivalent if they consist of the same event, ordered in the same way according to the chosen potential causality. Potential equivalence of two executions implies their equivalence, because potential causality is sufficient for characterizing executions.

2.3 From Compatibility to Potential Causality

The false causality issue is due to the total local order $\prec_i^{hb}$. Indeed, a total order represents a given local execution on a process as can be traced. On the other hand, in most cases, the exact order in which instructions are executed is not observable, and if two events do not conflict, i.e. if executing one after or before the other has no consequence, then there is no need to strictly order them. Those two events can be safely exchanged; the two resulting executions are potentially equivalent. For example, two consecutive reads of the same variable can be safely exchanged, without altering the behavior of the execution. If the semantics of the system states that two events can be exchanged, they are called compatible:

**Definition 5** Two events $e$ and $e'$ are compatible, if both can be executed before the other and the effect of their execution is independent of the order in which they are executed. More formally:

$$e \bowtie e' \iff \left( \exists S, S_1, S_2, \ S \xrightarrow{e \bowtie e'} S_1 \land S \xrightarrow{e \bowtie e'} S_2 \right) \land \left( \forall S', S_1, S_2, \ S' \xrightarrow{e \bowtie e'} S_1 \land S' \xrightarrow{e \bowtie e'} S_2 \Rightarrow S_1 \equiv S_2 \right)$$

Based on the compatibility relation between events, a more accurate potential causality relation $\prec$ can be inferred. The compatibility relation takes into account the specificities of the system and its semantics. The definition below shows how a potential causality relation $\prec$ can be inferred from the knowledge of compatible events, and with the restriction that, as in the happened-before relation, a message is received after being sent.

**Definition 6 (From compatibility to potential causality)** For a given execution $(E, \prec_i^{hb})$, the order defined by the transitive closure of $\prec_i^{hb}$ and all the permutations allowed by the compatibility relation $\bowtie$:

$$e \prec e' \iff \left( e \prec_i^{hb} e' \land \neg (e \bowtie e') \right) \lor \left( \exists e'', e \prec e'' \land e'' \prec e' \right)$$

Equivalently, provided that the sending of a message is not compatible with its reception:

$$e \prec e' \iff \left( S \xrightarrow{e} S_1 \xrightarrow{e' \bowtie e} S_2 \xrightarrow{e' \bowtie e} S_3 \xrightarrow{e''} S_4 \cdots \xrightarrow{e''} S_n \land \neg (e \bowtie e') \right) \lor \left( e \prec e'' \land e'' \prec e' \right)$$

$\prec$ defined above is a potential causality order.
2.4 Determinism

Let the operator \( \setminus \) be defined as follows: \( E \setminus E' = \{ e | e \in E \land e \notin E' \} \), and “\( e \) is minimal in \( A' \)” mean \( \forall \epsilon' \in A', \epsilon' \prec e \Rightarrow \epsilon' = e \).

Considering a potential causal order and the compatibility relations between events allows us to define a predicate that identify deterministic events. An event is said to be deterministic if, once its execution is possible, it necessarily happens and have the same effect on the system in every possible execution.

**Definition 7 (Deterministic Events)** Let \( \text{Det}(e) \) be a predicate such that for all states \( S \) of an execution \((E, \prec)\), such that \( S_0 \overset{e_1..e_n}{\rightarrow} S \), for any reduction \( e \rightarrow \) executed from the state \( S \) in one of the executions represented by \((E, \prec)\), if \( \text{Det}(e) \) then \( e \) necessarily happen after \( S \) in one of the executions represented by \((E, \prec)\).

\[
\forall S', S \prec S' \Rightarrow \neg\text{Det}(e) \lor (e \in E \setminus \{e_1..e_n\} \land e \text{ is minimal (for } \prec \text{) in } E \setminus \{e_1..e_n\})
\]

Equivalently, because of the interplay between potential causality and equivalent executions:

\[
\text{Det}(e) \Rightarrow \forall S, e', S', S'' \left( S \overset{e}{\rightarrow} S' \land S \overset{e'}{\rightarrow} S'' \Rightarrow \exists S_1, S_2, S' \overset{e}{\rightarrow} S_1 \land S'' \overset{e'}{\rightarrow} S_2 \land S_1 \equiv S_2 \right)
\]

This formalization of deterministic events is particularly adapted to potential causality. Indeed, an event is deterministic if it is compatible with every event that could be performed instead of it.

**Property 2.1 (Determinism and Compatibility)** \( S \overset{e}{\rightarrow} S' \land \text{Det}(e) \Rightarrow \forall e'(S \overset{e'}{\rightarrow} S'' \Rightarrow e \equiv e') \)

Note that it is always safe to consider a deterministic event as non-deterministic.

2.5 Cuts

As defined by Mattern in [17], a cut of an execution is a partially ordered set defined as follows:

**Definition 8 (Cut)** A cut \( C \) of an execution \((E, \prec)\) is a finite subset \( C \subseteq E \) such that

\[
\forall e, e' \in E, e \in C \land e' \prec e \Rightarrow e' \in C
\]

A global state \( S_i \) is actually a particular cut, or consistent cut of an execution.

**Definition 9 (Consistent cut)** A cut \( C \) is consistent if and only if \( e \in C \land e' \prec e \Rightarrow e' \in C \)

Considering \( \prec \) as a potential causality order, a consistent cut \( C \) correspond to several equivalent states: if two states correspond to the same consistent cut, then they are equivalent. The set of consistent cuts of an execution represents the set of possible global states of all the potentially equivalent executions. Let \( C \) be a consistent cut of an execution \((E, \prec)\) and \( S \) be the state corresponding to \( C \). If \( S \overset{e}{\rightarrow} S' \) is a reduction of \((E, \prec)\) then \( C' = C \cup \{ e \} \) is also a consistent cut of \((E, \prec)\). Decreasing the strictness of \( \prec \) increases the set of consistent cuts. The set of cuts of potentially equivalent executions form a lattice.
3 Characterizing and Enforcing Executions

We present in this section how, thanks to promised events, an execution can be controlled. We then define and demonstrate the recoverability of a \( \mathcal{P} \)-consistent cut. Main proofs related to this section, and some additional properties related to Section 3.5 can be found in appendix.

3.1 Promised Events

A promised event is a place-holder for a non-deterministic event that has been performed during the first execution. A promised event can be causally ordered relatively to other events, and holds enough information to turn a non-determinate event into a determinate one during the re-execution: when an event corresponding to a promise should occur, it is transformed into the same event that occurred in the first execution. In practice, an event can be turned into a promised one if it can be identified and isolated.

The content of \( e \) may be stored or not in the corresponding promised \( \mathcal{P}(e) \) depending on whether this content is ensured to be regenerated or not. If sending a message is determinate, we show that messages are inevitably resent during the re-execution: the data communicated by a message should not be stored. On the other side, if \( e \) consists in choosing a random number, \( \mathcal{P}(e) \) must then store the obtained value since it will not regenerated during the re-execution.

A promised event is subject to \textit{wait-by-necessity} mechanism, ensuring that the local execution is blocked if a deterministic event that causally depends on a promised should be executed. Once the event corresponding to this promised one occurs, the execution continues.

We define the operator \( \preceq \), being used as follows: \( \mathcal{P}(e) \preceq e' \) iff \( e' \) is a non-deterministic event corresponding to \( e \) (it should be unique for each execution), in that case \( e' \) should be forced to occur identically to \( e \) and at its position. Globally, a promised event \( \mathcal{P}(e) \) ensures that \( \mathcal{P}(e_2..e_n,e') \) is equivalent to \( e_2..e_n \), provided \( \mathcal{P}(e) \preceq e' \) and \( \mathcal{P}(e) \not\preceq e_i \) for all \( e_i \). We require that \( \mathcal{P}(e) \preceq e \).

Promised events mechanism relies on the assumption that the execution is piecewise-deterministic, that is to say each non-deterministic choice is represented by an identifiable event.

Property 3.1 (Piecewise-determinism) Non-deterministic events are always identifiable:

\[
S \xrightarrow{\sim} S' \wedge \neg\text{Det}(e) \wedge S \xrightarrow{e'} S'' \Rightarrow S'' \xrightarrow{\sim} S''' \vee e' \preceq \mathcal{P}(e)
\]

Generally, \( e \) denotes a non-promised event, \( \mathcal{P}(e) \) is a promised one and \( e \mathcal{P} \) can be either \( \mathcal{P}(e) \) or \( e \). Compatibility is trivially extended to promised events as follows:

\[
e \bowtie e' \Rightarrow \mathcal{P}(e) \bowtie e' \wedge e \bowtie \mathcal{P}(e') \wedge \mathcal{P}(e) \bowtie \mathcal{P}(e')
\]
3.2 $\mathcal{P}$-cuts

A $\mathcal{P}$-cut is a cut that can contain some promised events. We first introduce the following notation:

$$e \in \mathcal{P} C_p \iff e \in C_p \lor \mathcal{P}(e) \in C_p$$

**Definition 10 ($\mathcal{P}$-cut)** $C_p$ is a $\mathcal{P}$-cut of an execution $(E, \prec)$ if and only if $e \in \mathcal{P} C_p \Rightarrow e \in E$ and:

$$\forall e, e', (e \in \mathcal{P} C_p), e' \prec_i e \Rightarrow (\text{Det}(e) \land e' \in \mathcal{P} C_p) \lor (\neg\text{Det}(e) \land (e' \in \mathcal{P} C_p \lor \text{Det}(e'))$$

Implicitly, a $\mathcal{P}$-cut $C_p$ of an execution $(E, \prec)$ is a poset $(C_p, \prec')$; we say that $\prec'$ is the order induced by the execution on the $\mathcal{P}$-cut:

$$(e, e' \in \mathcal{P} C_p \land e \prec e') \iff (e' \prec e \lor \mathcal{P}(e) \prec e' \lor e \prec e' \mathcal{P}(e') \lor \mathcal{P}(e) \prec e' \mathcal{P}(e'))$$

**Definition 11 ($\mathcal{P}$-consistency)** A $\mathcal{P}$-cut $C_p$ is a $\mathcal{P}$-consistent cut of an execution $(E, \prec)$ if and only if:

$$\forall e, e', (e \in \mathcal{P} C_p), e' \prec e \Rightarrow (e' \in \mathcal{P} C_p \lor \text{Det}(e'))$$

Let $C_p^\uparrow$ be the least consistent cut of $(E, \prec)$ containing all the events $e$ such that $e \in \mathcal{P} C_p$; and $C_p^\cap$ the greatest consistent cut smaller than $C_p$. As consistent cuts form a lattice, those two cuts are well defined.

**Property 3.2** $C_p^\uparrow = \{e | \exists e' \in \mathcal{P} C_p, e \preceq e' \} \quad e \in C_p^\uparrow \land \neg\text{Det}(e) \Rightarrow e \in \mathcal{P} C_p \quad C_p^\cap \rightleftharpoons$

3.3 Reduction of $\mathcal{P}$-consistent Cuts

This section defines a reduction on $\mathcal{P}$-consistent cuts and proves its correctness. This reduction relies on a global view of the system: in this section, it is always possible to know $C_p^\cap$.

**Definition 12 (Reduction of $\mathcal{P}$-consistent cuts) Let $(C_p, \prec)$ be a $\mathcal{P}$-consistent cut of an execution $(E, \prec^0)$. We denote $C_p \rightarrow C_p'$ the reduction of an event $e \notin C_p$ on a $\mathcal{P}$-consistent cut $C_p$. $(C_p', \prec')$ is the resulting poset defined as follows:**

- Event with a matching promised: If $\neg\text{Det}(e) \land \exists \mathcal{P}(e') \in C_p$ such that $\mathcal{P}(e') \prec e$, then $C_p'$ is the $\mathcal{P}$-cut $C_p$ where $\mathcal{P}(e')$ is replaced by $e$. In particular, $e$ takes the position that was holding $\mathcal{P}(e')$.

$$C_p' = C_p \{\mathcal{P}(e') \leftarrow e'\} \text{ with } e \prec e' \mathcal{P} \iff \begin{cases} e \mathcal{P} \neq e' \land e' \mathcal{P} \neq e' \land e \mathcal{P} \prec e' \mathcal{P} \lor \\ e \mathcal{P} = e' \land \mathcal{P}(e') \prec e' \mathcal{P} \lor \\ e' = e' \mathcal{P} \prec \mathcal{P}(e) \end{cases}$$
• Deterministic event: If $C_p^\cap \xrightarrow{e} C' \land \text{Det}(e)$ then $e$ is inserted after $C_p^\cap$.

$C'_p = C_p \cup \{ e \}$ with $e \preceq e'_p$ iff

$$
\begin{align*}
&e \land e' \in C_p \land e \preceq e'_p \\
&\exists e'' \in C'_p, e \preceq e'' \land e'' \preceq e'_p \\
&\exists e'' \in C'_p, e \preceq e'' \land e'' \preceq e'_p \\
&\exists e'' \in C'_p, e \preceq e'' \land e'' \preceq e'_p \\
&\exists e'' \in C'_p, e \preceq e'' \land e'' \preceq e'_p
\end{align*}
$$

• Non-deterministic event not promised: If $C_p^\cap \xrightarrow{e} C' \land \neg \text{Det}(e) \land \forall P (e'' \in C_p^\cap$, $\land e \preceq e'' \land e'' \preceq e'_p)$ then $e$ is added at the end of the $P$-cut.

$C'_p = C_p \cup \{ e \}$ with $e \preceq e'_p$ iff

$$
\begin{align*}
&e \land e' \in C_p \land e' \preceq e'_p \\
&e \land e' \in C_p \land e' \preceq e'_p \\
&e \land e' \in C_p \land e' \preceq e'_p \\
&e \land e' \in C_p \land e' \preceq e'_p
\end{align*}
$$

**Property 3.3 (Reduction maintains $P$-consistency)** There is a possible execution $(E', \prec')$ such that:

$C_p^\cap \xrightarrow{e} C'_p \land C_p$ is a $P$-consistent cut of $(E, \prec) \Rightarrow \exists (E', \prec'), C'_p$ is a $P$-consistent cut of $(E', \prec')$

Wait-by-necessity is expressed in Definition 12 by the fact that only reductions on $C_p^\cap$ can occur; executing the consequence of an event that did not happen is thus impossible. However, the consequence of an event that did not happen can already belong to $C_p$ because it occurred in the first execution. The following property ensures that a reduction is always possible on a $P$-consistent cut until $C_p^\cup$, ensuring that the reduction cannot be stuck up to a consistent cut of the first execution.

**Property 3.4 (no dead-lock)** A possible execution leads $C_p$ to $C_p^\cup$: $C_p^\cap \xrightarrow{e} C_p^\cup$

This means that there is a reduction replacing all the promised events by the corresponding events. Next Section shows through theorems 3.1 and 3.2 that all the possible executions are equivalent up to $C_p^\cup$ and thus all the possible executions finally provide an event corresponding to each promised event of the $P$-consistent cut. In other words, we show that no dead-lock due to the wait-by-necessity synchronization could occur during the re-execution.

### 3.4 Recovery Cuts

We show in this section that any execution from any $P$-consistent cut $C_p$ eventually reaches a consistent cut of the first execution corresponding to $C_p$, denoted $C_H$. We first suppose here that we can identify the greatest lower consistent cut of a $P$-consistent one. This cut provides the set of executable event; provided we can force only those events to be executed, the global synchronization between processes during recovery is ensured. Next section shows
that the local synchronization due to the wait-by-necessity mechanism is actually sufficient to ensure such a global synchronization.

From any cut \( C \), with a consistent cut \( C_H \) after \( C \), we build a \( \mathcal{P} \)-consistent cut \( C_p \) and prove that the reduction from \( C_p \) is constrained to reach \( C_H \).

**Definition 13 (Recovery cut)** Let \( C \) be a cut of an execution \((E, \prec)\), suppose we have \( C_{H} \), a consistent cut of an \((E, \prec)\) such that \( C \subseteq C_H \). Then we define \( C_p \) as follows:

\[
C_p = \{ e \in C | Det(e) \lor \forall e', e' \prec e \Rightarrow e' \in C \} \cup \{p(e) | e \in C_H \land \neg Det(e) \land \exists e', (e' \prec e \land e' \notin C) \}
\]

All the deterministic events of \( C \) belong to \( C_p \), and thus \( C_p \) is obtained from \( C \) only by replacing some non-deterministic events by promised ones and by adding promised events.

**Property 3.5** \( C_p \) is a \( \mathcal{P} \)-consistent cut and \( C_p \xrightarrow{\mathcal{P}} C_H \), where \( \xrightarrow{\mathcal{P}} \) only performs deterministic events.

The following theorem states that \( C_H \) is also a consistent cut of the re-execution from the recovery cut, allowing us to state that the re-execution from the recovery cut is equivalent to the first execution up to \( C_H \).

**Theorem 3.1 (Constrained execution)** \( C_p \xrightarrow{\mathcal{P}} C'_p \Rightarrow \exists C'_H, C_H \xrightarrow{\mathcal{P}} C' \land C'_p \xrightarrow{\mathcal{P}} C' \)

The following theorem states that all the possible execution from the consistent cut \( C_H \) can be reached by the re-execution from the recovery cut, allowing us to state thanks to theorem 3.1 that every re-execution from the recovery cut is equivalent to the first execution.

**Theorem 3.2 (Completeness)** \( C_H \xrightarrow{\mathcal{P}} C' \Rightarrow C_p \xrightarrow{\mathcal{P}} C' \)

This theorem is a direct consequence of the absence of dead-lock (Property 3.4), and shows that the forced execution can potentially reach all the existing executions passing by \( C_H \).

### 3.5 Effective Recovery

Definition 13 defines a valid recovery cut; but, the following cut \( C_2^p \) is also a valid recovery cut: \( C_2^p = C \cup \{p(e) | e \in C_H \land \neg Det(e) \} \). More generally, every cut between \( C_p \) and \( C_2^p \) (turning enough events into promised event) are also valid recovery cuts. This section defines a local reduction of a \( \mathcal{P} \)-consistent cut, fulfilling practical constraints and, based on this local reduction, identifies among all \( \mathcal{P} \)-consistent cuts that can be built from a given non-consistent cut, the one which allows to deal locally with global synchronization issues, namely the effective recovery cut. We only assume the following reasonable and frequently verified hypothesis:

- Reception events are non-deterministic (for simplicity).
Promised Consistency

- Reduction is defined only on local events \( s_i \xrightarrow{\pi} s_i' \), with a mechanism for communication: a message is automatically received some time after having been sent, or \( s_i \xrightarrow{\pi} s_i' \land (e, e') \in \Gamma \Rightarrow s_j \xrightarrow{\pi'} s_j' \), with \( s_j \in S'' \), \( S' \xrightarrow{\pi} S'' \). There might be constraints on the receiving state \( S'' \) depending on the causal ordering of messages.

- The system verifies the piecewise-determinism property (Property \([3.1]\)).

Let \( s_i \xrightarrow{\pi} s_i' \) be a reduction that happens by uncontrolled local execution. On the contrary, let \( \exists s_i', s_i \xrightarrow{\pi} s_i' \) be true if the execution of the event \( e \) can be forced from the state \( s_i \). We then need to identify events for which execution can be forced, or triggerable events; we define the predicate \( \text{Trig}(e) \) which is true if \( e \) is a triggerable event, depending on its kind. In practice, a message reception is a triggerable event: the message can be logged and delivered to the application when needed. On the contrary, a random choice of a number is not triggerable: it can only occur by uncontrolled execution; however, the chosen value can be controlled.

**Definition 14 (Local reduction of \( \mathcal{P} \)-consistent cuts)** Let \((c_i, \prec_i)\) be a local \( \mathcal{P} \)-consistent cut of \( \mathcal{C}_p \), that is to say \( c_i = \{ e | e \in \mathcal{C}_p \land e \in P_i \} \) ordered by a partial order \( \prec_i \), which is the restriction of the order of \( \mathcal{C}_p \) to \( c_i \). Let the cut \( \text{cut}(s_i) \) be the set of events that have already been executed to obtain \( s_i \). Note that \( \text{cut}(s_i) \subseteq c_i \). We denote \((s_i, c_i) \xrightarrow{\pi} (s_i', c_i') \) the local reduction of an event \( e \notin c_i \) on a pair (local state, local \( \mathcal{P} \)-consistent cut). The resulting pair \((s_i', c_i')\) and the poset \((c_i, \prec_i)\) are defined as follows:

1. If \( \text{Det}(e) \land s_i \xrightarrow{\pi} s_i' \land \exists \mathcal{P}(e') \in c_i, \mathcal{P}(e') \prec_i e \) then the event is executed without control:

\[
(s_i, c_i) \xrightarrow{\pi} (s_i', c_i') \text{ where } c_i' = c_i \cup \{ e \} \text{ with } e \prec_i e' \text{ iff } e \mathcal{P} \in c_i \land e \mathcal{P} \prec_i e' \mathcal{P} \lor \exists e'' \mathcal{P} \in c_i', e \mathcal{P} \prec_i e'' \mathcal{P} \land e'' \mathcal{P} \prec_i e' \mathcal{P} \lor e \mathcal{P} = e \land e \mathcal{P} \prec e \mathcal{P} \lor e \mathcal{P} = e \land e \mathcal{P} \prec e \mathcal{P} \]

2. If \( \neg \text{Det}(e) \land \text{Trig}(e) \land s_i \xrightarrow{\pi} s_i' \land \exists \mathcal{P}(e') \in c_i \) such that \( \mathcal{P}(e') \prec e \), then the event takes the position of its corresponding promised event but is not executed (\( \prec_i \) is unchanged):

\[
(s_i, c_i) \xrightarrow{\pi} (s_i, c_i \{ \mathcal{P}(e') \leftarrow e' \})
\]

3. If \( \neg \text{Det}(e) \land \text{Trig}(e) \land s_i \xrightarrow{\pi} s_i' \land \exists \mathcal{P}(e') \prec e \), then the event is postponed at the end of \( c_i \) and is not executed:

\[
(s_i, c_i) \xrightarrow{\pi} (s_i', c_i) \text{ where } c_i' = c_i \cup \{ e \} \text{ with } e \prec_i e' \text{ iff } e \mathcal{P} \in c_i \land e \mathcal{P} \prec_i e' \mathcal{P} \lor \exists e'' \mathcal{P} \in c_i', e \mathcal{P} \prec_i e'' \mathcal{P} \land e'' \mathcal{P} \prec_i e' \mathcal{P} \lor e' \mathcal{P} = e \land e \mathcal{P} \prec e \mathcal{P} \lor e' \mathcal{P} = e \land e \mathcal{P} \prec e \mathcal{P}
\]
4. If \( \exists s_i', s_i \not\rightarrow s_i' \wedge e \text{ minimal in } c_i \backslash \text{cut}(s_i) \) then the event is artificially triggered (\( \prec_i \) is unchanged):

\[
(s_i, c_i) \not\rightarrow (s_i', c_i)
\]

5. If \( s_i \not\rightarrow s_i' \wedge \neg \text{Det}(e) \wedge \neg \text{Trig}(e) \wedge \exists P(e') \text{ minimal in } c_i \backslash \text{cut}(s_i) \) s.t. \( P(e') \prec e \), and \( s_i'' \) is such that \( s_i \not\rightarrow s_i'' \), then there is a promised event that can force \( e \) to happen as in the first execution, provided this event should be executed now (\( \prec_i \) is unchanged):

\[
(s_i, c_i) \not\rightarrow (s_i'', c_i\{P(e') \leftarrow e'\})
\]

6. If \( s_i \not\rightarrow s_i' \wedge \neg \text{Det}(e) \wedge \neg \text{Trig}(e) \wedge \exists P(e') \in c_i, P(e') \prec e \wedge \forall e''_P \in c_i \backslash \text{cut}(s_i), e''_P \not\rightarrow e \), then there is no more conflicting promised event; the event can be executed as it is.

\[
(s_i, c_i) \not\rightarrow (s_i', c_i') \text{ where}
\]

\[
c_i' = c_i \cup \{e\} \text{ with } e_P < e'_P \iff \begin{cases} e_P, e'_P \in c_i \wedge e_P \not\rightarrow e'_P \land e'_{P'} \\ \exists e''_P \in c_i', e_P \not\rightarrow e''_P \wedge e''_P \not\rightarrow e'_P \land e'_{P'} = e \land \neg e \not\rightarrow e_P \end{cases}
\]

This local reduction must ensure that only reductions defined by Definition 12 are accepted.

**Theorem 3.3 (Constrained execution and completeness)**

\[
(s_i, c_i) \not\rightarrow (s_i', c_i') \Rightarrow \exists (s_i'', c_i''), (s_i', c_i') \not\rightarrow (s_i'', c_i'') \wedge c_i'' = \{e | e \in C \wedge e \in P_i\} \wedge \text{cut}(s_i'') = c_i''
\]

\[
C_H \not\rightarrow C \Rightarrow (s_i, c_i) \not\rightarrow (s_i', c_i') \wedge c_i' = \{e | e \in C \wedge e \in P_i\} \wedge \text{cut}(s_i') = c_i'
\]

Reduction of \( P \)-consistent cuts relies on the reduction \( C_p \not\rightarrow C'_p \). The objective here is to prevent events that could not be executed from \( C_p \) to be executed, but also to ensure that all the events that could be executed from \( C_p \) are executed. First, the local consistency of a \( P \)-cut (definition 10) ensures that all the deterministic events that locally occur before a deterministic event belong to the \( P \)-cut. Secondly, the reduction defined above ensures that all the local non-deterministic events of the causal past of an event occur before this event; the local synchronization issue is then tackled.

We now focus on the global synchronization issues due to messages that cross the recovery cut.

**Orphan Messages** A message is said to be orphan relatively to a cut if the message reception belongs to the cut but not the message sending. Thus, the consequence of the reception must not be executed before the message has been sent again. If, by construction, a promised event correspond to each orphan reception, then the local wait-by-necessity mechanism ensures that the local consequence of an orphan reception is not executed before its corresponding sending; there is thus no need for global synchronization between events.
In Transit Messages  A message is said to be in-transit relatively to a cut if the message sending belongs to the cut but not the message reception. The re-execution cannot automatically re-send in-transit messages; the communication reduction rule cannot be supposed anymore because the sending of the message has not occurred in the same execution. In-transit messages must then be logged with the corresponding application data in order to replay their reception upon re-execution.

As causal relations between events that occur by re-execution and events that are replayed from a log are lost, the message ordering is thus not ensured in the case of in-transit messages. As a consequence, a promised event must correspond to each reception of in-transit message; synchronization is ensured as for orphan receptions. In other words, \( C_H \) must contains all the receptions of in-transit messages.

To conclude, the recovery cut \( C_p \) must be built as follows:

Effective recovery cut construction  To be able to recover an application from a non-consistent global state \( C \), the corresponding recovery cut \( C_p \) must be built as follows:

\[
C_p = C \{ e \leftarrow P(e) | \exists e', (e', e) \in \Gamma \land e' \notin C \} \cup \{ P(e) | e \in C_H \setminus C \land \neg Det(e) \}
\]

with \( \forall e, (e, e') \in \Gamma \land e' \notin C \Rightarrow P(e) \in C_H \) and \( e \) is logged.

A recovery cut is then built in two steps. First, a global state \( C \) is stored on a stable storage. It does not require any synchronization between processes; each process checkpoints independently. Once there are no more messages in transit in \( C \), each process adds to its checkpoint \( c_i \), its local part of \( C_p \), which is an ordered set of promised events. It also adds the content of in-transit messages it received since its checkpoint. Only when all processes have completed that second step, the global state \( C \) is recoverable.

4 A Fault-Tolerance protocol for ASP

This section presents a fault-tolerance protocol for the ASP calculus \[8, 3\]. This protocol has been implemented in ProActive, a Java implementation of the ASP calculus \[2\]. \( P \)-consistency is necessary because the constrained checkpointability in ProActive does not permit the creation of consistent global states. We show \( P \)-consistency and thus recoverability of the global states built by the protocol.

4.1 ASP: a Model of Distributed Objects

The ASP calculus considers piecewise-deterministic mono-threaded activities (processes) communicating with an asynchronous request and reply mechanism. Sending a request from an activity \( i \) to another activity \( j \) consists in adding an entry in the pending requests queue of the activity \( j \). Requests are then served by the destination activity: the destination...
activity reacts to this request and associates a result to be returned to the sender. ASP is called asynchronous because requests can be served by \( j \) later than their arrival and, in the meanwhile, \( i \) can continue its execution the result of the request is not needed. Asynchrony is achieved by creating a future when a request is sent; a future is a place-holder for a not-yet-received result. If an activity tries to access a future that is still only a placeholder, then this activity is blocked until the reply corresponding to this future is received (wait-by-necessity).

In this paper, we use two main properties of ASP model, proved in [8]:

Replies can be sent in any order without any consequence on the execution.

In particular, [8] proves that reply events do not conflict with other events, and thus replies receptions are deterministic events. Moreover,

An execution is fully characterized by the order of request senders on each activity.

In other words, the only events that conflict are request receptions originating from different activities and arriving at the same destination. Thus only request receptions are non-deterministic.

4.2 A Potential Causality for ASP

The asynchronous service of requests introduces particular relations between events on a single process: a request reception is not causally related with an internal event until the request is served, in the meanwhile it is only related with other request receptions. Moreover, a reply reception is only causally related with the first use of the associated future (and with the sending of this reply). We then define here a potential causality relation for ASP that takes into account those particularities. For a given ASP execution \( S \xrightarrow{e_1,\ldots,e_n} S' \), let 
\[
\Gamma_Q \subseteq \{(e, e') \in \{e^1,\ldots,e^n\} \times \{e^1,\ldots,e^n\} \}
\]
be the set of pairs sending-reception of requests, 
\[
\Gamma_R \subseteq \{(e, e') \in \{e^1,\ldots,e^n\} \times \{e^1,\ldots,e^n\} \}
\]
be the set of pairs sending-reception of replies, and 
\[
\Sigma \subseteq \{(e, e') \in \{e^1,\ldots,e^n\} \times \{e^1,\ldots,e^n\} \}
\]
be the set of pairs reception-service of requests.

Finally, we denote \( \Gamma = \Gamma_Q \cup \Gamma_R \).

\( \prec_{ASP} \) is a convenient local causal order for ASP:

**Definition 15 (Local order)** \( \prec_{ASP}^i \) is a partial order defined by: \( e \prec_{ASP}^i e' \) if and only if

\[
\begin{align*}
(\#_{k},[e^k,e] \in \Gamma \lor (e^k,e') \in \Gamma) \land e \prec_{ASP}^i e' & \lor \\
(\exists e^k,e',[e^k,e] \in \Gamma_Q \land (e^k,e') \in \Gamma_Q) \land e \prec_{ASP}^i e' & \lor \\
((e,e') \in \Sigma \lor (\exists e^k,e \prec_{ASP}^i e^k,e' \prec_{ASP}^i e') & \\
\text{(a) internal events totally ordered} & \lor \text{(b) request receptions totally ordered} \lor \text{(c) service causality} \lor \text{(e) transitivity}
\end{align*}
\]

INRIA
Definition 16 (Potential causality for ASP)  $\prec_{\text{ASP}}$ is a potential causality order for ASP, defined as follows: $e \prec_{\text{ASP}} e'$ if and only if

\[
\begin{cases}
  e \prec_{\text{ASP}} e' \
  ((e, e') \in \Gamma) \lor \\
  (\exists e^k, e \prec_{\text{ASP}} e^k \prec_{\text{ASP}} e')
\end{cases}
\]

Moreover, ASP ensures a causal ordering of requests:

\[(e, e_1) \in \Gamma_Q \land (e', e_2) \in \Gamma_Q \land e \prec_{\text{ASP}} e' \land e_1 \text{ and } e_2 \text{ occur on the same process} \Rightarrow e_1 \prec_{\text{ASP}} e_2\]

As we have shown in Section 2.2, the total local ordering of message receptions is sufficient to ensure that causal ordering will be ensured at re-execution, provided in-transit messages are all logged and correspond to a promised event (Section 3.5).

### 4.3 Promised Events in ASP

In ASP, the only non-deterministic events are request receptions. Promised events for request receptions are called **promised request**. A promised request can be placed in the request queue of an activity as a standard request. Due to the wait-by-necessity property, a promised request cannot be served: an activity that should serve a promised request is blocked until the corresponding request is received. Recall that this ensures the causal order: requests ordered regarding other request receptions (rule (b)), and has not to be ordered with other events since a promised request cannot be served (ensuring rule (c)).

Promised requests are totally ordered between themselves. As the execution is only characterized by the order of activities sending requests, promised requests only need to log the identifier of the request sender to enforce the same event to occur again at re-execution (point-to-point FIFO communication).

### 4.4 A Fault-Tolerance Protocol for ASP

The proposed protocol is an index-based Communication-Induced-Checkpointing protocol based on [7]. The idea is to piggyback checkpoints logical clocks on the messages of the application; on message reception, a process schedules a checkpoint to the next checkpointable state, or stable state if the piggybacked clock is greater than the local clock. As a consequence, the constituted global states cannot be **consistent**. The piggybacked clock allows to identify orphan and in-transit messages. $P$-consistent global state can then be built: orphan events between the scheduling of a checkpoint and the checkpoint itself and all the non-deterministic events between the checkpoint and the termination of the global state are turned promised. As a stable state is always reached before any request service, an orphan promised request is **never served before the next checkpoint**. More details about the protocol and the notion of stable states can be found in [10] and [2].

Figure [1] shows a simplified version of our protocol than can create one $P$-consistent global state. Let $\text{scheduleCkpt}_i$ be a local variable such that the procedure **Checkpoint** is called if
it is true and a stable state is reached; we suppose here that at least one scheduleCkpt, is set to true automatically. The procedure **GlobalStateTermination** is called on at least one activity when the global state is completed. Let \( \text{status}_i \in \{\text{running}, \text{checkpointed}, \text{closed}\} \) be a local variable piggybacked on each message from \( i \) to \( j \); thanks to this variable, we can define two predicates \( \text{inTransit}(M_{i,j}) \) and \( \text{orphan}(M_{i,j}) \) that indicate if the message \( M_{i,j} \) is orphan or in transit. \( \mathbb{H}_i \) is a list that contains all the promised events that occurs after the checkpoint and \( \log_j \) a list that contains the in-transit messages; those lists can be added to the checkpoint \( C_i \) of the activity \( i \).

- **Reception of \( M_{i,j} \) on \( j \)**
  \[
  \begin{align*}
  \text{if} \ (\text{status}_i \neq \text{running}) \ & \text{then} \quad \text{scheduleCkpt}_j = \text{true} \\
  \text{if} \ (\text{status}_i = \text{closed}) \ & \text{then} \quad \text{status}_j = \text{closed} \\
  & \quad \text{and} \quad C_i,\text{add}(\mathbb{H}_j) \\
  & \quad \text{and} \quad C_i,\text{add}(\log_j) \\
  \text{if} \ (\text{status}_j = \text{checkpointed}) \ & \text{then} \quad \mathbb{H}_j,\text{append}(\mathcal{P}(M_{i,j})) \\
  \text{if} \ (\text{inTransit}(M_{i,j})) \ & \text{then} \quad \log_j,\text{append}(M_{i,j})
  \end{align*}
  \]

- **GlobalStateTermination on \( i \)**
  \[
  \begin{align*}
  \text{status}_i = \text{closed} \\
  C_i,\text{add}(\mathbb{H}_j) \\
  C_i,\text{add}(\log_j)
  \end{align*}
  \]

- **Checkpoint on \( i \)**
  \[
  \forall M_{j,i} \in C_i, \text{ if} \ (\text{orphan}(M_{j,i})) \text{ then} \quad M_{j,i} \rightarrow \mathcal{P}(M_{j,i}) \\
  \text{status}_i = \text{checkpointed}
  \]

Figure 1: The simplified checkpointing protocol for ASP

The correctness of the protocol is ensured by the fact that the recovery state we build fulfills the hypothesis required in Section 3. The recovery cut is formed by checkpoints in which orphan requests have been promised; moreover a promised request is added for all the request receptions until the global state termination, which ensures that every in-transit messages has a promised event. The consistency of \( \mathcal{C}_H \) is ensured by the closure mechanism of the closed state. All in-transit messages are logged.

Concerning synchronization, a wait-by-necessity automatically occurs upon the service of a promised request, which is sufficient provided no orphan request are served before the checkpoint. For results (future values), we chose a safe approximation of the synchronization by waiting that all the futures that had been received before the checkpoint are received before restarting the activity.

5 Conclusion

Not just taking the happened-before as the causal link, this paper relaxes causality between events and provides a formal treatment for potential causality. Potential causality is parameterized by a semantics, taking into account equivalent executions. We defined the concept of Promised consistency. It captures a recoverability condition on a global state, putting at work the idea of a **promised event**: a place holder for a non-deterministic event, subject to the necessary synchronization upon recovery. Using promises, no systematic logging of application data is needed: promises are filled up with the data produced by re-execution. A recovery starts with the identification of a \( \mathcal{P} \)-consistent state to restart from, promises force the re-execution to reach an actual global state of the first execution. We finally identified a
local reduction that allows to bypass any global synchronization upon recovery from a well-defined effective recovery cut. Finally, this formalism was applied to show the $P$-consistency of the global states created by an existing fault-tolerance protocol.
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Appendix

This appendix contains the proofs of most of the properties and theorems presented in this paper. The last section focuses on the technical details of Section 3.5; it also presents properties that were not mentioned in the paper but are necessary to prove Theorem 3.3.

A Property 3.2: Properties of $C_p^\downarrow$ and $C_p^\uparrow$

$$C_p^\downarrow = \{ e \mid \exists e' \in P C_p, e \preceq e' \} \quad e \in C_p^\downarrow \land \neg \text{Det}(e) \Rightarrow e \in P C_p \quad C_p^\uparrow \Rightarrow C_p^\downarrow$$

Proof: $\{ e \mid \exists e' \in P C_p, e \preceq e' \}$ is trivially a consistent cut, and contains all the events $e \in P C_p$; minimality is trivial. Let $e \in C_p^\downarrow$, and $\neg \text{Det}(e)$. Thus $\exists e' \in P C_p, e \preceq e'$, so by Definition 6, $e \in P$. ∎

B Property 3.3 Reduction maintains $P$-consistency

There is a possible execution $(E', \prec')$ such that:

$C_p \models C_p' \land C_p$ is a $P$-consistent cut of $(E, \prec) \Rightarrow C_p'$ is a $P$-consistent cut of $(E', \prec')$

Proof: This proof focuses on non-trivial cases: cases involving transitive closure of causal order relations are skipped, they would be proved by a recurrence on the length of the inference necessary to assert $e \prec e'$. Moreover, we focus on the arguments relative to the newly added event $e$.

- If $\text{Det}(e), C_p^\uparrow \models C'$, then there is an execution equivalent to the one that generated $E$ such that $S \models C_p^\uparrow \models C'$ ($C'$ is consistent and $C' \subseteq C_p'$ by construction). If $e \prec_0 e'$ with $e' \in C_p'$, then first $\neg \text{Det}(e')$ (else $C_p'$ would not be a $P$-cut), and $\text{Det}(e)$ is sufficient to conclude that $C_p'$ is a $P$-cut.

We first prove that $C_p'$ is a P-cut. As $\text{Det}(e)$, suppose $e' \prec_0 e$, then $e' \in C' \Rightarrow e' \in C_p'$ ($C'$ is consistent and $C' \subseteq C_p'$ by construction). If $e \prec_0 e'$ with $e' \in C_p'$, then first $\neg \text{Det}(e')$ (else $C_p'$ would not be a P-cut), and $\text{Det}(e)$ is sufficient to conclude that $C_p'$ is a P-cut.

Second, we prove that $\prec'$ is the order induced by the potential order $\prec_0$ on $C_p'$. Suppose $e' \prec_0 e$ then $e' \in C_p' \setminus \{ e \} = C_p^\uparrow$ then $e' \in C_p'$ and $e' \prec e$ or $e' \succ e$ by definition of the reduction, as $e' \prec_0 e \Rightarrow e' \succ e$ (Definition 4), we have $e' \prec e$. Suppose $e \prec_0 e'$ then $e' \not\in C_p'$; thus, $e \in P C_p$ implies $e \prec e'$, and $\prec_0 \Rightarrow \prec'$. Reciprocally, suppose $e \prec e'$, then $e' \in C_p'$, so there is an execution belonging to $(E, \prec_0)$ such that $S^0 \models e \prec_0 e' \models C_p^\uparrow \models C'$, Definition 4 implies either $e \succ e'$ or $e' \prec_0 e$. If $e \prec e'$ then $e' \not\in C_p'$, thus, as $e$ is minimal in $E \setminus C_p^\uparrow$ (Definition 7), one of the executions belonging to $E$ is $C_p^\uparrow \models e \ prec e'$ thus either $e \succ e'$ or $e' \prec_0 e$. 
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Finally, $C'_p$ is a $P$-consistent cut of $(E, \prec^0)$ because $e \prec^0 e' \Rightarrow Det(e)$ and $e' \prec^0 e \Rightarrow e' \in C' \Rightarrow e' \in C'_p$ ($C'$ is consistent and $C' \subseteq C'_p$ by construction).

- If $\neg Det(e) \land \exists P(e_0) \in C_p$ such that $P(e_0) \prec e$, then first, $C'_p$ is a $P$-cut of $(E, \prec)$, Definition 14 has the same requirements for $e_0$ and $P(e_0)$. Second, $e_0 \preceq^0 e' \Leftrightarrow P(e_0) \prec e' \Leftrightarrow e' \prec e'$, and the same for $e' \prec P(e_0)$; so $\prec'$ is the order induced by the potential order $\preceq^0$ on $C'_p$ (it is exactly the same order as $\prec$ with $P(e_0)$ replaced by $e_0$). Finally, $C'_p$ is a $P$-consistent cut of $(E, \prec)$, Definition 11 has the same requirements for $e_0$ and $P(e_0)$.

- Else if $\neg Det(e) \land \exists P(e_0) \in C_p$ such that $P(e_0) \prec e$ then Properties 3.1 and 3.2 ensure that $S \leadsto C_p \subseteq C'_p \subseteq C''_p$ is a cut of a possible executions $(E', \prec^1)$.

First, $C'_p$ is a $P$-cut of $(E', \prec^1)$. Indeed, $e' \prec^1 e \Rightarrow e' \in C'_p$ then either $Det(e')$ or $e' \in \mathcal{P} C_p$ (Property 3.2), and if $e \prec^1 e'$ then $e' \notin C'_p$.

Second, $\prec'$ is the order induced by the potential order $\prec^1$ on $C'_p$. Suppose $e' \prec^1 e$, with $e' \in \mathcal{P} C'_p$, then $e' \in \mathcal{P} C_p$, Definition 6 implies $\neg e' \mathcal{R} e$ and thus $e' \notin C'_p$. Suppose $e \prec^1 e'$, then $e' \notin C'_p$ and thus $e' \notin \mathcal{P} C_p$ (contradictory). Reciprocally, if $e' \prec^1 e$ (one never has $e \prec^1 e'$) then $\neg e' \mathcal{R} e$ and $e' \in C'_p$. Definition 6 implies $e' \prec^1 e$.

Finally, we prove the $P$-consistency. If $e' \prec^1 e$ then $e' \in C'_p$ and Property 3.2 implies $Det(e') \lor e' \in \mathcal{P} C_p \subseteq C'_p$. If $e \prec^1 e'$ then $e' \notin C'_p$ because $e \notin C'_p$ and $C'_p$ is consistent, thus $e' \notin \mathcal{P} C_p$ and $e' \notin \mathcal{P} C_p$. Thus, $C'_p$ is a $P$-consistent cut of the execution $(E', \prec^1)$ (Definition 11).

**C Property 3.4: No dead-lock**

A possible execution leads $C_p$ to $C'_p$: $C_p \leadsto C'_p$.

**Proof:** We will prove that $\forall C_p \mathcal{P}$-consistent, if $C_p$ is not consistent then $\exists C'_p \exists e \in C'_p \setminus C_p, C_p \not\leadsto C'_p$. Then, by recurrence, there is a way of reducing $C_p$ to $C'_p$.

- $C'_p \neq C'_p \setminus C_p$ and $C'_p \setminus C_p$ being cuts of the same execution, $\exists e \in C'_p \setminus C_p$, $C_p \not\leadsto C'_p$. Moreover, $e$ is either a deterministic event or corresponds to a minimal promised event of $C_p$, and $C_p \not\leadsto C'_p$. Indeed, $\exists e \in C'_p \setminus C_p$, $C_p \not\leadsto C'_p$ implies $e$ is minimal in $C'_p \setminus C_p$ (Definition 6) then $e \notin C_p$ (else we should have $e \in C'_p$), and thus $C_p \not\leadsto C'_p$. Moreover, if $\neg Det(e)$ then $P(e) \in C_p$ (Property 3.2) and $P(e) \prec e$.

**D Property 3.5**

$C_p$ is a $P$-consistent cut and $C'_p \leadsto C_H$, where $\leadsto$ only performs deterministic events.

**Proof:** As a prerequisite, it is easy to prove that $\neg Det(e) \land e \in C_H \Rightarrow e \in \mathcal{P} C_p$. Let us
first prove that \( C_p \) is a P-cut. Let \( e \in \mathcal{P} C_p \), and \( e' \preceq e \). If \( \text{Det}(e) \) then \( e \in \mathcal{C} \), and \( e' \in \mathcal{C} \) (\( \mathcal{C} \) is a cut); if moreover \( \text{Det}(e') \) then \( e' \in \mathcal{C}_p \), else \( e' \in \mathcal{C} \subseteq \mathcal{C}_H \) and \( e \in \mathcal{P} C_p \).

\( \mathcal{P} \)-consistency of \( C_p \) is then ensured by the fact that \( e \in \mathcal{P} C_p \), and \( e' \preceq e \) implies that \( e \in \mathcal{C}_H \) and \( e' \in \mathcal{C}_H \), thus either \( \text{Det}(e') \) or \( e' \in \mathcal{P} C_p \). \( C_p^{\uparrow} \) and \( \mathcal{C}_H \) are consistent cuts of \( (E, \prec) \) and \( C_p^{\uparrow} \subseteq \mathcal{C}_H \) by definition of \( C_p^{\uparrow} \), thus \( C_p^{\uparrow} \rightarrow \mathcal{C}_H \) (moreover, events missing in \( \mathcal{C}_H \) are all deterministic).

\[ \text{E Theorem 3.1: Constrained execution} \]

\[ C_p \xrightarrow{\prec} C_p^{\downarrow} \Rightarrow \exists C' \subseteq \mathcal{C}, \mathcal{C}_H \xrightarrow{\prec} C' \wedge C_p^{\downarrow} \rightarrow C' \]

\[ \text{Proof :} \] We will prove that:

\[ C_p \xrightarrow{\prec} C_p^{\uparrow} \Rightarrow C_p^{\downarrow} \rightarrow C_p^{\downarrow} \]

Indeed, Property 3.4 ensures \( C_p^{\downarrow} \rightarrow C_p^{\uparrow} \), as moreover \( C_p^{\downarrow} \rightarrow \mathcal{C}_H \) only executing deterministic events, Definition 7 ensures that there is \( C' \) such that \( C_p^{\downarrow} \rightarrow C' \) and \( \mathcal{C}_H \rightarrow C' \).

By recurrence on the length of the reduction \( C_p \rightarrow C_p' \). If the length is zero then \( C_p = C_p' \), trivial. Suppose \( C_p \rightarrow C_p' \wedge C_p^{\downarrow} \rightarrow C_p^{\downarrow} \), let \( C_p' \leftrightarrow C_p^{\downarrow} \), \( C_p'' \) is a \( \mathcal{P} \)-consistent cut of an execution \( (E'', \prec'') \) (Property 3.3).

\begin{itemize}
  \item If \( e \in C_p^{\downarrow} \), then \( \text{Det}(e) \vee \mathcal{P}(e) \in C_p' \) (Property 3.2), and thus \( C_p^{\downarrow} = C_p^{\downarrow} \), indeed both are consistent cuts of the same execution (if \( \text{Det}(e) \) or \( \mathcal{P}(e) \in C_p' \) the proof of Property 3.3 ensures that the reference execution remains the same). Finally \( C_p^{\downarrow} \rightarrow C_p^{\downarrow} \) (recurrence hypothesis).
  \item If \( e \notin C_p^{\downarrow} \), then there is a cut \( C_1 \) of the execution \( (E'', \prec'') \) such that \( C_p^{\downarrow} \rightarrow C_1 \). Indeed, if \( \text{Det}(e) \) then \( e \) is compatible with all the events in \( C_p^{\downarrow} \setminus C_p' \): \( C_p' \rightarrow C_p'' \Rightarrow \exists C_2, C_p'' \rightarrow C_2 \), and, as \( C_p'' \rightarrow C_p^{\downarrow} \), \( \exists C_1, C_p^{\downarrow} ightarrow C_1 \) (one can choose \( (E'', \prec'') = (E', \prec') \)). Also \( \neg \text{Det}(e) \), similarly, \( \exists C_2, C_p'' \rightarrow C_2 \). Property 3.1 ensures that \( \exists C_1, C_p^{\downarrow} \rightarrow C_1 \) (as no \( e' \) in \( C_p^{\downarrow} \) is such that \( \mathcal{P}(e') \prec e \)).

Finally \( C_1 = C_p^{\downarrow} \) because \( C_p^{\downarrow} \subseteq C \), \( C_1 \) is consistent, and \( C_1 \) only differs from \( C_p^{\downarrow} \) by adding \( e \) (if there was a consistent cut containing \( C_p'' \) smaller than \( C_1 \), this would contradict the minimality of \( C_p^{\downarrow} \)).
\end{itemize}

\[ \text{\( \square \)} \]

\[ \text{F Technical Details for Section 3.5} \]

We will prove in this section that the reduction presented in the proof of the no deadlock property (Property 3.4) can be performed by only applying the rule for deterministic
reduction and the two rules for non-triggerable events. Then, as non-triggerable events can be considered as a triggerable ones, one can safely consider some events as triggerable and add the three rules supposing Trig(e).

We will refer to the reductions of the definition \[14\] as reduction (k) with \( k \leq 6 \)

An additional (technical) requirement on the local execution is used in this proof:

**Property F.1** The local adaptation of determinism and piecewise-determinism is as follows

\[
\begin{align*}
&s_i \xrightarrow{s'_i} s_i = s_i' \land e \notin \text{cut}(s'_i) \land \text{Det}(e) \Rightarrow \exists s^2, s'_i \xrightarrow{s^2} s^2 \\
&s_i \xrightarrow{s'_i} s_i \land s'_i \equiv s^1 \land \neg\text{Det}(e) \land \forall e' \in \text{cut}(s'_i)\mathcal{P}(e) \neq e' \Rightarrow \exists s^2, s'_i \xrightarrow{s^2} s^2 
\end{align*}
\]

If \( s_i \xrightarrow{s^1} s^1 \) belong to the same execution as \( s_i' \) then this property relies on the definition of the local execution, which should be piecewise-deterministic by hypothesis. However, suppose \( (e, s, e) \in \Gamma, e \in s/s_i \) and \( s_i \xrightarrow{s^1} s^1 \) belongs to a first execution, and \( s_i' \) to a second one. Then, \( s_i \xrightarrow{s^1} s^1 \) does not imply \( \exists s^2, s_i \xrightarrow{s^2} s^2 \) by nature. Thus, \( \exists s^2, s_i \xrightarrow{s^2} s^2 \) must be simulated by the logging of in-transit messages. Each usage of Property F.1 below supposes that in-transit messages are logged.

First, one can check easily (by recurrence on the reduction) that every element that is in \( c_i \) but not in \( \text{cut}(s_i) \) is non-deterministic, moreover, at the beginning all those elements are promised, and the only way to add a non-promised in \( c_i \) but not is in \( \text{cut}(s_i) \) are the reductions (2) and (3), thus the following property:

**Property F.2**

\[
e \in e \in \mathcal{P}(c_i) \Rightarrow e \in e \in \mathcal{P}(c_i)
\]

On the other side, all events in \( e \in \text{cut}(s_i) \) belong (possibly promised) to \( s_i' \):

**Property F.3**

\[
e \in e \in \text{cut}(s_i) \Rightarrow e \in e \in \mathcal{P}(c_i)
\]

In the following we denote \( c_i^1 = \{ e | e \in C_i^1 \land e \in P_1 \} \); we naturally extend the reduction on states to \( c_i^2 \), because of consistency. However, we will have to ensure that \( c_i = \{ e | e \in C_i \land e \in P_1 \} \), because \( c_i \) is already defined by the reductions of Definition \[14\]

First we state the sufficiency of rules (1), (5), and (6).

**Property F.4** If one applies the reductions as specified in the Property 3.4 (no dead-lock), i.e. deterministic and minimal promised events first, then reductions (1), (5), and (6) are sufficient to perform the same execution:

\[
C_p \xrightarrow{c_i^1} C_p^1 \land (\text{Det}(e) \land e \land \text{minimal promised event}) \Rightarrow (s_i, c_i) \xrightarrow{c_i^1} (s'_i, c'_i)
\]

And for each step of the reduction \( c_i = \{ e | e \in C_p \land e \in P_1 \} \) and \( c_i^1 \subseteq s_i \).
Proof: We suppose that for each step of the reduction \( c_i = \{ e | e \in C_p \land e \in P_i \} \) and \( C_p \xrightarrow{\cdot} C'_p \land (\text{Det}(e) \lor e \text{ minimal promised event}) \); and we prove that \( (s_i, c_i) \xrightarrow{\cdot} (s'_i, c'_i) \) and \( c'_i = \{ e | e \in C'_p \land e \in P_i \} \).

Concerning \( c'_i \subseteq s_i \), in all cases, Property \( F.2 \) ensures that \( c'_i \subseteq s_i \), because, as soon as we only apply reductions (1), (5), and (6), all elements of \( c_i \setminus \text{cut} s_i \) are promised events.

- If \( \text{Det}(e) \) then \( C_p^i \xrightarrow{\cdot} C' \) (Definition 12), thus \( c_i^i \xrightarrow{\cdot} c'_i' \); as \( c_i^i \subseteq s_i \) we necessarily have \( s_i \xrightarrow{\cdot} s'_i \) (Property F.1). Let \( P(e') \subseteq c_i \) then \( P(e') \subseteq C_p \), by definition \( P(e') \notin C_p^i \); but \( C_p^i \xrightarrow{\cdot} C' \) thus for any potential causality order \( P(e') \neq e \). Finally, \( \exists P(e') \subseteq c_i, P(e') \prec_{e} e \). Which ensures \( (s_i, c_i) \xrightarrow{\cdot} (s'_i, c'_i) \).

- \( \neg \text{Det}(e) \) then there is \( P(e') \) minimal in \( C_p \), \( P(e') \prec_{e} e \), moreover, we showed in the proof of Property F.4 that \( C_p^i \xrightarrow{\cdot} C' \), thus in the same way as in the deterministic case \( c_i^i \xrightarrow{\cdot} c_i^i' \), and thus \( s_i \xrightarrow{\cdot} s_i^i \) (Property F.1). Thus reduction (5) can be applied, and \((s_i, c_i) \xrightarrow{\cdot} (s'_i, c'_i)\).

Moreover, \( c'_i = c_i \cup \{ e \} \) ensures \( c_i^i = \{ e | e \in C_p \land e \in P_i \} \), as \( C'_p = C_p \cup \{ e \} \). Concerning the local ordering, the main difference between the two orders is for elements that are in \( s_i \) but not in \( c_i \). Let \( e' \in s_i \setminus c_i^i \); \( \text{Det}(e) \) and \( e \) can be executed after \( c_i^i \) implies that \( e \) is minimal in \( s_i \setminus c_i^i \).

Moreover, note that the execution occurring after the no dead-lock execution is such that \( C_p \) is a consistent cut, without any promised event, so either \( \text{Det}(e) \) and reduction (1) applies, or \( \neg \text{Det}(e) \) and reduction (6) applies trivially. \( \square \)

Property F.5 Every non-triggerable event can be considered as a triggerable one.

This property are proved by verifying that, if \( (s_i, c_i) \xrightarrow{\cdot} (s'_i, c'_i) \) by the reductions (5) or (6), and on has \( \text{Trig}(e) \) then \( (s_i, c_i) \xrightarrow{\text{Trig}(e)} (s'_i, c'_i) \) by the reductions (2) or (3) plus the reduction (4). One mainly has to verify that the prerequisites for reduction (5) ensures (2) and (4) can be applied, and the same for (6) and (3) plus (4).

This property ensures that the three rules (2), (3), and (4) supposing \( \text{Trig}(e) \) are not necessary in Definition 14. However, these rules provide much more asynchrony for the reduction.

The last property necessary to prove the correctness of the local recovery mechanism is the following:

\footnote{Recall that this necessitates that in-transit messages are replayed at re-execution}
Property F.6

\[(s_i, c_i) \xrightarrow{e_1...e_n} (s'_i, c'_i) \Rightarrow C_p \xrightarrow{e} C^1_p \land (s'_i, c'_i) \xrightarrow{e} (s^1_i, c^1_i)\]

where \(c^1_i = \{e | e \in C^1_p \land e \in P_i\}\)

We will concentrate on the following proof, the generalization being easy:

Property F.7

\[(s_i, c_i) \xrightarrow{e} (s'_i, c'_i) \Rightarrow C_p \xrightarrow{e} C^n_p \land (s'_i, c'_i) \xrightarrow{e} (s^n_i, c^n_i)\]

where, for the initial configuration \((s_i, c_i)\) we have \(c_i = \{e | e \in C_p \land e \in P_i\}\) and \(c^1_i \subseteq s^2_i\)

where \(s_i \xrightarrow{T(e_1)...T(e_n)} s^2_i\). And similarly for the final configuration \((s^n_i, c^n_i)\).

Proof: First, because of Property F.6 it is sufficient to verify the theorem in the case where we would not apply reductions (5) and (6). Indeed, reductions (5) and (6) could be rewritten to some reductions (2), (3) and (4); a non-triggerable event is just an event for which we must apply reduction (4) right after reduction (2) or (3), meaning also that we must be check that (4) is applicable before doing (2) or (3).

Similarly to the proof of Property F.6 we suppose that for each step of the reduction \(c_i = \{e | e \in C_p \land e \in P_i\}\) and \((s_i, c_i) \xrightarrow{e} (s'_i, c'_i)\); and we prove that \(C_p \xrightarrow{e} C^1_p \land (s'_i, c'_i) \xrightarrow{e} (s^1_i, c^1_i)\) and \(c^1_i = \{e | e \in C^1_p \land e \in P_i\}\).

Concerning \(c^n_i \subseteq s^2_i\) where \(s_i \xrightarrow{T(e_1)...T(e_n)} s^2_i\); Property F.2 ensures that if \(e \in c^n_i \setminus cut(s_i)\) then \(e \in c^1_i \setminus cut(s_i)\) and \(Trig(e)\). Moreover, \(\forall e' < e, e' \in c^1_i\), where \(<\) is the causal order for the first execution, which is identical to the order on \(C_p\) until the last promised event; let \(e^1\) be a minimal event such that \(e^1 \in c^1_i \setminus cut(s_i) \land e^1 < e\). The reduction (4) labeled \(T(e^1)\) applies to \(s_i\): let \(C^n_p = C_p \setminus \{e^1\}\), and \(c^n_i = \{e | e \in C^n_p \land e \in P_i\}\), by construction, and because \(e^1\) is minimal in \(C^n_p \xrightarrow{e^1} C'\), and \(c^n_i \subseteq s_i\); thus \(\exists s^3_i, s_i \xrightarrow{T(e^1)} s^3_i\). Applying the same similarly and recursively for all \(e^k < e\), one finally obtains \(s^k_i\) such that \(c^k_i \subseteq s^n_i\) where \(s_i \xrightarrow{T(e_1)...T(e_n)} s^k_i\).

It is important to note that: \(e\) minimal in \(c_i \setminus cut(s_i)\) \(\Rightarrow \exists P(e') \in c_i, P(e') \prec e\).

The proof of this implication is trivial. Moreover, the consequence of a non-deterministic event can only occur after this event has been artificially triggered (see the remark below concerning non-deterministic message sending). As triggering an event is subject to wait-by-necessity, this ensures the synchronization relatively to triggerable events.

Remark also that \((s_i, c_i) \xrightarrow{e} (s'_i, c'_i)\) implies \(e \notin c_i\).

Suppose now \((s_i, c_i) \xrightarrow{e} (s'_i, c'_i)\), consider the least consistent cut (of the first execution) containing all the events of \(s_i\) and of \(C^1_p\), let us denote it \(C\). It is easy to verify that \(C \subseteq C^1_p\) and, by construction, there are \(e^1...e^n\) such that \(C^1_p \xrightarrow{e^1...e^n} C\). We can choose \(e^1...e^n\) to be part of the no dead-lock reduction, or more precisely, to always reduce minimal promised

---

Footnote: else one would not have \(e^1 \in c^1_i\)
or deterministic events $s_i \subseteq C$ and $e \not\in C$ (because $e \not\in c_i$) implies $C \xrightarrow{e} C'$. Once again, we rely on the no dead-lock reduction, and on the proof of Property F.4. We then have $(s_i, c_i) \xrightarrow{e^1..e^n} (s^n_i, c^n_i)$. As all the events of the reduction are promised or deterministic ones the reduction diagram commutes, for example:

$$(s_i, c_i) \xrightarrow{e} (s'_i, c'_i) \text{ and } (s_i, c_i) \xrightarrow{e} (s'_i, c'_i):$$

if $\text{Det}(e)$ and $\text{Det}(e^1)$ and by definition $e^{e^1}$ is equivalent to $e^1 e$. If $\neg \text{Det}(e)$ and $\text{Det}(e^1)$ then $s'_i = s_i$, and $s_i \xrightarrow{e^1} s^1_i$, which is sufficient to conclude (see below for the arguments relative to the ordering inside $c_i$). Else $s^1_i = s_i$ and the presence of $P(e^1)$ is sufficient to ensure that the diagram commutes, and the relative position of $e^1$ and $e$ is not sensible to the order of the two events.

We skip the details about the ordering of events, but it is important to note that deterministic events are ordered relatively to cut($s_i$) and not to $c_i$, thus their position w.r.t. non-deterministic ones depends on the moment the non-deterministic ones are triggered ($T(e)$), not on the moment $e$ is performed. So, the non-deterministic events are automatically placed after the deterministic ones which are necessary for their execution ($\exists s'_i, s_i \xrightarrow{e} s'_i$ implies all the deterministic events that are causally before $e$ must have happened).

Note there is no restrictions on the link between intermediate local configurations and global ones.

The communication mechanism for recovery is slightly different if the sending of a message is a non-deterministic triggerable event, indeed in that case: a message is still automatically received some time after having been sent, but it is only sent once the $T(e)$ execution has been performed:

$$s_i \xrightarrow{T(e)} s'_i \wedge (e, e') \in \Gamma \Rightarrow s_j \xrightarrow{e'} s'_j, \text{ with } s_j \in S''', e' \xrightarrow{e} S''$$

There might still be constraints on the receiving state $S'''$ depending on the causal ordering of messages.

This is necessary in order to ensure the last property: as stated in the proof, a triggerable event occurs inside the state and takes it place only upon the application of the reduction (4), not upon reduction (2) or (3).

Finally, Theorem 3.3 is a direct consequence Theorems 3.1 and 3.2 and Properties F.4 and F.6.