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2 Extended Synopsis

Abstract: We proposeto develop aforma model of information representation and
process$ng in the part of the neocortex that is mostly concerned with visual informa:
tion. Thismodel will open new horizonsin awell-principled way in the fields of arti-
ficial and bologicd visonaswell asin computational neurosdence. Spedficdly the
goal isto develop a universdly accepted formal framework for desaibing complex,
distributed and Herarchicd processes qable of processng seamlessy a cntinuows
flow of images This framework fedures notably computational units operating at
severa spatiotemporal scdeson stochadic data aising from natural images Mean-
field theory and stochadic cdculus ae usal to harnessthe fundamental stochagic
nature of the data, functional analysis and hifurcéion theory to map the complexity
of the behaviours of these asgmbliesof units. In the asence of such founditions
the development of an understanding o visua information processng in man and
madhines ould be gredly hindered. Althoughthe proposd addressedundamental
problems its godl is to seve asthe bags for groundbreging future computational
development for managing visual data and as atheoreticd framework for a s¢entific
understanding o biologicd vision.

One often remgrizesvision asthe main sensory procedure by which we perceave our environ
ment. Degoite its goparent simplicity when considered from the naive introspedion viewpaint its
understanding remains a tallenge for sdentific invegigation. With the advent of more powerful
computers in the 70s and the 80s the field of digital image processng and analysis wasborn in
the US whil e there had been for severa centuries atraditionin Europe in particular of visual psy-
chophysics[1]. But it wasDavid Marr [3] at MIT who sd upthe dage for ajoint study o artificia
and hiologicd vision bymaking the informed statement that visonwas a information processng
tak which wasrelatively independent of the organism, natural or artificial, that wasperformingit.
Thisraised alot of enthusam worldwide and started a long line of reseach which is continuing
today.

Nonetheless after the deah of David Marr the two communitiesof psychophysicists and reu-
rophysiologists of vision on ore hand, of artificial vision sdentists on the other hand, which for a
while had been partialy united split again. The former went bad to explore the mazeof visud
phenomena whil e the latter went badk to developing “fad and robust” algorithms that work, in the
spirit of goodengineaing. One of the main rea®ns for this divison wasthe ladk of a common
framework for thinking about visual perception. Degpite of this, the intelledual interadions be-
tween the two communitieshave cntinued over the yeas onsuch problems asthe gructure of the
process$ng, battom up, top dovn, or bath, the datisticd nature of natural images the aquisition
of knowledge anditslater use as aorior.

Artificial vision reseachers have defined anumber of organizaional concepts auch astherich
geometric gructure underlying image formation a fundamental variational principlesthat are the
bags of many state of the at computer vision algorithms. There remains the fad that many of
these &gorithms have to be hand tuned for a particular applicaion and dfiten fail i n unconstrained
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environments. Computational neurosdentists ae using more and more the concepts of informa-
tion theory and Bayesdedsion making which are dso popuar in the atificia vision community.
Their approach differs fundamentally from that of main stream artificial vision reseachers in two
ageds, dynamic and stochadic.

First, perhaps becaiseneurons caand be turned off as a omputer, they have developed repre-
sentations of their adivity that are inspired by the theory of dynamica systems and think in terms
of interading trgjedories and hifurcations rather than in terms of static data gructures Seand,
becauseneurons adivity seemsto contain a sgnificant amourt of noise and becaiseneurons cme
in extremely large popuations, they have developed stochagic methods often inspired by statisti-
cd physicsthat are pradicdly unknavn in artificial vision. To state mattersin avery controversial
manner, one uld say that artificial vision sdentists ae successul in very smple environments
with very sophisticated algorithms operating onsimple data dructureswhil e visual computational
neurosdentists ae nat sure what task is being performed by their very sophsticaed representa-
tions that seen to ad somewhat randamly.

Timefor areconciliation This proposd intends to show that it is passble to remncile ome of
these aparently contradictory positions by reconsidering the notion o processng in the light of
the most recent findings in biologicd vision reseach with the help of some of the mathematicd
organizaional principlesthat have emerged in the lad few yeas in artificial vision and computa-
tional neurosdence

A unifying model  Our approad is fundamental and guded by the motivation to show the
“unrea®nable dficiency of mathematics” in neurosdence, to paraphrasethe physicist and Nobel
prizewinner Eugene Wigner [2]. Adoping the soiking neuron asour starting pant asthe snalled
computational units that we will consider, we will first show how the datistics of the times a
which it generates ation pdentials can be rigorously linked to thoseof itsincoming, pres/naptic
spike trains which can be ultimately traced bad to those of the enwvironment, in ou casethe
spatiotempora statisticd propertiesof natural images

We will then buld ahierarchy of functional units where eat unit will have a ¢ea biologicd
and mathematicd/computationa charaderization. From (models of) single neurons we will con
struct from first principles (models of) corticd columns; from (models of) corticd columns we
will construct, again from first principles(models of) corticd areas First onthelist of candidates
for theseprincipleswe will consider mean-field theory and large deviation principlesbecaisethey
are exadly tailored to the desciption o large popuations of interading entities and can provide
predsequantitative desciptions of the behaviours emerging from theseinteradions. Neurons will
interad within corticd columns, corticd columns will i nterad within areas ad areaswill i nterad
through feadforward and feedbadk projedions. All i nteradions will have rich dyramics as sg-
geded by reurophysiology and will t ake placein afundamentally nondeterministic framework to
refled the goedfic charaderistics of the gatio-temporal statistics of natural i mages as siggesed
by computational and Hologicd vision.

Each step in the hierarchy will be modelled mathematicdly using the concepts of stochadic
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dynamicd systems. Thesemodelswill be analysed in the framework of functional analysis, bifur-
cdion theory and stochatic cdculus. Thiswill result in anew and profound unérstanding o the
sort of representations that can emerge from such systems. In this framework the gates i.e. the
solutions of the equations deseibing the units, are the representations, or the neuronal states and
the time evolution o the dates ae the computation, or the neuronal behaviours. We will go asfar
aspossble in the diredion o mapping ou this unknavn territory by studying the typesof solu-
tions and their bifurcdions with reped to the inpu, i.e. natural images aswell aswith reped
to some of the parameters that will descibe the gatiotemporal neurogeometry of the functional
units.

Since mmputer vision and computational neurosdence of vision have been aroundfor more
than thirty yeas, one may wonder at this point whether some such founditions exist arealy. It
turns out that this is not the case While he taught computer vision at MIT and computational
neurosadence d Ecole Normale Supérieure de Paris the principal invedigator redized haw infor-
mal, impredse and incomplete wasthe material on the topic. For teating geometric computer
vision, one can rely on a dean and solid formal model [6, 4]. But when general computer vision
or computational neurosdence ae mnsidered, the rare existing bools, e.g. [9, 7, 5, 8], propcse
inventariesof disparate techniques developed for the purposeof explaining particular agpeds and
spedfic techniques A forma model is missng and to develop oreis amain goal of NerVi. In-
deed, as aby-product, the projed shoud bring improvements to course materials for artificial and
biologicd vision, and provide the bags for new courseson computational neurosdence.

Thefirst goal isto develop amathematica model of visual information processng. The seond
isto usethismode for artificial and kiologicd vision applicdions.

Putting the model toatest The models and the predictions they will provide throughtheir
mathematicad analysis will be submitted to adoulle seutiny through numerica and psychophysi-
cd experiments. Thetheory will beinstantiated as @mputer code that will be run onconventiona
equipment and urconventional parallel analog herdware. The latter will be avail able throughex-
isting coll aborations within an EC funded projed.

The numericd experiments will save two pupaoses The first se of experiments will be run
onthe parall el analog hardware andwill be predous to guide usin chocsing the hypahesesunder-
lying the datisticd analysis of large popuations of neurons that will | ead us, throughmean-field
analysis, to propasing the models of corticd columns and corticd areas The seond se of experi-
ments will be run onconventional hardware and will allow usto processred sequencesof natura
images and to compare the results with those obtained by traditional but state of the at artificial
vision algorithms.

The psychophysicd experimentswill be doreto teg the predictions of the mathematicad model
andits computational i nstanciation that relate to the existencein the human visua system of a dose
interadion between feadforward and feedbadk processng all owing the low level visual areas sich
asV1andV2that ad as ative bladkboards to edablish very rapidly a detailed coherent descip-
tion o the content of the retinal image. Due to the very small ti me constants, of the order of afew
milli seonds, that seen to be invaved in the feedbadks this rulesout the useof conventional func-
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tional magnetic reonanceimages Wewill i nstead usemagneto- and eledro-encephal ography that
have aifficient time predsion and for which the Odyssee group hasbuilt considerable expertise
These aperiments will also require the use of the most advanced techniques and algorithms in
diff usion magnetic resonance imaging to edabli sh the red geometry of the corticd areas ad their
conredions. The Odyssegroup has dso built a cmnsiderable expertisein this aea

High risk high gain  What are the challenges and chancesfor achieving such an ambiti ous goal
with NerVi?

Not enough theoretical There is arisk to stay too close to current artificial vision tech-
naogy and to get lost into the massof the available pulished reallts in neurophysiology and
psychophysics of visual perception. If we ae too influenced by techndogicd and experimental
detail s of anonfundamental nature, we will obtain amodel that istoo complex and biasel towards
the aurrent techndogy d the gplicaions and its limitations on the computer vision side and too
dependent of the sometimes @ntradictory experimental results on the biologicd vision side. As
a aonsajuence, it will be impossble to lay the gppropriate formal foundations. In recent applied
works in computer vision and reurophysiology o vision, the principal invegigator could obseve
the limits of ad hac gpproaches and the aucial need for solid foundhtions to guide the goplications
and for generating relevant experimental quedions. He is thus much aware of this pitfall. His
experience and that of a number of talented theoreticians who will be assciated to the endeavor,
shoud alow avoiding it.

Tootheoretical Of course thereisthe somewhat oppasite risk of developing beautiful theo-
reticd techniqueswith littl e impad outside of acalemic drcles But thisisnot the dyle of the PI's
reseach. Indedl, the principal invedigator hasfor the lag ten yeas dways been invaved with
works with transfer to industry. In particular his work onthe geometry of the formation o images
hashad important impad on the techndogy that is used in companiesin image proces$éng and
robaics worldwide. Foundational work here is not agoal for its own see (which would already
have been a fair motivation) but is meant as a sund kags for future scentific understanding o
biologicd vision and for future development of artificial vision applications.

All or nothing? With top quality reseachers and the amnbition to succeeal, NerVi will save as
the cadalyst for excdlent European reseach onthe topic. Even if the projed doesnat read its
full goal of providing a cmprehensive, universdly accepted framework for afull theory of visual

perception the outcome of the projed shoud provide substantial progresstowards this goal.

An opportunity for Europe DoesEurope have a dance to succeal in this drategic field that
will surely be very competitive? In the late 70s (when the Pl finished his PhD), Europe was &-
most absent from computer vision reseach and computational neurosdence. Europe hasregularly
closed the gap with the US and nov haosts international quality groups in many courtries one of

14



them being the Odyseteam. Computer vision developed in Europe garting from afew pionees,
Mike Brady in the UK, J.-O. Eklundhin Sweden, H.-H. Nagel in Germany and the Pl in France

One canr now sa that the ceter of gravity has $ifted from the US to Europe in this aea
ECCV is avery succes$ul international conference and ICCV is held in Europe every third yea.
Many of the pag winners of the Bes Paper Awards & these onferenceshad ore European co-
author. Success ca be atieved only by driving the development of sophisticated mathematicd
models with concrete techndogicd goals. With a grong greseicein bah biologicd and artificia
vision, NerVi and more generaly Europe ae idedly placel to cary out such a programme. We
will seein the next sedion haw this can be adieved using a methoddogy basel onthe foll owing
principles

e developing mathematicd founditions combining techniques from functional analysis, bi-
furcdion theory, and stochadic cdculus,

e building onthe reailts and experience drealy achieved,

e bringing together locd talents and reseachers from an aready existing network of coll abora-
tors, that will be extended during the projed.
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