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/ * Kohonen Self-Organizing maps are interesting computational \ 4 e o o A
Goals structures because of their original properties, including adaptive Prehmmary experlmental results
topology and competition, their biological plausibility and their Grid - Black/White:

successtul applications to a variety of real-world applications.

* Here, this neuronal model 1s presented, together with 1ts possible
implementation with a variational approach. We then explain why,
beyond the interest for understanding the visual cortex, this approach 1s
also interesting for making easier and more efficient the choice of this

neuronal technique for real-world applications. / |
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elf-organizing-maps specification

Given an mput sequence of retinal “"1cons":

z(p), withp=1{0---S{® and 7 € {0---T{
and a 2D neuronal map of linear neurons of equation mj
2, =X; W, with weights w, (p) and v € {0..N{’ WEIGHTS INPUT IMAGE => RECONSTRUCTION

(internal regularization) (using weights on the left)

. /

we consider the unsupervised learning of the neuronal weights minimizing

g// ot —WMPH/M | g(Vew) +/y [ eqvow)

input Intra-neuron inter-neuron
where (classical self-organizing map learning rule) From SOM to dimensional reduction mechanisms
Y (u)=e ™17 u=d(v,arg max, |x, —w,|)?

while non-linear diffusion is specified via  ¢'() and £'() * Bio. plausible dimensional reduction (to be implemented 1n a spiking NN)

yielding: Sensory input Early—processing front—end Dimensionality reduction
I i -
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i, = VW L= (% = w,[) (x. = w,) =@ (Vew, JApw, —€(IV,w,)A,w . m } _
Convergence a la Lyapounov is obvious flw e.g. Kanstein and Goser =5 -

This formulation includes non-linear SOM as proposed by Fort and Pages. Physical data Huge vector
non—linear space linear s pace

\ / dimension d dimension D >> d

based on a local linear mechanism 1n a fully connected netwotk (flw LLE)

ﬁplementing the WTA mechanism in this context.

o=argmin Jlw-of + [ [T + [l Uy = U
b{o) =001 =)t [0,1] 5 R 1=0 =

bi-modal (1(0) = ¥(1) =0, max at t > 1/2)

(here t increases with time to speed-up convergence)
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to be related to Laplacian/Hessian eigen-map (€.g. Donoho-Grimes'03)
to be related to sensori-motor learning (e.g. Philipona-O'Reagan-Nadal'03)

This formulation leads to a local distributed implementation
and guaranties the convergence towards a local minimum of the criterion.

Inpur Intermediare Cuipur
Fig. 5 One example of mesolt for the winmerdake-all mechanism im
plemented wing the proposed mathod, The vary noisy (more than 80%)

arigingl image s on the left: the imtermediate result shows how diffusion is
combined with ercsion yielding the fnal result, shown also with a zoom.

/~ ~Conclusion / Perspective N\

*Using a variational approach yields

\'élil”;ﬂ.’;i‘iliii;iffiiﬁ’]ﬂ?ﬁ’i.]”.‘#Ii]f“d?r‘ﬁ-ﬁ"ﬁi e inner take all in a very noisy case. /
+ no-input self-organization
+ better convergence

G{eferences \ + |local WTA feedback
°Not to be limited to 2D dim. reduction

* Build a link between Eigen-Maps and SOM/TOM
Self-organizing maps based on differential equations, A Keinstein, C. Groser, ESSAN'94 \ * Inte grat e multi-modal I sensori-motor I temp oral aspe cts /
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A non-linear Kohonen algorithm, J.C. Fort, G Pages, ESSAN'94




