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Abstract

We develop numerical methods for the simulation of particulate flows where a dense
phase and a dilute phase interact through drag forces. Semi-Lagrangian techniques
are presented to handle the Vlasov-type equation which governs the evolution of the
particles. We discuss several options to treat the coupling with the hydrodynamic
system describing the dense phase, paying attention to strategies based on staggered
discretizations of the fluid velocity.

1 Introduction
This paper is concerned with the numerical simulation of dilute suspensions. The modelling
is motivated by many applications ranging from industrial processes to natural flows. For
instance, the study of such flows is involved in the design of internal combustion engines
and the improvement of their performances [47, 53, 67]. The problem is also relevant for the
conception of fluidized beds [7] where particles are suspended in the fluid stream, in order
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to promote contacts and exchanges (of mass or heat) between the particles and the fluid.
Similar questions arise from nuclear energy security, and weapons physics purposes. Other
applications cover the dynamics of biomedical sprays [3, 4, 30, 52], environmental studies on
pollutant transport [28, 54, 55, 58, 65], the formation of sandstorms, sediment transport, the
“white water” produced by breaking waves [48], dispersion of ash during volcanic eruptions
[56], powder–snow avalanches [16], etc.

We adopt a statistical description of the dilute phase through the distribution function
f(t, x, v) of the particles in phase space. Here and below, x and v are independent variables
that stand for the position and velocity variables, respectively, while t represents time. In
this modelling, at any position both phases can be present, and, assuming that particles
are spherically shaped with typical radius rd, 4

3πr
3
d
∫
f(t, x, v) dv defines the local volume

fraction occupied by the particles. The particle distribution function obeys the collisionless
Vlasov equation (or Williams equation)

∂tf +∇x · (vf) +∇v · (Ff) = 0. (1.1)
(Note that, since x and v are independent variables, ∇x · (vf) = v · ∇xf .) It is coupled
to a hydrodynamic system describing the evolution of the dense phase through the drag
force term F . Denoting by u(t, x) the velocity field of the dense phase, the drag force is
proportional to the relative velocity

F = D (u− v).
The coefficient D (homogenous to the inverse of a time) is given as a function of |v− u|, the
expression of which might be quite complicated, depending on the physical characteristics
of the flows [50, 53]. Our ideas extend to the general case, but for the sake of simplicity, we
shall restrict the description of the scheme to the simple linear case where D is a positive
constant (Stokes flows). In this case, its expression is D = 9µ

2r2
d%d

, where µ stands for the
dynamic viscosity of the fluid, and %d the mass per unit volume of the droplets (see [19]
and the references therein). In the momentum equation that prescribes the evolution of the
velocity u, we find a source term that accounts for the drag force exerted by the particles on
the fluid:

S(t, x) = md

∫
Df(t, x, v) (v − u(t, x)) dv = md

∫
v ∇v ·

(
Ff(t, x, v)

)
dv,

where md = 4
3πr

3
d%d stands for the mass of the particles. (For Stokes flows note that mdD =

6πµrd.) The difficulty for the analysis and the numerical simulation can be ranked depending
on the other modelling assumptions. In particular we can distinguish the following situations:
• We can consider the carrier fluid as compressible or incompressible, inviscid or viscous.

It leads to a huge variety of PDEs systems, with quite distinct features. Here, we will
restrict to compressible and inviscid flows, described by standard Euler equations, with
a mere state law for defining the pressure. Furthermore, we will work with isentropic
models; taking into account energy exchanges leads to further technicalities [12, 51].
The local well-posedness of this situation is investigated in [5]. For the analysis of
coupling with the Navier-Stokes equation we refer the reader to [13].
• Interparticles collisions are neglected. On the same token, Brownian motion of the

particles is in most of the applications negligible; however adding velocity-diffusion
helps in dealing with asymptotic regimes, based on relaxation towards Maxwellian
states [18, 38, 39, 41]. We also refer the reader to [42] for the derivation of such
diffusion term based on the modelling of some “turbulence” effects. In this paper we
shall only consider drag forces.
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• According to the terminology introduced in [53], for very thin sprays, the back reaction
of the particles can be neglected; for thin sprays the coupling is due to the momentum
exchanges only. By constrast, dealing with thick sprays means that the volume occu-
pied by the particles cannot be neglected in the mass and momentum balance for the
fluid, which introduces further coupling terms. This work only deals with thin sprays,
the extension to thick sprays will be discussed elsewhere [6].

It is worth pointing out that a simplified framework can be obtained by assuming that
particles are mono-kinetic: f(t, x, v) = n(t, x)δ(v = V (t, x)). In turn, the macroscopic quan-
tities n,V satisfy a pressureless system [15]. However, such a system is known to produce
unphysical solutions, which do not capture the spreading of particles, nor the possible cross-
ing of trajectories (simulation of crossing jets), see [44]. A pressure term can be introduced
in the model, as a trace of particles interaction; for instance it models close packing effects
intended to prevent the particle concentration to reach a certain threshold, see [8, 55, 54, 58]
and the references therein.

The numerical simulation of the Vlasov equation in such fluid-particles systems is usually
performed by Particle-In-Cell (PIC) methods [1, 54, 55, 58]. However, these techniques are
known to be highly sensible to sampling errors. Recently, H. Liu, Z. Wang and R. O. Fox
[49] developed a level-set approach. In plasmas physics, it turns out that grid methods can
now be a serious alternative to PIC methods. In particular the Semi-Lagrangian framework
has been developed with remarkable success [9, 14, 20, 26, 27, 33, 34, 35, 43, 59, 60]. Based
on the similarity of their structure, we expect that Semi-Lagrangian methods can be applied
to fluid-particles flows too. This paper is an attempt in this direction.

We shall use the interpretation of the Semi-Lagrangian method as a Finite Volume
scheme: the numerical fluxes are defined through integration of the end-points of the cells
over the characteristics and a suitable interpolation procedure. Of course, the main difficulty
relies on the treatment of the coupling with the hydrodynamic system. We shall use a time–
splitting method which can be interpreted as a prediction–correction algorithm. We have
in mind the possible integration of the method in industrial codes, where hydrodynamics is
treated with a Lagrange-projection method on staggered grids [1, 62], with a version of the
so–called BBC scheme [23, 29, 45, 61, 68]. This leads to the difficulty of defining the discrete
force term in (1.1) and in the momentum equation. Hence, the paper is organized as follows.
We start by collecting a few properties of the equations. In particular, by contrast to sys-
tems arising in plasma physics, since the field (x, v) 7→ (v,D(u(t, x) − v)) is not divergence
free, the L∞ estimate on the initial data is not conserved uniformly. Section 3 overviews
the principles of the Semi-Lagrangian methods and we explain some technical choices that
look relevant for our purposes. Section 4 details the time-splitting strategy, which is based
on a prediction-correction approach. We also explain how to handle the space-discretization
and several options are discussed for the source term. We begin with the simple case of
a coupling with the Burgers equation, and our results can be compared to [49]. Then, we
extend the scheme for a coupling with the isentropic Euler equations for thin sprays. Section
5 is devoted to numerical simulations.

2 Basic properties of the Vlasov equation and the cou-
pling

From now on, we restrict ourselves to the one–dimension framework. (As far as we work
with Cartesian grids, the extension to higher dimensions follows by reasoning direction-wise.)
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Equation (1.1) needs to be completed by initial and boundary conditions. We thus set

f
∣∣∣
t=0

= f0, a positive and integrable function.

For the boundary conditions, throughout this paper we assume either periodicity or perfect
reflection of the particles on the boundaries x ∈ {xmin, xmax}:

f(t, xmin, v) = f(t, xmin,−v) for v > 0, f(t, xmax, v) = f(t, xmax,−v) for v < 0.

It is convenient to associate to the particle distribution function f the following macroscopic
quantities:

n(t, x) =
∫
f(t, x, v) dv, Density of the dilute phase, (2.2)

V (t, x) =

∫
vf(t, x, v) dv
n(t, x) = J(t, x)

n(t, x) , Bulk particles velocity, (2.3)

K(t, x) = 1
2

∫
v2f(t, x, v) dv, Kinetic energy of the particles. (2.4)

We can equally define the temperature by nθ(t, x) =
∫

(v − V (t, x))2f(t, x, v) dv ≥ 0. We
remind that the particulate volume fraction is 4

3πr
3
dn(t, x).

Let us rewrite (1.1) in the following non conservative form

∂tf + v∂x(f) +D(|v − u|)(u− v)∂v(f) = Γf, (2.5)

with

Γ(t, x, v) = ∂v
(
D(|v−u(t, x)|) (v−u(t, x))

)
= D(|v−u(t, x)|) +D′(|v−u(t, x)|)|v−u(t, x)|.

It is natural to assume that z 7→ D(z) is non decreasing and bounded from below by a
positive constant; accordingly, Γ is bounded from below too. Neglecting any difficulty that
could be related to the regularity of the fluid velocity, we introduce the characteristic curves
defined by the ODE system

d
dsX(s; t, x, v) = V (s; t, x, v), d

dsV (s; t, x, v) = D(U(s;X(s; t, x, v))− V (s; t, x, v)),

X(t; t, x, v) = x, V (t; t, x, v) = v.

Here X(s; t, x, v) (resp. V (s; t, x, v)) represents the position (resp. the velocity) at time s of
a particle which starts at time t from position x and velocity v. Then (2.5) can be recast as

d
ds

[
ln f(s,X(s; t, x, v), V (s; t, x, v))

]
= Γ(s,X(s; t, x, v), V (s; t, x, v)).

Integrating between s = t1 and s = t = t2 yields

f(t2, x, v) = f(t1, X(t1; t2, x, v), V (t1; t2, x, v)) exp
( ∫ t2

t1
Γ(s,X(s; t, x, v), V (s; t, x, v)) ds

)
.(2.6)
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This formula will be at the basis of the Semi-Lagrangian scheme. In particlar, it implies that
the total mass of the particles is conserved: we have∫∫

f(t, x, v) dv dx =
∫∫

f0(x, v) dv dx.

In fact, the following local mass conservation law holds

∂t

∫
f dv + ∂x

∫
vf dv = ∂tn+ ∂xJ = 0. (2.7)

As a matter of fact, further useful estimates on the solution can be deduced from (2.6).
For instance, in the specific case of Stokes flows (Γ = D is constant), we deduce from this
formula the following remarkable consequences:
• We have

min
x,v

(f(t1, x, v))eD(t2−t1) ≤ f(t2, x, v) ≤ max
x,v

(f(t1, x, v))eD(t2−t1). (2.8)

It expresses the trend of the particles velocity to concentrate to the bulk velocity, due
to the drag forces [46].

• However, the Lp norms are not conserved when p 6= 1: ‖f(t)‖Lp = eD(1−1/p)t‖f0‖Lp .
In particular, the L2 norm cannot be used to evaluate the numerical diffusion, as it is
natural for the Vlasov equations of plasma physics [9, 34].

In the context of thin sprays, the Vlasov equation (1.1) will be coupled to the Euler
system for the density (t, x) 7→ ρ(t, x) and the velocity (t, x) 7→ u(t, x) of the carrier fluid as
follows. Let %f > 0 be a typical mass per unit volume for the fluid. Mass and momentum
balance lead to

∂tρ+ ∂x(ρu) = 0,
%f
(
∂t(ρu) + ∂x(ρu2)

)
+ ∂xp = md

∫
D(v − u)f dv. (2.9)

Here and below, we shall restrict to the simple case of an isentropic gas law, where the
pressure is given by

ρ 7→ p(ρ) = kργ, k > 0, γ > 1.
For the boundary condition we assume u(t, xmin) = 0 = u(t, xmax). We observe that the total
momentum is conserved since

∂t(%fρu+mdnV ) + ∂x(%fρu
2 +mdnV 2 + p+mdnθ) = 0,

bearing in mind the relation nθ + nV 2 = 2K. We introduce the free–energy

ρ 7→ Φ(ρ) such that Φ′′(ρ) = p′(ρ)
ρ

,

and we can check that the following total energy dissipation

d
dt

{∫ (
%f

2 ρu
2 + Φ(ρ)

)
dx+md

∫∫ v2

2 f dv dx
}

= −
∫∫

mdD|v − u|2f dv dx = −mdDn(θ + |V − u|2) ≤ 0
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holds.
Similar manipulations can be performed in the simpler situation where the system (2.9)

is replaced by the Burgers equation, as in [49]

∂tu+ ∂x(u2/2) = md

%f

∫
D(v − u)f dv. (2.10)

The total momentum is conserved

∂t(%fu+mdnV ) + ∂x(%fu
2/2 +mdnV 2 +mdnθ) = 0,

and the total kinetic energy is dissipated since

∂t(%fu
2/2 +mdK) + ∂x

(
%f
u3

3 +md

∫ v3

2 f dv
)

= −mdDn(θ + |V − u|2) ≤ 0.

More generally, we can show that the system (1.1), (2.10) admits infinitely many entropies:
for any convex function G, we show that

d
dt

{∫
%fG(u) dx+

∫∫
mdG(v)f dv dx

}
= −

∫∫
mdD(v − u)(G′(v)−G′(u))f dv dx ≤ 0.

3 Semi–Lagrangian methods
We denote L = xmax − xmin the length of the space domain. We introduce a space dis-
cretization made of Nx cells with constant step ∆x = L

Nx
> 0. Similarly, given a compu-

tational domain defined by minimal and maximal velocities vmin and vmax respectively, we
consider Nv cells with constant step ∆v = vmax−vmin

Nv
> 0. (In practice we choose most of the

time vmin = −vmax.) The cells are denoted [xi−1/2, xi+1/2] and [vj−1/2, vj+1/2] with centers
xi = 1

2(xi+1/2 + xi−1/2) and vj = 1
2(vj+1/2 + vj−1/2), respectively. This defines a Cartesian

grid of the (truncated) phase space. The discrete particle distribution function fki,j is stored
at the center of the cells; it is intended to approximate the mean value

1
∆v∆x

∫ xi+1/2

xi−1/2

∫ vj+1/2

vj−1/2

f(tk, x, v) dv dx

at the discrete time tk. We shall denote

f̄k(x, v) =
∑
i,j

fki,j 1[xi−1/2,xi+1/2)(x) 1[vj−1/2,vj+1/2)(v)

the stepwise functions associated to the discrete unknown. Accordingly, the discrete density
and bulk velocity are also stored at the centers of the space-grid

nki = ∆v
∑
j

fki,j, Jki = nki V
k
i = ∆v

∑
j

vjf
k
i,j.

Due to its conservative form, equation (1.1) can be solved by using a directional splitting,
considering separately

∂tf + ∂x(vf) = 0, (3.11)

6



and
∂tf + ∂v(D(u− v)f) = 0. (3.12)

Both equations belong to the general framework of transport equations:

∂tg + ∂y(Ag) = 0, (3.13)

with a given field (t, y) 7→ A(t, y).

3.1 Finite Volume framework, Forward and Backward methods
We assume that we have at hand the solutions of the ODE

d
dsY (s; t, y) = A(s, Y (s; t, y)), Y (t; t, y) = y.

Then the solution of (3.13) satisfies

g(t, y) = g(s, Y (s; t, y)) J (s; t, y)

for any t, s, y with
J (s; t, y) = exp

(∫ s

t
(∂yA)(σ, Y (σ; t, y)) dσ

)
the jacobian of the change of variable z = Y (s; t, y), dz = J (s; t, y) dy. Consequently, the
conservation property can be written as follows∫ b

a
g(t, y) dy =

∫ Y (s;t,b)

Y (s;t,a)
g(s, z) dz. (3.14)

These formulae are crucial to construct the Semi-Lagrangian scheme.
We work with Semi-Lagrangian methods that can be expressed as a Finite Volume

scheme: given a grid with cells [ym−1/2, ym+1/2], centered at ym with constant size ∆y > 0,
we seek a relevant expression for updating

gk+1
m = gkm −

∆t
∆y (Gk

m+1/2 −Gk
m−1/2), (3.15)

the numerical unknown gkm being an approximation of the cell-average ḡkm = 1
∆y
∫ ym+1/2
ym−1/2

g(tk, y) dy.
We distinguish

• The Backward Semi-Lagrangian method [35]
We use the formula (3.14) with t = tk+1, s = tk, a = yj−1/2, b = yj+1/2 the endpoints
of the cell: the left hand side is thus ḡk+1

m

ḡk+1
m = 1

∆y

∫ Y Back
m+1/2

Y Back
m−1/2

gk(z) dz,

where we have set
Y Back
m+1/2 = Y (tk; tk+1, ym+1/2).
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Since ḡkm is the mean value of g(tk, ·) over the mth cell, we can write a formula which
looks like (3.15)

ḡk+1
m = ḡkm −

∆t
∆y (Ḡk

m+1/2 − Ḡk
m−1/2)

with the flux

Ḡk
m+1/2 = 1

∆t

∫ ym+1/2

Y Back
m+1/2

g(tk, z) dz = 1
∆t
(
G k(ym+1/2)− G k(Y Back

m+1/2)
)
,

G k being a primitive of g(tk, ·). As a matter of fact we have

G k(ym+1/2) = ∆y
m∑
µ=0

ḡkµ.

The numerical scheme (3.15) mimics these formulae: since the numerical unknown gkm is
intended to approximate the cell average ḡkm, we can still consider that in the numerical
flux G k(ym+1/2) is approached by ∆y∑m

µ=0 g
k
µ. What we need is a relevant definition of

the approximation of the primitive G k(Y Back
m+1/2) at the foot of the characteristic coming

backward from the interface ym+1/2. It relies on an interpolation procedure.

• The Forward Semi-Lagrangian method
We use the formula (3.14) with t = tk, s = tk+1, a = yj−1/2, b = yj+1/2: setting

Y Fwd
m+1/2 = Y (tk+1; tk, ym+1/2)

we get

ḡk+1
m = 1

∆y

∫ ym+1/2

ym−1/2

g(tk+1, z) dz

= 1
∆y

∫ Y Fwd
m+1/2

Y Fwd
m−1/2

g(tk+1, z) dz + 1
∆y

(∫ Y Fwd
m−1/2

ym−1/2

g(tk+1, z) dz +
∫ ym+1/2

Y Fwd
m+1/2

g(tk+1, z) dz
)

= 1
∆y

∫ ym+1/2

ym−1/2

g(tk, z) dz − 1
∆y

(∫ Y Fwd
m+1/2

ym+1/2

g(tk+1, z) dz −
∫ Y Fwd

m−1/2

ym−1/2

g(tk+1, z) dz
)

= ḡkm −
∆t
∆y (Ḡk

m+1/2 − Ḡk
m−1/2).

The expression of the flux becomes

Ḡk
m+1/2 = 1

∆t

∫ Y Fwd
m+1/2

ym+1/2

g(tk+1, z) dz = 1
∆t
(
G k+1(Y Fwd

m+1/2)− G k+1(ym+1/2)
)

with G k+1 a primitive of g(tk+1, ·). Mass conservation implies

G k+1(Y Fwd
m+1/2) = G k(ym+1/2) =

m∑
µ=0

ḡkµ.

Coming back to the construction of numerical fluxes, we seek a relevant definition of the
approximation of G k+1(ym+1/2), while we have a natural formula by means of the gkµ’s
on the Lagrangian interfaces Y Fwd

m+1/2. Again this appeals to interpolation procedures.
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For our purposes, the Vlasov equation is coupled to a hydrodynamic system. In partic-
ular, the characteristics equation for the velocity variable depends on the fluid velocity. For
this reason, we adopt the forward framework, using the available fluid velocity uk to advance
in time the characteristics.

Remark 3.1 Let us precise some formulae in the specific case where D is constant. For
(3.11) the characteristic equation is

d
dsX = v,

which yields
X(t2) = X(t1) + v(t2 − t1).

Therefore, considering a given discrete velocity vj, we simply have

XBack
i+1/2 = xi+1/2 −∆tvj, XFwd

i+1/2 = xi+1/2 + ∆tvj.

Note that the size of the Lagrangian cells [XBack
i−1/2, X

Back
i+1/2] (resp. [XFwd

i−1/2, X
Fwd
i+1/2]) remains the

one of the original mesh ∆x. For (3.12), we consider

d
dsV = D(ū− V ),

where ū is supposed not to depend on time, representing the fluid velocity at given time and
position. We get

V Back
j+1/2 = vj+1/2e

D∆t + ūki (1− eD∆t), V Fwd
j+1/2 = vj+1/2e

−D∆t + ūki (1− e−D∆t).

In particular, the size of the Lagrangian mesh differs from the size of the original mesh:

V Back
j+1/2 − V Back

j−1/2 = e+D∆t(vj+1/2 − vj−1/2), V Fwd
j+1/2 − V Fwd

j−1/2 = e−D∆t(vj+1/2 − vj−1/2).

When D depends on |v−u|, the characteristic curves need to be evaluated through a suitable
approximation procedure in order to solve the corresponding ODE for V .

3.2 Reconstruction procedure
What is crucial with Semi-Lagrangian methods that can be expressed as a Finite Volume
scheme (3.15) is the mass conservation property which is guaranteed by construction. The
next ingredient relies on a suitable interpolation procedure in order to define an evaluation of
the primitive of the unknown, a quantity which is naturally known only at the cell interfaces
(Backward methods) or at the image of the cell interfaces by the Lagrangian flow (Forward
methods). Several numerical properties guide the design of the interpolation procedure:

- bearing in mind its physical meaning, the numerical unknown should remain non neg-
ative,

- in order to preserve local extrema, the scheme should be non-oscillatory,
- the expected shape of the solution should be preserved, the numerical diffusion should

be as reduced as possible,
- and the numerical cost should be as reduced as possible too, both in terms of compu-

tational time and memory storage.
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A low order interpolation method induces excessive numerical diffusion. With high order
schemes, the method should incorporate limiter strategies in order to preserve the maximum
principle (at least the positivity of the solution). Global methods that connect all points of
the grids, like methods based on splines interpolation, are usually less diffusive. However,
local methods that involve neighboring points only are easier to extend to a parallel code
[27]. A series of works discuss in details the pros and cons of the different interpolation
methods [2, 33, 57].

It turns out that two methods are well adapted to our purposes. On the one hand, the
Positive Flux Conservative (PFC) method relies on Newton-like expansion using divided
differences. It is coupled to a slope limiter in order to preserve a discrete maximum principle
and the positivity of the solution. Classical limiters are TVD, but monotonicity is not
guaranteed [64]. A more intricate limiter has been introduced in [63]: it is monotone and
preserves local extrema. On the other hand, the PPM scheme introduced by P. Woodward
and P. Colella uses a piecewise parabolic reconstruction that incorporates a limiter [25, 24],
see also [17]. We shall use the improved version designed in [24] with an intricate limiter
involving an approximation of the second order derivative of the unknown. We shall use
versions of these schemes which are of third order when the solution does not have high
gradients. In what follows they will be referred to as the PFC3-TVD, PFC3-NO (depending
on the limiter) and PPM2 schemes, respectively. Note that the reconstruction is based on
the primitive of f in the PFC3 methods and on the function f itself for PPM2.

For the sake of concreteness, let us detail how the PFC method works in the Forward
framework for the velocity equation (3.12). Since the volume of the cells is not conserved
in the v direction, we focus on this direction in the sequel. At second order, the PFC
scheme reconstructs the primitive with 3-points stencils, at third order it needs 4 points.
We refer the reader to [32] for details on the Backward method. In order to define the flux,
we need to define the approximated primitive v 7→ F̃ k+1

i (v) from its known value on the
Lagrangian grid, namely the points V Fwd

j+1/2 (we do not write the index i referring to the space
variable, see Remark 3.1 to keep track of the dependance with respect to i through the fluid
velocity). Indeed, we bear in mind that F̃ k+1

i (V Fwd
j+1/2) = ∆v∑j

µ=0 f
k
i,j. For the second order

reconstruction, we can use the 3 points stencil (V Fwd
j−1/2, V

Fwd
j+1/2, V

Fwd
j+3/2) shown in Figure 1.

∆ve−D∆t

V Fwd
j−1/2

•
V Fwd
j+1/2

•
V Fwd
j+3/2

•

Figure 1: 3 points stencil for the reconstruction.

With the divided differences, we obtain, for V Fwd
j−1/2 ≤ v ≤ V Fwd

j+1/2

F̃ k+1
i (v) = F̃ k+1

i (V Fwd
j+1/2) + (v − V Fwd

j−1/2)dif1c + εi,j(v − V Fwd
j−1/2)(v − V Fwd

j+1/2) dif1p− dif1c
V Fwd
j+3/2 − V Fwd

j−1/2
(3.16)
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with

diflc =
F̃ k+1
i (V Fwd

j+1/2)− F̃ k+1
i (V Fwd

j−1/2)
V Fwd
j+1/2 − V Fwd

j−1/2
,

diflp =
F̃ k+1
i (V Fwd

j+3/2)− F̃ k+1
i (V Fwd

j+1/2)
V Fwd
j+3/2 − V Fwd

j+1/2
.

Note that (3.16) incorporates a slope limiter 0 ≤ εi,j ≤ 1; its definition will be discussed
below. We have

dif1c = eD∆tfki,j,
dif1p− dif1c
V Fwd
j+3/2 − V Fwd

j−1/2
=
e2D∆t(fki,j+1 − fki,j)

2∆v .

Differentiating (3.16), we define a function of the continuous variable v as follows: for v ∈
[V Fwd
j−1/2, V

Fwd
j+1/2] :

f̃k+1
i (v) = eD∆tfni,j + εi,j(v − V Fwd

j )e2D∆tf
k
i,j+1 − fki,j

∆v (3.17)

where V Fwd
j = 1

2(V Fwd
j−1/2 + V Fwd

j+1/2) is the center of the Lagrangian grid. Of course the update
(3.15) is consistent with this expression since fk+1

i.j = 1
∆v
∫ vj+1/2
vj−1/2

f̃k+1
i (v) dv. Bearing in mind

|v − V Fwd
j | ≤ 1

2∆ve−D∆t, see Remark 3.1, the slope limiter is defined as follows

εi,j =


min

(
1, 2

fki,j − fmini,j

fki,j+1 − fki,j

)
if fki,j+1 − fki,j > 0,

min
(

1,−2
fmaxi,j

− fki,j
fki,j+1 − fki,j

)
otherwise.

We can rewrite 2f
k
i,j−fmini,j

fk
i,j+1−f

k
i,j

= 2dif1c−eD∆tfmini,j

dif1p−dif1c . It is natural to set fmini,j
= min(fi,j−1, fi,j, fi,j+1)

and fmaxi,j
= max(fi,j−1, fi,j, fi,j+1). Indeed, CFL conditions needed for the stability of the

numerical scheme ensure that the edges do not cross and so it is efficient to consider the 3
neighboring cells to define a local extremum. The corresponding scheme is TVD, but spuri-
ous local extrema can be generated, see [63]. A more intricate definition of fmin, fmax leads
to a scheme with better abilities in detecting extrema and discontinuities, [64, 63].

The method PFC-3 is based on the same principles but it uses a stencil with 4 points.
For the sake of completeness, let us detail the necessary formulae. For v ∈ [V Fwd

j−1/2, V
Fwd
j+1/2],

the reconstructed primitive reads:

F̃ k+1
i (v) = F̃ k+1

i−1/2 + dif1c(v − V Fwd
j−1/2) + ε+i,j

dif1p− dif1c
vn+1
j+3/2 − v

n+1
j−1/2

(v − V Fwd
j−1/2)(v − V Fwd

j−+1/2)

+(ε+i,j − ε−i,j)
1

V Fwd
j+3/2 − V Fwd

j−3/2

 dif1p− dif1c
V Fwd
j+3/2 − V Fwd

j−1/2
− dif1c− dif1m
V Fwd
j+1/2 − V Fwd

j−3/2


×(v − V Fwd

j−1/2)(v − V Fwd
j+1/2)(v − V Fwd

j+3/2),
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Remarking that (v − V Fwd
j+3/2 + 3∆ve−D∆t) = v − V Fwd

j−3/2, we rearrange as follows

F̃ k+1
i (v) = F̃ k+1

i−1/2 + dif1c(v − V Fwd
j−1/2)

+ε+i,j
dif1p− dif1c
6(∆v)2e−2D∆t

(
(v − V Fwd

j−1/2)(v − V Fwd
j+1/2)(v − V Fwd

j−3/2)
)

−ε−i,j
dif1c− dif1m
6(∆v)2e−2D∆t

(
(v − V Fwd

j−1/2)(v − V Fwd
j+1/2)(v − V Fwd

j+3/2)
)
.

Differentiating yields

f̃k+1
i (v) = dif1c

+ε+i,j
dif1p− dif1c
6(∆ve−D∆t)2

(
2(v − V Fwd

j )(v − V Fwd
j−3/2) + (v − V Fwd

j−1/2)(v − V Fwd
j+1/2)

)
−ε−i,j

dif1c− dif1m
6(∆ve−D∆t)2

(
2(v − V Fwd

j )(v − V Fwd
j+3/2) + (v − V Fwd

j−1/2)(v − V Fwd
j+1/2)

)
.

The limiters are then defined by

ε+i,j =


min

(
1, 2

fki,j − fmini,j

fki,j+1 − fki,j

)
if fki,j+1 − fki,j > 0,

min
(

1,−2
fmaxi,j

− fki,j
fki,j+1 − fki,j

)
otherwise,

and

ε−i,j =


min

(
1, 2

fmaxi,j
− fki,j

fki,j − fki,j−1

)
if fki,j+1 − fki,j > 0,

min
(

1,−2
fki,j − fmini,j

fki,j − fki,j−1

)
otherwise.

Remark 3.2 It is worth pointing out that in practice we do not need to evaluate the function
f̃i(v): only the primitive F̃i(v) enters in the definition of the Finite Volume scheme.

To complete the discussion, let us present a few numerical results for the simple homo-
geneous case

∂tf + ∂v(−D(v − u)f) = 0. (3.18)
with a given constant gas velocity u. We bear in mind that the solution satisfies

min f(0, v)eDt ≤ f(t, v) ≤ max f(0, v)eDt. (3.19)

Since the particle distribution function is space-homogeneous and u is constant, the macro-
scopic density does not change (∂tn = 0) while the current is explicitly given by

J(t) =
∫
vf(t, v) dv = J(0)e−Dt + nu(1− e−Dt), (3.20)

Similarly, we can find an explicit expression for the kinetic energy K(t). We compare the
performances of the Semi-Lagrangian methods PPM2 and PFC3. For the simulation, we

12



work with dimensionless quantities and we set u = 0.15 and n = 0.2. The drag coefficient is
D = 1. The initial distribution function is a staircase function such that J(0) = −0.14. Due
to the drag force the velocities of the particles relax to a common value, the gas velocity.
We run the code with Nv = 200, Nv = 400 and Nv = 800. The evolution of the current
is represented in Fig. 2; the error can be found in Fig. 3. The error to the exact solution
remains small (of the order of 10−3 with Nv = 200, 10−4 with Nv = 400 and with Nv =
800). For short times of simulation, PFC3-NO has the smallest error (the PFC3-NO limiter
outperforms the PFC3-TVD limiter), but for longer times, PPM2 becomes better.

0 1 2 3 4 5 6 7 8 9 10
-0.16

-0.14

-0.12

-0.1

-0.08

-0.06

-0.04

-0.02

0

0.02

0.04

t

J 
Current of particles J, Nv=200

PFC3-TVD
PFC3-NO
PPM2

Figure 2: Time-evolution of the current t 7→ J(t) for the homogeneous problem (3.18). The
schemes PFC3-TVD , PFC3-NO and PPM2 produce very similar results.

The shape of the distribution function can be more or less altered depending on the
method. Results are presented in Fig. 4-6 where Nv = 400. Besides, we compare to the
exact distribution function at each time (the staircase profile is simply advected and dilated
according to (2.6)) and with the numerical solution produced by a second order MUSCL
scheme. The scheme PFC3-TVD diffuses the jumps, while the PFC3-NO limiter preserves the
extrema with a better accuracy. The scheme PPM2 presents a better shape of the solution,
with sensible advantage for longer times of simulation. In all cases the Semi-Lagrangian
method clearly outperforms MUSCL. Already with Nv = 200 the numerical current J is
acceptable, while the quality of the particle distribution function is greatly improved with a
higher number of points of discretisation (see Fig. 7-9 withNv = 800) especially for the longer
times. In order to reduce overshoots, PPM2 needs a quite refined mesh. We point out that
reproducing precisely the shape of a discontinuous distribution function is not the primary
objective for our purposes. Instead, having an accurate approximation of the moments is
needed due to the coupling in the drag source term of the fluid equation.
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Figure 3: Simulation of the homogeneous problem (3.18): Absolute error between the nu-
merical Semi-Lagrangian scheme PFC3 or PPM2 and the exact solutions J(t) with Nv = 200
(top left), Nv = 400 (top right), Nv = 800 (bottom).

4 Treatment of the coupling: time–splitting, space dis-
cretization and source terms

We are going to use a time splitting with a predictor-corrector strategy in order to treat the
fluid-particle system. A difficulty is specifically related to the technical constraint on the
treatment of the hydrodynamic equations: we shall use staggered grids where the density
and pressure are evaluated at the centers of the cells while the velocity is stored on the cell
interfaces. This choice is due to the fact that for the applications of interest, the hydro-
dynamic is treated with the BBC scheme [68]. We will present several options to handle
the coupling and in particular for the discrete expression of the source coupling terms. We
start with the simple case where the fluid system reduces to the Burgers equation. Then,
we extend the scheme with the isentropic Euler system.
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Figure 4: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.02 s, t2 = 0.13 s, t3 = 0.22 s, t4 = 0.36 s with the PFC3-TVD , PFC3-NO,
PPM2 and second order MUSCL numerical schemes, comparison with the exact solution,
Nv = 400.

4.1 Vlasov–Burgers system
We consider the system

∂tf + ∂x(vf) + ∂v(D(u− v)f) = 0,
∂tu+ ∂x(u2/2) = S,

S(t, x) = md
%f

∫
D(v − u(t, x))f(t, x, v) dv.

(4.21)

Let us describe how the scheme works. We have at hand at time tk the discrete particle
distribution function fki.j and the fluid velocity uki+1/2, the later being stored at the interfaces
xi+1/2 of the space grid.

4.2 Time-splitting: prediction–correction strategy
To update these quantities we proceed as follows.
• Step 1.1: Prediction of the fluid velocity.

We find uk+1/2
i+1/2 by using the Finite Volume scheme

u
k+1/2
i+1/2 = uki+1/2 −

∆t
2∆x(Gk

i+1 −Gk
i ) + ∆t

2 Ski+1/2. (4.22)
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Figure 5: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.45 s, t2 = 0.58 s, t3 = 0.67 s, t4 = 0.75 s with the PFC3-TVD , PFC3-NO,
PPM2 and second order MUSCL numerical schemes, comparison with the exact solution,
Nv = 400.

Here, Gk
i+1 is a certain numerical flux, a function of the discrete velocities on a set

of neighboring cells uki−µ+1/2, ..., u
k
i+µ+1/2 (for instance the Engquist-Osher flux [31],

which is expressed as g(u, v) = u(u+|u|)
4 + v(v−|v|)

4 for the Burgers equation). For our
simulation we use a standard MUSCL scheme which reaches the second order accuracy
(for smooth solutions). The source term Sni+1/2 is a suitable discretization of the drag
force term at the interface i+ 1/2. This point will be detailed below.

• Step 1.2: Prediction of the particle distribution function.
We make use of the directional splitting “xvx”, written in the Strang fashion, as it is
usual in plasma physics.

Step 1.2.1:Transport with velocity v in the direction x.
We solve (3.11) on the time step ∆t

4 . We use the Finite Volume Semi-Lagrangian
strategy described above for each vj, the particle velocity at the center of the cell
i, j; it gives

f ∗i,j = fki,j −
∆t

4∆x(F k
i+1/2,j − F k

i−1/2,j). (4.23)

Step 1.2.2: Equation with the drag force in the direction v.
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Figure 6: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.90 s, t2 = 1.13 s, t3 = 1.36 s, t4 = 1.58 s with the PFC3-TVD , PFC3-NO,
PPM2 and second order MUSCL numerical schemes, comparison with the exact solution,
Nv = 400.

We solve (3.12) on the time step ∆t
2 . The equation is considered as an uncoupled

set of space homogeneous problems, with a constant fluid velocity

uki =
uki−1/2 + uki+1/2

2 .

The updating can be written in the Finite Volume fashion

f ∗∗i,j = f ∗i,j −
∆t

2∆v (F ∗i,j+1/2 − F ∗i,j−1/2). (4.24)

Note that the discrete density f ∗i,j coming from the previous step is used in all
terms of the right hand side.

Step 1.2.3: Transport with velocity v in the direction x.
We go back to (3.11) for a time step ∆t

4 ; in (4.23) we replace fki.j by f ∗∗i.j both in
the initial data term and in the definition of the numerical fluxes.

We have now determined a prediction of all the unknowns uk+1/2
i+1/2 and fk+1/2

i,j . We shall
use these quantities to compute new fluxes and source terms.
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Figure 7: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.02 s, t2 = 0.13 s, t3 = 0.22 s, t4 = 0.36 s with the PFC3-TVD , PFC3-NO, PPM2
numerical schemes, comparison with the exact solution, Nv = 800.

• Step 2.1: Correction of the fluid velocity.
We solve the Burgers equation on the time interval (tk, tk+1) with

uk+1
i+1/2 = uki+1/2 −

∆t
∆x(Gk+1/2

i+1 −Gk+1/2
i ) + ∆tSk+1/2

i+1/2 . (4.25)

The numerical fluxes and the source terms are defined by using the predicted quantities
u
k+1/2
i+1/2 and fk+1/2

i,j .

• Step 2.2: Correction of the particle distribution function.
We solve the Vlasov equation on the time interval (tk, tk+1). We use the same Strang
splitting as in Steps 1.2.1 to 1.2.3; it reads

f ∗i,j = fni,j −
∆t

2∆x(F k+1/2
i+1/2,j − F

k+1/2
i−1/2,j), (4.26)

f ∗∗i,j = f ∗i,j −
∆t
∆v (F ∗i,j+1/2 − F ∗i,j−1/2), (4.27)

fk+1
i,j = f ∗∗i,j −

∆t
2∆x(F ∗∗i+1/2,j − F ∗∗i−1/2,j), (4.28)

By contrast to a standard prediction-correction approach, we point out that in the
definition of the fluxes in (4.26), we use the velocity uk+1/2

i =
u

k+1/2
i+1/2 +uk+1/2

i−1/2
2 but this is
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Figure 8: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.45 s, t2 = 0.58 s, t3 = 0.67 s, t4 = 0.75 s with the PFC3-TVD , PFC3-NO, PPM2
numerical schemes, comparison with the exact solution, Nv = 800.

the distribution function fki,j which enters into the definition of F k+1/2
i+1/2,j. (Using f

k+1/2
i,j

does not respect (2.8) and definitely alters the numerical results.) These procedures
define uk+1

i+1/2 and fk+1
i,j . We obtain the macroscopic quantities, stored on the nodes xi’s,

by velocity averaging

nk+1
i = ∆v

∑
j

fk+1
i,j , Jk+1

i = ∆v
∑
j

vjf
k+1
i,j .

4.3 Comments on the time step
A complete stability analysis of the scheme is beyond the scope of the present work. Never-
theless, we can identify several sources for restricting the time step. First of all, the usual
CFL condition for the Burgers equation (without source term) reads

max
i

(|uki+1/2|)∆t1 ≤ ∆x. (4.29)

Next, the source term induces further restriction: considering the ODE ∂tu = md
%f
D(J −nu),

yields

∆t2 <
%f

Dmdn
, (4.30)

19



-0.35 -0.3 -0.25 -0.2 -0.15 -0.1 -0.05 0 0.05 0.1
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

 

 
Exact solution
PPM 2
PFC3 TVD
PFC3 NO

Evolution of the particle distribution function f(t,v) with di�erents schemes

f(t
,v

)

Time
 t1

Time
 t2

Time
 t3

Time
 t4

vpart

Figure 9: Simulation of the homogeneous problem (3.18): Particle distribution function at
time t1 = 0.90 s, t2 = 1.13 s, t3 = 1.36 s, t4 = 1.58 s with the PFC3-TVD , PFC3-NO, PPM2
numerical schemes, comparison with the exact solution, Nv = 800.

Clearly, it becomes a strong restriction in high friction regimes D � 1. It is likely that it can
be improved by using some tricky implicit version of the algorithm, see e.g. for the design
of such schemes able to handle asymptotic problems [22, 40]. Finally, (3.11) and (3.12) also
leads to restrictions on the time step that read

max(|v|)∆t3 ≤ ∆x, (4.31)
max(D|v − u|)∆t4 ≤ ∆v, (4.32)

in order to avoid the crossing of the characteristics during a time step. In practice, we replace
(4.32) by

∆t4 ≤
∆v

D(maxj(|vj|) + maxi(|ui|))
. (4.33)

Eventually, the time step is determined by ∆t = CFLmin(∆t1,∆t2,∆t3,∆t4), where we set
CFL = 0.5. It is worth pointing out that (4.31) and (4.32) imply that the Lagrangian cells
do not move beyond half a cell of the space or velocity mesh, and thus the characteristics
emanating from interfaces do not intersect.

4.4 Source term
Since we have decided to work on a staggered grid for the fluid velocity, there is a difficulty
in defining the discrete source terms Ski+1/2, S

k+1/2
i+1/2 for (4.22) and (4.25) respectively. We
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bear in mind that the source term involves both the particle distribution function, known on
the cell centers xi, and the fluid velocity, associated to the interfaces xi+1/2. Let us discuss
several options:

• We have at hand the macroscopic density nki and the current Jki stored at the cen-
ter of the cells. The simplest solution consists in defining the value at the inter-
face xi+1/2 = xi+xi+1

2 by the mean value nki+1/2 = nk
i +nk

i+1
2 , Jki+1/2 = Jk

i +Jk
i+1

2 so that
Ski+1/2 = md

%f
D(Jki+1/2 − ρ

j
i+1/2u

k
i+1/2). General source terms can be defined similarly by

using the mean value of the distribution function fki+1/2,j = fk
i,j+fk

i+1,j

2 .

• Following [57], we can define n and J directly on the interface at the end of the steps
that solve the transport in the x direction (3.11). The motivation relies on the discrete
version of the mass conservation (2.7), which reads

nk+1
i = nki −

∆t
∆x

(
Jki+1/2 − Jki−1/2

)
. (4.34)

Summing (4.26), (4.27) and (4.28) over velocities provides the following definition of
the current on the interface xi+1/2:

Jki+1/2 = ∆v
2

Nv∑
j=1

(F k
i+1/2,j + F ∗∗i+1/2,j). (4.35)

For the density, we can use either nki+1/2 = ∆v∑Nv
j=1

(Fk
i+1/2,j

+F ∗∗
i+1/2,j

)
2vj

1vj 6=0 (observe that
for vj = 0, the flux Fi+1/2,j vanishes since the interface xi+1/2 does not move) or the
simple mean nki+1/2 = nk

i +nk
i+1

2 . This approach is well-adapted when the drag force
depends linearly on the relative velocity because in this situation the right hand side
of the hydrodynamic equation is directly defined by the macroscopic quantities n and
J . However, it does not apply to cases where D depends on |v − u|: the force exerted
by the particles on the fluid

∫
D(|v − u|)(v − u)f dv cannot be expressed by means of

n and J .

• Finally, we can also use the numerical fluxes involved in the resolution of (3.12). The
idea relies on the following identity which holds for the continuous problem

md

%f

∫
v∂v(D(u− v)f) dv = +md

%f

∫
D(v − u)f dv = S.

Therefore by considering the first order moment in (4.24), we obtain

∆v
Nv∑
j=1

vjf
∗∗
i,j = ∆v

Nv∑
j=1

vjf
∗
i,j −∆t

Nv∑
j=1

vj
(
F ∗i,j+1/2 − F ∗i,j−1/2

)
. (4.36)

Integrating by parts, it can be rewritten as

J∗∗i = J∗i + ∆t∆v
Nv−1∑
j=1

F ∗i,j+1/2 −∆t
[
vNvF

∗
i,Nv+1/2 − v1F

∗
i,1/2

]
. (4.37)
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It yields the following definition of the source term, evaluated at the center of the cell

Si = −∆vmd

%f

Nv−1∑
j=1

Fi,j+1/2 + ∆tmd

%f

[
Fi,Nv+1/2vNv − Fi,1/2v1

]
. (4.38)

Due to the splitting “xvx” this approach does not take into account the last step of the
directional splitting. It would be better adapted with the “vxv” splitting. The source
term at the interface can then be defined by the mean value Sni+1/2 = Sn

i +Sn
i+1

2 .

In order to improve the performances of the scheme, in particular for high friction regimes,
it might be appealling to use upwinding techniques in the treatment of the source term. We
refer the reader to [10, 37], for the design of such method for scalar hyperbolic equations, to
[11] for systems, and to the complete overview in [36]. The standard scheme reads

∆x
∆t (uk+1

i+1/2 − u
k
i+1/2) +Gk

i+1 −Gk
i = ∆xSki+1/2 (4.39)

with a suitable numerical flux defined as a function of the neighboring numerical unknowns

Gk
i+1 = G(uki+3/2, u

k
i+1/2), Gk

i = G(uki+1/2, u
k
i−1/2).

The idea consists in embodying the source term into the numerical flux, through the definition
of suitable auxiliary numerical unknowns uk,−i+3/2, u

k,+
i−1/2. Then, (4.39) is replaced by

∆x
∆t (uk+1

i+1/2 − u
k
i+1/2) + G̃k

i+1 − G̃k
i = 0 (4.40)

with
G̃k
i+1 = G(uk,−i+3/2, u

k
i+1/2), G̃k

i = G(uki+1/2, u
k,+
i−1/2).

Note that we can equivalently write

∆x
∆t (uk+1

i+1/2 − u
k
i+1/2) +Gk

i+1 −Gk
i = ∆xS̃ki+1/2 (4.41)

with
∆xS̃ki+1/2 = (Gk

i+1 − G̃k
i+1)− (Gk

i − G̃k
i ). (4.42)

The idea consists in solving the stationary equation

∂x(u2/2) = S = md

%f
D(J − nu) (4.43)

on a space step. From the known values uki+3/2, u
k
i−1/2 we define this way two quantities uk,−i+3/2

and uk,+i−1/2 which can be used in the definition of the numerical fluxes and source terms. To
be more specific, we proceed as follows. Equation (4.43) can be rewritten as

d
dx

(
− J

n2 ln(|J − nu|)− u

n

)
= md

%f
D.
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xi−1/2
•

ui−1/2 ni, Ji
xi+1/2
•

u+
i−1/2 u−i+3/2 ni+1, Ji+1

ui+3/2

xi+3/2
•

Figure 10: Resolution of two stationary problems for the edge i + 1/2, on the left cell i to
get u+

i−1/2 from ui−1/2 and on the right cell i+ 1 to get u−i+3/2 from ui+3/2 .

We integrate “backward” on Ii+1 = [xi+1/2, xi+3/2] and “forward” on Ii = [xi−1/2, xi+1/2],
respectively (see Fig. 10).

In this computation, since the discrete particle density n and current J are stored on the
grid points xi, we naturally set

Φi(u) = Ji
n2
i

ln(|Ji − niu|) + u

ni
.

Hence, we get

Φi(uk,+i−1/2) = Φi(uki−1/2)− md

%f
D∆x, Φi+1(uk,−i+3/2) = Φi+1(uki+3/2) + md

%f
D∆x.

We obtain

ln
(∣∣∣∣1− nki+1u

k,−
i+3/2

Jki+1

∣∣∣∣)+
nki+1u

k,−
i+3/2

Jki+1
= ln

(∣∣∣∣1− nki+1u
k
i+3/2

Jki+1

∣∣∣∣)+
nki+1u

k
i+3/2

Jki+1
+ (nki+1)2

Jki+1

mdD∆x
2%f

and

ln
(∣∣∣∣1− nki u

k,+
i−1/2

Jki

∣∣∣∣)+
nki u

k,+
i−1/2

Jki
= ln

(∣∣∣∣1− nki u
k
i−1/2

Jki

∣∣∣∣)+
nki u

k
i−1/2

Jki
− (nki )2

Jki

mdD∆x
2%f

.

respectively. However, bearing in mind the properties of the solution of the ODE (4.43),
the sign of X =

nk
i+1u

k,−
i+3/2

Jk
i+1

− 1 (resp. X =
nk

i u
k,+
i−1/2
Jk

i
− 1) should be the same as the sign of

nk
i+1u

k
i+3/2

Jk
i+1

− 1 (resp. nk
i u

k
i−1/2
Jk

i
− 1) due to the uniqueness of the Cauchy problem. We are thus

led to solve equations of the general form

XeX = X̄eX̄ eα,

where X̄ represents the known quantities, namely depending on uki−1/2, u
k
i+3/2, J

k
i , n

k
i , J

k
i+1, n

k
i+1

and α = md
%f
D∆x (nk

i+1)2

Jk
i+1

or α = −md
%f
D∆x (nk

i )2

Jk
i

. The equation makes sense provided the right
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hand side belongs to the range of the functionX 7→ XeX : we thus require X̄eX̄ eα ≥ −1/e. It
appears as a possible restriction on the step size ∆x, depending on the sign of the data X̄ and
the current Jki , Jki+1. The solutionX is then given by the Lambert functionX = W (X̄eX̄ eα),
which lies in the same domain as the data X̄ (if X̄ < −1, we choose the branch W−1 of the
Lambert function, if X̄ > −1, then we work with the standard branch W0.)
The modified discrete source (4.41) is indeed consistent with the actual source term. Indeed,
the leading order in ∆xS̃ki+1/2 reads

−∂1G(uki+3/2, u
k
i+1/2)(uk,−i+3/2 − u

k
i+3/2) + ∂2G(uki+1/2, u

k
i−1/2)(uk,+i−1/2 − u

k
i−1/2).

But, from the ODE ∂xΦ(u) = −mdD/%f , we infer that md
%f
D∆x is approximately

Φ′i+1(uki+3/2)(uk,−i+3/2 − u
k
i+3/2), and Φ′i(uki−1/2)(uki−1/2 − u

k,+
i−1/2),

respectively. Therefore, ∆xS̃ki+1/2 is intended to be close to

−md

%f
D∆x

(
∂1G(uki+3/2, u

k
i+1/2) 1

Φ′i+1(uki+3/2) + ∂2G(uki+1/2, u
k
i−1/2) 1

Φ′i(uki−1/2)
)
.

As ∆x goes to 0 this is thus consistent to

−md

%f
D∆x

(
∂1G(u, u) 1

Φ′(u) + ∂2G(u, u) 1
Φ′(u)

)
,

with Φ′(u) = −u/(J−nu). However, the flux consistency G(u, u) = u2/2 yields ∂1G(u, u)+
∂2G(u, u) = u, which allows us to conclude that ∆xS̃ki+1/2 is consistent to md

%f
D(J − nu)∆x.

Further details can be found in [36, Section 11]. This approach looks appealing since it
preserves equilibria; however it leads to several practical difficulties. Firstly, the stationary
problem does not always admit admissible solutions (in which case we keep the usual defi-
nition of the fluxes: instead of calculating the source term with (4.42) we use the standard
discretization detailed at the beginning of the Section1). Secondly, the computational cost
of the evaluation of the Lambert function is by far not negligible and it seriously impacts the
computational time. Finally extending this approach to systems is not direct (see [11, 21]
for a simpler case of relaxation).

4.5 Vlasov–Euler system for thin sprays
We adapt the method to handle the coupling with the Euler system. We use the BBC scheme,
which is based on a Lagrange/projection algorithm on staggered grids: density and pressure
are stored on the grid points xi, the velocity is stored at the interfaces xi+1/2. Furthermore,
the scheme also involves evaluation of the velocity at intermediate time steps, in the spirit
of a leap-frog approach. This idea dates back to [66], and it is intensively used in industrial
hydrocodes [23, 29, 45, 61]. This is the reason why we discuss the coupling within such a

1Note that we consider applications far from equilibrium where particles and fluid are not yet at equilib-
rium. Hence, it is not that surprising not to get solutions of the stationary problem for any time.
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staggered framework (see also [1, 62] where different approaches are developed for particulate
flows still using staggered discretizations). We refer to [23] for further consistency analysis
of such schemes. In order to explain how the scheme works it is convenient to introduce the
mass variable

m(t, x) =
∫ x

xmin
ρ(t, y) dy

and the specific volume τ(t, x) = 1/ρ(t, x). Then, the Euler system can be recast as

Dtτ − ∂mu = 0,
Dtu+ ∂mp = τ

md

%f
D(J − nu),

where Dt = ∂t + u∂x stands for the Lagrangian derivative. The prediction-correction algo-
rithm becomes:

• Step 1.1: Prediction of the fluid quantities.
We define the discrete mass variable and its increment

mk
i = ∆x

i∑
`=0

ρk` , ∆mk
i = ∆xρki .

In order to improve accuracy at low cost, the velocity is first calculated on a time step
∆t
4 , with

u
k+1/4
i+1/2 = uki+1/2 −

2∆t
4(∆mk

i+1 + ∆mk
i )

(pki+1 − pki ) + ∆t
4 g + 2∆t∆x

4(∆mk
i+1 + ∆mk

i )
Ski+1/2.

The source term can be treated by any of the methods detailed above. In the correction
part, where the hydrodynamics quantities will be evaluated on a moving grid, there
are difficulties to implement the well-balanced and the mass conservation approaches.
For this reason, we adopt the simple definition of the source term by the arithmetic
mean (first item of the previous section).
Having at hand the updated velocity, we define the Lagrangian grid by

ξ
k+1/2
i+1/2 = xi+1/2 + ∆t

2 u
k+1/4
i+1/2 , ξ

k+1/2
i =

ξ
k+1/2
i+1/2 + ξ

k+1/2
i−1/2

2 .

We impose a suitable CFL condition, see Section 4.3, so that the Lagrangian cells
do not intersect. Furthermore, with such a condition the Lagrangian interface ξi+1/2
belongs either to the Eulerian cell [xi−1/2, xi+1/2] or to [xi+1/2, xi+3/2]. Note also that
the elementary volume ∆xi is deformed into ∆ξk+1/2

i = ∆xi + ∆t
2 (uk+1/4

i+1/2 − u
k+1/4
i−1/2 ).

Then, we update the density on half the time step by

ρ
k+1/2
i = ∆xi

∆ξk+1/2
i

ρki = ρki

1 + (∆t/2
∆xi

)(uk+1/4
i+1/2 − u

k+1/4
i−1/2 )

.

For the pressure we set pk+1/2
i = p(ρk+1/2

i ). Note that at this stage, the fluid quantities
are known on the Lagrangian grid determined by the ξi’s.
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• Step 1.2: Prediction of the particle distribution function.
We use the Semi-Lagrangian scheme to update the microscopic density fki,j on a time
step ∆t

2 . This step only uses the velocity uki+1/2. We get in particular nk+1/2
i and Jk+1/2

i

on the fixed grid [xi−1/2, xi+1/2].

• Step 2.1: Correction of the fluid quantities.
We update the velocity on half a time step, with a semi-implicit treatment of the source
term

u
k+1/2
i+1/2 = 1

1 + (∆t/2)(mdD/%f)
n

k+1/2,L

i+1/2

ρ
k+1/2
i+1/2

(
uki+1/2 −

∆t
2

2
∆mk

i+1 + ∆mk
i

(pk+1/2
i+1 − pk+1/2

i )

+∆t
2 g + (mdD/%f)

∆t
2ρk+1/2

i+1/2

J
k+1/2,L
i+1/2

 .
(4.44)

However we face the difficulty that in (4.44) the macroscopic quantities are not natu-
rally evaluated on the Lagrangian grid. Hence we set

if uk+1/4
i+1/2 > 0, then ξk+1/2

i+1/2 ∈ [xi+1/2, xi+3/2] and nk+1/2,L
i+1/2 = n

k+1/2
i+1 , (4.45)

if uk+1/4
i+1/2 < 0, then ξk+1/2

i+1/2 ∈ [xi−1/2, xi+1/2] and nk+1/2,L
i+1/2 = n

k+1/2
i . (4.46)

We define similarly Jk+1/2,L
i+1/2 . Then, we update the density on the entire time step by

ξk+1
i+1/2 = xi+1/2 + ∆t(uk+1/2

i+1/2 − u
k+1/2
i−1/2 ), ∆ξk+1

i = ξk+1
i+1/2 − ξ

k+1
i−1/2,

ρk+1
i = ∆xi

∆ξk+1
i

ρki = ρki

1 + (∆t/∆xi)(uk+1/2
i+1/2 − u

k+1/2
i−1/2 )

,

and we set pk+1
i = p(ρk+1

i ). Finally the updated velocity is given by

uk+1
i+1/2 = 2uk+1/2

i+1/2 − u
k
i+1/2. (4.47)

Notice that during all this procedure, we work with the mass increment ∆mk
i evalu-

ated at tk (thanks to the mass conservation on the Lagrangian grid). We end with a
projection step: the hydrodynamic quantities are projected back on the Eulerian grid.
This can be performed by incorporating a second order method with limiters.

• Step 2.2: Correction of the particle distribution function.
We use the “xvx” directional splitting and the Semi-Lagrangian method to update the
particle distribution function fni,j on a time step ∆t. We point out that the friction term
should be evaluated by using the projection on the Eulerian grid of the intermediate
(Lagrangian) velocity uk+1/2

i+1/2 .
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5 Numerical results
We present here a few simulations with both the Vlasov-Burgers and the Vlasov-Euler sys-
tems.

5.1 Vlasov–Burgers system
In the following simulation, we wish to evaluate the ability of the code to deal with the
particle trajectory crossing (PTC) problem. This is a classical benchmark in which, at given
time and position, particles can be found with different velocities, with opposite directions.
We remind that pressureless hydrodynamic models fail in capturing such effects [44, 49].
We investigate the situation presented in [49] with the following parameters, working with
dimensionless variables:

• the domain is [−0.5, 0.5],

• the initial particle distribution function is n(0, x)δ(v = V (0, x)), with n(0, x) = e−25x2

and V (0, x) = − sin(2πx)| sin(2πx)|. Consequently, particles on the right (resp. left)
part of the domain move with negative (resp. positive) velocities.

• The particle mass is md = 1, and we set %f = 1 for the mass density of the fluid.

• The fluid velocity corresponds to a shock traveling from left to right : u(0, x) =
1x≥0(−x) (see Fig. 11),

• The numerical parameters are Nx = 400 and Nv = 200.

In [49], the benchmark is addressed by using a dedicated level set method. The particle
distribution function is described through a density function and a level set distribution, the
zeroes of the level set define the macroscopic velocity of the disperse phase. Transport terms
are treated with a high-resolution up-wind method, incorporating ENO-limiters. We point
out that the method used in [49] does not guaranty mass conservation. By contrast, we shall
use the discretisation of the source term based on (4.35) so that mass is exactly conserved.
In terms of (formal) spatial accuracy, the method in [49] is second order (when limiters do
not act), while the Semi-Lagrangian schemes we shall use are third order accurate (but the
scheme for the fluid quantities is second order).

We first perform a simulation without any drag effects by taking D = 0. Due to the
initialization, we expect the particles to cross. On Fig. 12a-12b we observe at t = 0.1, two
peaks in the particle density n(t, x) =

∫
fdv, which correspond to the positions where the

particles have the higher velocities at the initialization (around x = ±0.2). At t = 0.5,
the particles have crossed (now, on the left part of the domain the particles have negative
velocities and on the right part of the domain they have positives velocities). Since D = 0
the particles have no action on the fluid motion; the shock is simply transported. The two
Semi-Lagrangian methods give similar results on this test. As expected, PPM2 is slightly
less diffusive than PFC3, but oscillations appear on the particle density profile. As said
elsewhere this is due to the strong gradients of the initial data (here Dirac masses), which
make a more diffusive method, like PFC3-NO, more adapted to the test.

Next, we perform several simulations where we make the drag coefficient D vary (St =
1/D in [49]): D = 10 (high drag), D = 1 and D = 0.1 (low drag) ; the larger D, the stronger
the coupling. Results are reported in Fig. 13 (D = 10), Fig. 14 (D = 1) and Fig. 15
(D = 0.1). We compare the density and velocity profiles by the PPM2 and PFC3 methods
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Figure 11: Initial conditions for the PTC test: particles density (left) and velocity profiles
(right).
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Figure 12: Dragless simulation: Particle density (right) and velocity profiles (left) at different
time.

to the results obtained in [49]. Results are in good agreement for both the macroscopic
quantities and the fluid velocity. Discrepancies appear for strong drag (D = 10) at t = 0.5:
Liu’s density profile is more diffuse, while the evolution of the position of the particles remains
similar. PFC3 and PPM2 provide quite similar results, but PPM2 produces some oscillations
in density profiles. Again, this is due to the fact that PPM2 diffuses less regions of strong
gradients and the initial state has Dirac masses in velocity. Compared to results in [49], the
maximal particle density is slightly lower, while we remind that the total particle mass is
conserved contrarily to Liu’s simulations. We clearly observe different behaviors as D varies:
the smaller D, the closer the behavior to the drag-free case. When reducing D, particle
velocity and fluid velocity do not equilibrate on the simulation time scale and the PTC
phenomena is significantly sensible, see Fig. 14 and Fig. 15. On the contrary, when D = 10,
Fig. 13, fluid and particle velocities are at equilibrium at the end of the simulation, particles
are quickly carried away by the fluid, without having time to cross. These comments can
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be strengthened by looking at Fig. 16 which compares the macroscopic quantities for D = 1
and D = 10. If we focus now on the fluid velocity, with D = 0.1, the shock propagates,
scarcely modified by the particles flow; with D = 1, we begin to see the interaction effects:
the shock propagation is perturbed due to the drag source term, and finally with D = 10
the shock is strongly affected by the particles at the middle of the domain.
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Figure 13: Vlasov-Burgers system with drag coefficient D = 10. Results at time t = 0.1
(left), t = 0.2 (middle) and t = 0.5 (right). Comparison between PPM2, PFC3 and results
from [49].
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Figure 14: Vlasov-Burgers system with drag coefficient D = 1. Results at time t = 0.1 (left),
t = 0.2 (middle) and t = 0.5 (right). Comparison between PPM2, PFC3 and results from
[49].

Finally, we compare the results obtained with different treatments of the source terms
in Fig. 17: it shows the solutions for a strong drag force D = 10 at the final time t = 0.5.
Here we use the simple arithmetic mean or the method that guarantees mass conservation.
We observe some discrepancies with the PFC3-NO scheme, while the results are similar
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Figure 15: Vlasov-Burgers system with drag coefficient D = 0.1. Results at time t = 0.1
(left), t = 0.2 (middle) and t = 0.5 (right). Comparison between PPM2, PFC3 and results
from [49].

with PPM2.
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Figure 16: Vlasov-Burgers system, mean density of particle
∫
fdv, particle current J =∫

fvdv and mean particle velocity with the PPM2 method at time t = 0.5: D = 1 (left), and
D = 10 (right).

5.2 Vlasov–Euler system for thin sprays
This section considers the more realistic model involving the isentropic Euler system (2.9)
for describing the fluid flow. We work with the perfect gas law for the pressure p(ρ) = ργ,
with γ = 1.4. The simulation domain is the slab [0, 2] (but some figures restrict to the region
[0.5, 1.5]). We deal with a shock tube with Mach number M = 1.3; the Riemann data are:

(ρL, uL, pL) = (0.54, 1.54, 1.54γ) for x < 1 and (ρR, uR, pR) = (0, 1, 1) for x > 1.

Right after the shock front, there is a layer of particles at rest: the width of the layer is 0.02,
see Fig. 18, and we set %d = 1050 and rd = 10−3. It leads to set D = 0.6. Accordingly the
strength of the drag force exerted on the particles is strong: D

md
∼ 105. The test case models

the interaction of a particle cloud with a shock wave, a typical situation of interest for the
applications. The numerical parameters are Nx = 400 and Nv = 151 and we present results
obtained with the PPM2 and the PFC3-NO methods.

Results are displayed in Fig. 19 to 22. On the one hand, particles are put in motion when
the shock crosses the cloud. On the other hand, the presence of particles induces an increase
of the fluid density behind the cloud at short times. We observe that the shock is strongly
affected by the particles. A reflected shock is going back from the cloud that behaves like a
“porous wall”, progressively put in motion, whereas a transmitted shock progresses towards
the right end of the domain, see Fig. 21. Indeed, due to the drag effects, the mean particle
velocity (initially equal to 0) progressively equilibrates with the velocity of the gas. Thus,
at t = 1.101, the value of the mean particle velocity is at equilibrium with the gas velocity
at the same time, see Fig. 22. Additionally, since particles on the left side of the cloud are
put in motion first, we can observe an increase of the particle density. After the crossing of
the shock, the cloud is simply transported. Concerning numerical comments, results with
PFC3-NO or PPM2 are very similar. Nevertheless the PFC3-NO method is more diffusive;
in particular it produces smaller maximal values for the particle density with a cloud more
spread.
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Figure 17: Vlasov-Burgers system, comparison forD = 10 at t = 0.5 of the solutions obtained
with different treatment of the source term.
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Figure 18: Initialization of the shock tube.
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Figure 19: Vlasov-Euler system: Fluid density at different times with PPM2 (left) and
PFC3-NO (right).

6 Conclusion
We have designed a scheme to solve coupled fluid-kinetic systems describing the dynamics
of thin sprays. The approximation of the Vlasov-like equation for the particle distribution
function is based on Semi-Lagrangian techniques, with the difficulty that phase space volumes
are not conserved. The fluid equations are treated by methods working on staggered grids,
as it is common in industrial hydrocodes, and we discuss how to handle the numerical
coupling within this framework. The method is evaluated on several relevant benchmarks,
showing the ability of the scheme in treating Particle Cross Trajectories effects, shock waves
interaction with particle clouds and a wide range of drag coefficients. Extension to more
intricate models, including the modelling of thick sprays, will be addressed elsewhere [6].
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