Conditional Dependence Networks
in Requirements Engineering

Guido Boelld and Leendert van der Tod@nd Serena Villata

! Dipartimento di Informatica, University of Turin.
{boella,villata}@li .unito.it
2 Computer Science and Communication, University of Luxeanyo
| eendert @andertorre. com

Abstract. In this paper we present a new model for the requirementysinaf
a system. We offer a conceptual model defined following aaliswdeling lan-
guage, called dependence networks. TROPOS uses a visualingpinguage
called dependence networks in the requirements analysisystem, and in this
paper we propose a new conceptual model extending dependetworks with
norms. This improvement allows to define a new type of depecel@etworks,
called conditional dependence networks, representingvanmadeling technique
for the requirements analysis of a system. Our model, mereallows the def-
inition of coalition depending on different kinds of netwesr We illustrate our
model using the scenario of virtual organizations based Gridinetwork.

1 Introduction

The diffusion of software applications in the fields of e€3aie and e-Research under-
lines the problem to develop open architectures, able tvewemd include new software
components. In the late years, the process of design of Hudseare systems became
more complex. The definition of appropriate mechanisms ofroanication and coor-
dination between software components and human usersategtithe development of
methods with the aim to support the designer for the wholeldgment process of the
software, from the requirements analysis to the implent&mta

The answer to this problem comes from software engineehiaigarovided numer-
ous methods and methodologies allowing to treat more conspltware systems. One
of these methodologies is the TROPOS methodology [7], dgesl for agent-oriented
design of software systems. The intuition of the TROPOS pukttogy [7] is to couple,
together with the instruments offered by software engingethe multiagent paradigm.
In this paradigm, the entities composing the system aretagantonomous by defi-
nition [2], characterized by their own sets of goals, caliéds and beliefs. TROPOS
covers five phases of the software development procesgregtirements allowing the
analysis and modeling of the requirements of the contexthithvthe software system
will be inserted, late requirements describing the regué@ets of the software system,
architectural and detailed design of the system and, firthkycode implementation.

The TROPOS methodology [7] is based on the multiagent pgnabut it does not
consider the addition of a normative perspective to thisgigm. Since twenty years,
the design of artificial social systems is using mechaniskessiocial laws and norms



to control the behavior of multiagent systems [3]. Thesgsd@oncepts are used in the
conceptual modeling of multiagent systems, for exampleegquirements analysis, as
well as in formal analysis and agent based social simulakonexample, in the game
theoretic approach of Shoham and Tennenholtz [17], samied bre constraints on sets
of strategies. In this paper, we propose to add norms, piesémanks to the normative
multiagent paradigm, both to the requirements analysisgshand to the conceptual
meta-model. This paper addresses the following researestiqn:

— How to apply a normative multiagent approach to the earlylatelrequirements
analysis?

The research question beaks down in the following sub-@restwhich ontology
have to be defined for the normative multiagent requirememgineering model? and
how to model sanctions, contrary-to-duty and coalitiot&bsity in dependence net-
works?.

Our approach is based, following the approach of TROPOSd7]the semifor-
mal language of visual modeling called dependence netwamisit is composed by
the following components. First, we present our ontologt thefines the set of con-
cepts composing our conceptual metamodel. The elementsasing the ontology are
agents, goals, facts, skills, dependencies, coalitiottis thie addition of the norma-
tive notions of roles, institutional goals, institutiorfatts, institutional skills, dynamic
dependencies and obligations, sanctions, secondaryatiblig and conditional depen-
dencies. Second, our model is defined as a directed labedguh gvhose nodes are
instances of the metaclasses of the metamodel, e.g., ageats, facts, and whose
arcs are instances of the metaclasses representing nelaifis between them such as
dependency, dynamic dependency, conditional dependEimally, we have a set of
rules and constraints to guide the building of the main cpteef the metamodel, e.g.
the formation of coalitions and their stability is constred to the kind of dependen-
cies linking its members. In TROPOS [7], the requirementsyais phase is split in
two main phases, the early requirements and the late reqgenes. In our methodology,
these two phases share the same conceptual and methodbéggicoach, thus we refer
to them just as requirements analysis. Dynamic dependexte®rks have been firstly
introduced by Cairet al.[9] and then treated in Boelkt al.[5] in which the existence
of a dependency depends on the actions of the agents whiatetate it.

We introduce the normative issue of obligations, represgrihem directly in de-
pendence networks. This introduction allows the definitiba third kind of modeling
called conditional dependency modeling based on the streicif conditional depen-
dence networks. This new kind of networks represent obtigatas particular kinds of
dependencies and these obligations are related to notjomehns of sanctions if the
obligation is not fulfilled and contrary to duty when the paim obligation, not fulfilled,
actives a secondary obligation. Moreover, we introducentiten of coalition and we
propose to use methods of social order such as obligatiahsarctions to efficiently
achieve the maintenance of the stability and the cohesitimest groups. Our model is
intended to support the requirements specification for legdl open interaction system
where heterogeneous and autonomous agents may interact.

Our aim is not to present an new theorem that, using norms re#e@sachecks
whether a given interaction protocol complies with norm& &ve more interested in



considering, in the context of requirements analysis, hgangs’ behaviour is effected
by norms and in analyzing how to constrain the modeling ofitoas’ evolution thanks
to a normative system. There are two main assumptions ingproach. First of all we
assume that norms can sometimes be violated by agents intokd®p their autonomy.
The violation of norms is handled by means of sanctions amérary to duty mecha-
nisms. Second, we assume that, from the institutional pets, the internal state of
the external agents is neither observable nor controllabie¢he institutional state or
public state of these agents is note since connected to amdl& can be changed by
the other agents. Our model is not intended to support alysiseand design activities
in software development process, from application domaéatyeis down to the system
implementation as in the TROPOS methodology [7], but ongyréquirements analysis
phases which involve dependence networks. Of course, odehi® not intended for
any type of software. For system software, e.g., a comgitegmbedded software, the
operating environment of the system-to-be is an engingexitifact, with no identifi-
able stakeholders. In such cases, traditional softwareldgment techniques may be
most appropriate. However, a large and growing percentbg@ftovare operates within
open, dynamic organizational environments. This papegarized as follows. Section
2 describes a Grid computing scenario . In Section 3, we pteéke dependency and
the dynamic dependency modeling while in Section 4 we ptesaew kind of depen-
dence network, called conditional dependence networlatBework and conclusions
end the paper.

2 The Grid Scenario

The Grid Computing paradigm provides the technologicalaistiucture to facilitate
e-Science and e-Research. Grid technologies can suppadeaange of research in-
cluding amongst others: seamless access to a range of catopat resources and
linkage of a wide range of data resources. It is often the tegaesearch domains and
resource providers require more information than simpdyittentity of the individual
in order to grant access to use their resources. The samadinali can be in multiple
collaborative projects, each of which is based upon a comshamned infrastructure.
This information is typically established through the cepicof a virtual organization
(VO) [12]. A virtual organization allows the users, theitee and the resources they can
access in a collaborative project to be defined. In the cowfiexirtual organizations,
there are numerous technologies and standards that havebe®rward for defining
and enforcing authorization policies for access to andaiségirtual organizations re-
sources. Role based access control (RBAC) is one of the matestablished models
for describing such policies. In the RBAC model, virtual anization specific roles are
assigned to individuals as part of their membership of dqaar virtual organization.
As presented by Zhaet al.[22], obligations are requirements and tasks to be ful-

filled, which can be augmented into conventional systemdldavaxtras information
to be specified when responding to authorization requesteXxample in [22], admin-
istrators can associate obligations with permissions,ragdire the fulfilment of the
obligations when the permissions are exercised. The geidemmof the RBAC model
is that, permissions are associated with functional ralegganizations, and members



of the roles acquire all permissions associated with thestdAllocation of permission
to users is achieved by assigning roles to users. Failurkeofufilling an obligation
will incur a sanction.

Some of the main features of a node in a Grid are reliabiliggrde of accepted
requests, computational capabilities, degree of faultscmyree of trust for confiden-
tial data. These different features set up important difiees among the nodes and the
possible kinds of coalitions that can be formed and maietiReciprocity-based coali-
tions can be viewed as a sort of virtual organizations in Witiere is the constraint that
each node has to contribute something, and has to get someili of it. The scenario
of virtual organizations based on Grid networks represarmase study able to under-
line the benefits of a normative multiagent paradigm for negments analysis. First of
all, in the normative multiagent paradigm as well as in th@ewmn multiagent one, the
autonomy of agents is the fixed point of all representatioas,the Grid philosophy
imposes the autonomy of the nodes composing it. Second,dimeative multiagent
paradigm allows a clear definition of the notion of role arsdassociated permissions,
i.e. the role based access control policy needs a desigriabksign roles and repre-
sents to all the consequent constraints based on them., Tiirdormative multiagent
paradigm allows the introduction at requirements anallgsis| of obligations able to
model the system. Fourth, the concept of coalition and thestcaints introduced by
this concept can model the concept of “local network” inwddtorganizations. Finally,
the presented modeling activities depict the system ugimgtsires similar to the Grid
network itself.

3 Dependency and Dynamic Dependency Modeling

Figure 1 shows the ontology on which is based our model coingia number of
concepts related to each other. We divide our ontology ieelsubmodels: the agent
model, the institutional model, and the role assignmentehas shown in Figure 1.
Roughly, an institution is a structure of social order andp=ration governing the
behavior of a set of individuals. Institutions are identfiith a social purpose and
permanence, with the enforcing of rules governing cooperdiuman behavior. The
Figure depicts, following the legend of Figure 2, the threlersodels which group the
concepts of our ontology.

Such a decomposition is common in organizational theoigabse an organization
can be designed without having to take into account the ageat will play a role
in it. For example if a node with the role of simple user becemé/O administrator,
then this remains transparent for the organizational mddkéwise, agents can be
developed without knowing in advance in which institutibey will play a role.

As shown in Figure 1, the agent view is composed by concelptsagent, goal
and skill or ability and they are represented by means of ekdependence networks
in which nodes are the agents and the edges are the reptesenfagoal-based de-
pendencies. The institutional view, instead, is composethbe notion of role and its
institutional goals, skills and facts. As for the agent vialgo the institutional one
is represented by means of a social institutional deperedeatwork representing the
norm-based dependency relations between roles. The rgignasent view associates
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Fig. 1. The conceptual metamodel.

to each agentthe roles it plays, depending on the orgaoizativhich the agent is play-
ing. All these notions are unified in the combined view whéeedependence network
represents at the same time both goal-based dependendie®ian-based ones con-
necting the agents playing roles. In this way, early andreggiirements can be based
both on agents and on roles. Models are acquired as instaheesonceptual meta-
model resting on the concepts presented in the followinti@e: For more details on
the three conceptual submodels, see Baatlia. [5] and Boellaet al. [4].

3.1 Dependence Networks

Figure 2 shows the components of our model. Our model is @téddabeled graph
whose nodes are instances of the metaclasses of the mefamgdeagents, goals,
facts, and whose arcs are instances of the metaclassesarfing relationships be-
tween them such as dependency, dynamic dependency, coradliiiependency.

Dependence networks [18] represent our first modeling ictdonsisting in the
identification of the dependencies among agents and amdegy to the early require-
ments phase, we represent the domain stakeholders ussgribavorks while in the
late requirements phase, the same kind of approach is fetleepresenting the agents
of the future system involved in the dependence networlkurgig-(a) shows the graph-
ical representation of the model obtained following thisd@ling activity, thedepen-
dency modelingThe legend describes the agents (depicted as white girtihesroles
(depicted as black circles), the agents assigned to rolsdigd as grey circles), the
agents’/roles’ goals (depicted as white rectangles) aadl#pendency among agents
(one arrowed line connecting two agents with the additioa tatbel which represents
the goal on which there is the dependency). The legend cerssitpendencies among
agents but they can be also among roles or agents assigreddgo r

3.2 Dynamic Dependence Networks

Concerning dynamic dependence networks[5], as shown ur&r(a), here we distin-
guish “negative” dynamic dependencies where a dependeaistyg enless it is removed
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Fig. 2. Legend of the graphical representation of our model.

by a set of agents due to removal of a goal or ability of an ggamd “positive” dy-
namic dependencies where a dependency may be added dugtwtiieof a third set
of agentsDynamic dependency modelingpresents our second modeling activity for
requirements analysis. A formal definition of dynamic degerce networks is given in
Boellaet al.[4].

The legend of Figure 2-(a) describes the sign of the dynaepeddency (depicted
as a black square) and the dynamic dependency among agepitséd as one arrowed
line connecting two agents with the addition of a label whiepresents the goal on
which there is the dependency and another arrowed dottednlith the sign’s label
connecting an agent to the arrowed plain line that can beatbte added by this agent).
Figure 3 presents an example of dynamic dependence netwotkeoGrid. In this
figure, each node plays a role inside a virtual organizatt@hanumber of goal-based
dependencies link the nodes to each other, making expieifetct that a major number
of goals can be achieved thanks to cooperation. The dynaspierdiency depicted in
the figure is related to the institutional goal of obtainimgaauthorization and it can be
removed or added due to the institutional power of the radged by agents. Thanks
to our model, we can represent portions or complete virtegdmizations, explicating
what are the played roles, what are the goals of each node laaidane its capabilities,
both from the agent point of view and from the institutionato

A coalition can be defined in dependence networks, basecedadéh that to be part
of a coalition, every agent has to contribute something asdtt get something out of
it. The graphical representation of coalitions is depidgteleigure 2-(b) which describes
coalitions (depicted as sets of agents and dependencladéukin a dotted circle) and
vulnerable and potential coalitions (depicted as sets efitsgand dependencies in a
circle in which one or more of these dependencies can be autddeleted by another
agent with a labeled dynamic dependency). Definition 1 makésstinction between
coalitionswhich are actually formedjulnerable coalitionsvhich can be destroyed by



g,: to save the file comp.log;

g,: to run the file mining.mat;

g,: to run the file results.mat;

g,: to save the file satellite. mpeg;

gs: to save the file satellite.jpg;

g to have the authorization to
open the file dataJune.mat;

Fig. 3. An example of dynamic dependence network.

the deletion of dynamic dependencies apatential coalitions which can be formed
depending on additions and deletions of dynamic dependgnci

Definition 1 (Coalition). Let A be a set of agents an@ be a set of goals. A coalition
function is a partial functiorC : A — 24 x 2¢ such that{a | C(a, B,G)} = {b |

b € B,C(a, B,G)}, the set of agents profiting from the coalition is the set afrag
contributing to it. Let(A, G, dyndep , dyndep , >) be a dynamic dependence network,
and dep the associated static dependencies.

1. A coalition functionC' is a coalition ifda € A,B C A,G’ C G such that
C(a, B,G’) implies G’ € depa, B). Coalitions which cannot be destroyed by
addition or deletion of dependencies by agents in otheritoas.

2. A coalition functionC' is a vulnerable coalition if it is not a coalition anda €
A,D,B C A,G' C G suchthatC(a, B,G") impliesG’ € Updyndep (a, B, D).
Coalitions which do not need new goals or abilities, but véhesistence can be
destroyed by removing dependencies.

3. A coalition functionC' is a potential coalition if it is not a coalition or a vulner-
able coalition andda € A,D,B C A,G C G such thatC(a, B,G’) implies
G' € Up(dyndep (a, B,D) UG’ € dyndep (a, B, D)) Coalitions which could
be created or which could evolve if new abilities or goals lslobe created by
agents of other coalitions on which they dynamically depend

Figure 3 presents two different coalitions. On the one haedhave aractualcoali-
tion composed by agents, n, andns. On the other hand, we have a potential coali-
tion, such as a coalition which could be formed if agenteally performs the dynamic
addition, making agent; dependent on agent;.

4 Conditional Dependency Modeling

In this section, we answer to the questfamw to model sanctions, contrary-to-duty and
coalition’s stability in dependence networkyg defining the conditional dependency
modeling. Normative multiagent systems are “sets of agénitsan or artificial) whose
interactions can fruitfully be regarded as norm-govermieelnorms prescribe how the



agents ideally should and should not behave. [...] Impdstathe norms allow for the
possibility that actual behavior may at times deviate frbmitleal, i.e., that violations
of obligations, or of agents’ rights, may occur” [6]. In thiaper, we represent general
regulative norms. The notion of conditional obligationtwén associated sanction is
the base of the so called regulative norms. Obligations efieet] in terms of goals of
the agent and both the recognition of the violation and th@iegtion of the sanctions
are the result of autonomous decisions of the agent.

Awell-known problem in the study of deontic logic is the repentation of contrary-
to-duty structures, situations in which there is a primabslgation and what we might
call a secondary obligation, coming into effect when thenairy one is violated [16]. A
natural effect coming from contrary-to-duty obligatioaghat obligations pertaining to
a particular point in time cease to hold after they have béaated since this violation
makes every possible evolution in which the obligation Ifilfed inaccessible. A clas-
sical example of contrary-to-duty obligations is given bg so called “gentle murder”
by Forrester [11] which says “do not kill, but if you Kill, kigently”. A contrary-to-
duty obligation is not a type of norm. A regulative norm regmeted by a ruleif a then
obliged X is a contrary-to-duty if there is another norm of the kirfdrbidden &. Note
that this is not a property of the norrf a then obliged Xand thus not a type of norm.

4.1 Conditional Dependence Networks

The introduction of norms in dependence networks is baséleomecessity to adapt the
requirements analysis phases to model norm-based sygt@regample of application
of this kind consists in the introduction of obligations imtual Grid-based organiza-
tions [22] where obligations, as shown in Section 2, are tsedforce the authorization
decisions. On the one hand, in approaches like [22], olitigatare considered simply
as tasks that have to be fulfilled when an authorization igpted/denied while, on
the other hand, in approaches like [15], the failure in flilf) the obligation incurs a
sanction but there is no secondary obligation.

The introduction of obligations brings us to introduce a rémd of goal, the nor-
mative one. These goals originate from norms and they reptdise obligation itself.
We define a new set of normative concepts, based on Bethla [2] model of obli-
gations, and we group them in a new view, called the normai®. The normative
view is composed by a set of norm&and three main functionsplig, sanct andctd
representing obligation, sanctions and contrary-to-dbtigations. The UML diagram
of Figure 4 provides a unified vision of the presented corxcepthe ontology repre-
senting our conceptual metamodel.

Definition 2 (Normative View). Let the institutional view RL, I F, RG, X, igoals :
RL — 28C iskills: RL — 2% irulest: 2% — 21F) the normative view is a tuple
(RL, RG, N, oblig, sanct, ctd) where:

— RLis asetof rolesRG is a set of institutional goalsy is a set of norms;

L irules associate sets of institutional actions with the sets dftirignal facts to which they
lead.
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Fig. 4. The UML class diagram specifying the main concepts of theametlel.

— the functiorvblig : N x RL — 2%% is a function that associates with each norm
and role, the institutional goals the agent must achieveilidifthe norm. Assump-
tion: ¥n € N andrl € RL, oblig(n,rl) € power({rl})2.

— the functionsanct : N x RL — 2% is a function that associates with each
norm and role, the institutional goals that will not be ackée if the norm is
violated by rolerl. Assumption: for eactB C RL and H € power(B) that
(Urierrsanct(n,rl)) N H = .

— the functionctd : N x RL — 2% is a function that associates with each norm and
role, the institutional goals that will become the new ingtonal goals the role-
has to achieve if the norm is violated b} Assumptiorn € N andrl € RL,
ctd(n,rl) € power({ri}).

We relate norms to goals following a twofold direction. Einse associate with
each normn a set of institutional goalsblig(n) C RG. Achieving these normative
goals means that the nonmrhas been fulfilled; not achieving these goals means that the
norm is violated. We assume that every normative goal carchieved by the group,
i.e., the group has the power to achieve it. Second, we agsosith each norm a set of
institutional goalssanct(n) € RG which will not be achieved if the norm is violated
and it represents the sanction associated with the norm.sélevee that the group of
agents does not have the power to achieve these goals. Wardssociate with each
norm (primary obligation) another norm (secondary oblmatrepresented by a set of
institutional goalsctd(n) C RG that have to be fulfilled if the primary obligation is
violated.

2 power relates each role with the goals it can achieve.



We define a new modeling activity, callednditional dependency modelirtg sup-
port in the early and late requirements analysis the reptasen of obligations, sanc-
tions and contrary-to-duty obligations. Conditional degence networks are defined as
follows:

Definition 3 (Conditional Dependence Networks (CDN)).
A conditional dependence network is a tuple GG, cdep odep sandepctddep where:

— Ais a set of agents and is a set of goals;

— cdep: 24 x 24 — 229 is a function that relates with each pair of sets of agents all
the sets of goals on which the first depends on the second.

— odep: 24 x 24 — 229 is a function representing a obligation-based dependency
that relates with each pair of sets of agents all the sets afggon which the first
depends on the second.

— sandepC (OBL C (24 x 24 x 229)) x (SANCT C (24 x 24 x 227))is a
function relating obligations to the dependencies whigtresent their sanctions.
AssumptionSANCT € cdep and)BL € odep.

— ctddepC (OBL; C (24 x 24 x 22%)) x (OBLy C (24 x 24 x 22%))is a
function relating obligations to the dependencies whighresent their secondary
obligations. Assumptiol®BL;,OBLy € odep and)BL; N OBLy = (.

O‘ - "O Obligational dependency
[
i "O Obligational dependecy
[N with a sanction (conditional
dependency)
Cr=+1--0O Obligational dependency
[EmRENY with a secondary obligation

Fig.5.Legend of the graphical representation of teaditional dependency modeling

Figure 5 gives a graphical representation of ¢beditional dependency modeling
It describes the obligation-based dependency (depicteddashed arrowed line), the
obligation-based dependency with the associated sanetipressed as conditional de-
pendency (depicted as a dashed arrowed line represenéraptiyation connected to
a common arrowed line representing the sanction by a dastedahd the obligation-
based dependency with the associated secondary obligdiépicted as a dashed ar-
rowed line representing the primary obligation connectedrtother dashed arrowed
line representing the secondary obligation by a dashedl [lirree two functionstddep
andsandepare graphically represented as the dashed line connebgngfigation to
the sanction or to the secondary obligation.



Example 1.Considering Grid’s nodes of Figure 3, we can think to add teestraints
under the form of obligations and we build the following cdiwhal dependence net-
work CDN = (A, G, cdep odep sandepctddep depicted in Figure 6:

1. AgentSA = {nl, N9, N3, N4, N5, TLG};

2. GoalsG' = {g1, 92, 93, 94, 95, 96, 97, 98 }

3. cded{n1}, {n2}) = {{91}}: agentn, depends on agent, to achieve the goal
{g1}: to save the fileomp.log
def{nz2},{ns}) = {{g=}}: agentn, depends on agent; to achieve the goal
{g2}: to run the filemining.mat
def{ns},{n1}) = {{gs5}}: agentns depends on agent; to achieve the goal
{g5}: to save the filesatellite.jpg
dep{ns},{ns}) = {{gs}}: agentn, depends on agents to achieve the goal
{gs}: to run the fileresults.mat
dep{ns},{ns}) = {{g4}}: agentns depends on agents to achieve the goal
{g4}: to save the filesatellite. mpeg
def{ns},{ns}) = {{gs}}: agentns; depends on agent, to achieve the goal
{g¢}: to have the authorization to open the filetaJune.mat
odeg{n2}, {n1}) = {{g7}}: agentn, is obliged to perform go&lg;} concerning
agentn; : to run the filemining.matwith the highest priority;
oded{n4}, {ns}) = {{gs}}: agentn, is obliged to perform goa]gs} concerning
agentns : to share results of the running of fitlataJune.matith agentns;
odefd{n4}, {ns}) = {{gs}}: agentn, is obliged to perform goa]gs} concerning
agentng : to share results of the running of fitkatadune.matith agentng;
sandefy(({n2}, {m}) = {{gr}}, ({m}. {n2}) = {{o1})}:
ctddef (({n4}, {ns}) = {{gs}}. ({na}. {n6}) = {{gs} D}

Fig. 6. Conditional Dependence Network of Example 1.

Example 1 is depicted in Figure 6 which shows the network engtep after the
deletion and the insertion of the two dynamic dependendi€sgure 3. In Figure 6,
following the definition of coalition, we have two coalitisicomposing, e.g., two local
groups of a virtual organization. The first one is composeabgesny, ns, ns and



the other one is composed by nodes n; andng. Since these two subsets of the
virtual organization have to work with a good cohesion thémpossible to insert some
constraints, made clear by obligations. The first obligationsists in giving the highest
priority to, for example, a computation for an agent compgshe same local coalition
as you. This first obligation is related to a sanction if it islated. This link is made
clear by the functiorsandepand it means the deletion of a dependency concerning a
goal of the agent that has to fulfill the obligation. We représanctions as avoiding the
achievability of a goal by the punished agent but a sanctiounldvbe represented also
by imposing something unpleasant, for example an additgoel, on an agent. In this
paper, we concentrate the discussion only on the first poithttiae second one is left
for future research. The second obligation, instead, &edlto a secondary obligation
and it means that the agent has to share the results of a catiopuith a member of
its coalition but, if it does not fulfill this obligation thehhas to share these results with
another member of its coalition.

Figure 7 shows the graphical representation of how an didigén a conditional
dependence network can evolve toward the application ofetisa or of a secondary
obligation. In the first case, if the obligation is fulfilledait is linked to a sanction then
the obligation can be removed and also the connection anfenghiligation and the
sanction can be removed. The only dependency that remaths imetwork is the one
related to the sanction that passes from being a conditae@@ndency to a common
dependency. If the obligation is not fulfilled then it is delé and the deletion involves
also the conditional dependency representing the sandtiesanction consists exactly
the deletion of this conditional dependency associateddoad that the agent would
achieve. In the second case, if the obligation is fulfilled #ris linked to a secondary
obligation then the obligation is deleted and also the sgapnobligation is deleted
since there is no reason to already exists. If the obligatimtead, is not fulfilled then
the primary obligation is deleted but the secondary ohligetot. Note that in Figure 7
are depicted only the conditional dependencies and thgatiinal dependencies and
not all the other kinds of possible dependencies preseheinétwork.

Summarizing, we represent obligations, sanctions andagnrto-duty obligations
as tuples of dependencies related to each other. An oldigetiviewed as a particular
kind of dependency and it is related to dependencies duatisas and dependencies
due to secondary obligations. In the first case, we have #rattisns are common
dependencies, already existing inside the system thadulsewf their connection with
the obligation, can be deleted. These obligations can béffefeht kinds depending
on the involved agents. For example, we can have a primargaitdn linked to two
secondary obligations: a first case con involve the sametggeg., agent has to pay
agenth for a service but he does not do the payment thus the secoobggtion is to
pay to agenb an additional cost, and second case can involve a third agentagent
a continues to not pay you thus a third agei obliged to punish it for example with
the deletion of all the services he has to perform for thisixage
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Fig. 7. The evolution of conditional dependence networks.

4.2 Caoalitions in Conditional Dependence Networks

In Section 3, we presented a definition of coalition basedherstructure of dynamic
dependence networks. In these dynamic coalitions we déhlasinditional goals but
there is not the presence of obligations intended as setypafiencies linked together
by a relation of the kind obligation-sanction or primary ightion-secondary obliga-
tion. Conditional dependence networks have to be takereictount when a system is
described in terms of coalitions, vulnerable coalitiond patential coalitions since they
can change depending on the conditional dependencies sdtligations. A coalition
has to consider sanctions and secondary obligations,diogao these constraints:

Definition 4 (Constraints for Coalitions in Conditional Dependence Networks).
Let A be a set of agents an@ be a set of goals. A coalition function is a partial
functionC C A x 24 x 2¢ suchthat{a | C(a, B,G)} = {b| b€ B,C(a, B,G)}, the
set of agents profiting from the coalition is the set of agentgributing to it.
Introducing conditional dependence networks, the foll@madonstraints arise:

— V(dep1,deps) € sandepdeps ¢ C if and only ifdep; ¢ C. If the obligation,
associated to the dependendyp; is not part of the coalitionC' then also the
sanctiondep, associated to the obligation is not part of the coalitioh If the
obligation, associated to the dependerey; is part of the coalitionC' then also
the sanctionleps associated to the obligation is part of the coalitioh

— V(dep1, deps) € ctddep,deps € C if and only ifdep; ¢ C. If the primary obli-
gation, associated to the dependemley; is not part of the coalitiorC' then the
secondary obligationlep, is part of the coalitionC'. If the primary obligation,
associated to the dependentyp, is part of the coalitionC' then the secondary
obligationdep, is not part of the coalitiorC'.



Example 2.Let us consider conditional dependence network of Examptiefpicted
in Figure 6. Applying these constraints, we have that if thégation on goalg; is
fulfilled then the coalition composed by agents n, andns already exists since the
dependency associated to the sanction is not deleted. dfdligeation on goaly; is not
fulfilled then the obligation is deleted but also the santt®odeleted and the coalition
does not exist any more. Concerning the second coalitiadhgibbligation on goads

is fulfilled then both the primary and the secondary obligatare removed but if the
primary obligation is not fulfilled then the secondary ohlign is part of the coalition
composed by agents;, n; andng.

5 Related work

The idea of focusing the activities that precede the speatific of software require-
ments, in order to understand how the intended system witmeyanizational goals,
is not new. It has been first proposed in requirements engintgespecifically in Eric
Yu's work with his i* model [21]. The i* model offers actorspgls and actor depen-
dencies as primitive concepts. The rationale of the i* masléiat by doing an earlier
analysis, one can capture not only the what or the how, bottals why a piece of
software is developed. This supports a more refined anabysgstem dependencies
and encourages a uniform treatment of system’s requireangsatstated throughout the
paper, the most important inspiration source for our moslghé TROPOS methodol-
ogy [7] that spans the overall software development prodems early requirements
to implementation. Other approaches to software engingerie those of KAOS [10],
GAIA [20], AAII [14] and MaSE [13] and AUML [1]. The comparisoof these works
is summarized in Figure 8.

Early Late Architectural Detailed
requirements requirements design design
i* X X
Kaos X
GAIA X X
AAll and X X
MaSE
AUML X
TROPOS X X X X

Fig. 8. Comparison among different software engineering mettamies.

The main difference between these approaches and our oséstsoim the intro-
duction of the notion of obligation with its related concepf contrary-to-duty and
sanction to the requirements analysis and in the graphicdkfimg language based on
dependencies among agents. Moreover, these approachesamaider the notion of
coalition, as group of actors with a common set of goals aaghtissible constraints on
their structure.



6 Conclusions

This paper provides a detailed account of a new requirenaralysis model based
on the normative multiagent paradigm, following the TROP@&hodology [7]. The
paper presents and discusses the early and late requikepteages of systems de-
sign [19]. We present the key concepts of the ontology of oathwdology, agents,
roles, skills, goals, as shown by the UML diagram of FiguraMe divide our on-
tology in three submodels: the agent model, the institationodel, and the role as-
signment model. The modeling activities based on this ogtglthe dependency and
the dynamic dependency modeling, use a visual languageler tw model the stake-
holders and their relationships. Moreover, we introducthanontology the notion of
coalition for dependence networks. The modeling of norweatoncepts is an improve-
ment to requirements analysis since it allows, first, to tramsthe construction of the
requirements modeling and, second, to represent systanfiey axample Grid-based
systems, in which there are explicit obligations regulatime behaviour of the compo-
nents composing it. We define a new modeling activity, catiedditional dependency
modeling, to support in the early and late requirementsyaigthe representation of
obligations and contrary-to-duty obligations. This resgnatation is realized as tuples of
dependencies related to each other where an obligatioevged as a particular kind
of dependency, related to the dependencies due to sanatidresecondary obligations.
Moreover, we model the requirements analysis phases alcamtext in which there
is the possible presence of coalitions in conditional ddpene networks.

Concerning future work, we are interested in representiagbalitions’ evolution
process by means of our modeling techniques and in definimg poverful constraints
on coalitions with the aim to maintain, thanks to the appigaof norms, coalitions’
stability during this evolution process. In our opinioristtvould be a relevant improve-
ment to the studies concerning coalitions’ stability beseaaf the application, at the
same time, of a social network approach, providing measamdsgraph-based meth-
ods, and a normative multiagent approach, providing mashanlike social laws and
norms. Finally, we are improving our conditional dependemodeling by adding also
the representation of prohibitions.
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