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Autonomic systems aim at incorporating methods to monitor their dynamic
behaviour and to react in automated ways in order to effectively reconfigure
themselves to adapt to new environments. In the context of computer commu-
nication networks and distributed system, heterogeneous entities without any
centralized organization or control interact to propagate information or to cre-
ate new services according to the nodes’ capabilities and to the network require-
ments, and at the same time, to respond autonomically to network changes.

This results in a new self-organized paradigm centred on the entities partic-
ipating in the system. By making nodes service providers in addition to being
service consumers, their responsibility increases in sustaining the utility of the
system which relies entirely on the behaviour of users and on how they will
contribute toward system goals.

End-user cooperation is one of the major problems in autonomic communica-
tion systems as entities try to maximize their own benefit without contributing
to the system actively. These nodes, called misbehaving, can expose either a
harmful behaviour, when they are controlled by malfunctioning components or
malicious users that wish to disrupt the network, or simply they can be selfish
when non-cooperation results in greater benefit.

In this context, reputation management systems are an invaluable tool to
control the system and to monitor the user contribution to overall system goal.
The concept of reputation has been already used in the past and applied in
many different fields to have an estimation of the expected quality of the user
or nodes in providing a service. In autonomic communication systems we can
refer to reputation as the expected behaviour of a user in a service transaction.

Many reputation schemes have been proposed in literature and have been
deployed for different context ranging from peer-to-peer or content distribution
networks [2–5] to mobile ad-hoc networks [1, 6] with different goals and re-
quirements in mind. The common framework consists of monitoring how nodes
behave in transactions with other nodes and defining a metric to quantify their
trustworthiness. As the reputation value of a node is determined based on the
history, the system relies on the dissemination of trust information gathered
through transactions between nodes so that past experience can be evaluated
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and generalized to predict the behaviour of the node in the future. This in-
formation is then shared among nodes who can decide whether interact with
trustworthy nodes or ignore malicious nodes.

However, to sustain the dynamic nature of autonomic systems and to have
a mechanism that adapts the reputation scheme to network changes, compo-
nents must be continually evaluated for their cooperation and the aggregation
(aging the input to determine the evolution of the trust value of the node) and
the dissemination of the new computed reputation value should be immediate
to reflect the current behaviour of the a node. Furthermore, autonomic com-
munication systems are characterized by the presence of components that have
also interested in short and not durable interactions. In this context, the rapid
evolution of the system and possibly the lack of information on the prior node
behaviour complicate the determination of its trustworthiness.

Therefore, the heuristics that define the trust value of a node should somehow
consider the dynamicity of the system and the duration and importance of
interactions in the computation of the aggregated reputation value, mainly in
presence of limited and sparse connectivity of the nodes. Components that
have sporadic transactions require the calculation of their reputation value to
converge fast even if the measure is not precise and accurate. In this case, the
computational time of the reputation of a node cannot be a critical factor.

On the contrary, permanent nodes in the network want to create a web of
trust with complete information on the trustworthiness of other users. These
nodes can interact continually, thus, the computation of their reputation value
can rely on more input information and be more accurate. Currently, we are
investigating solutions to solve this issue and other issues arising in autonomic
communication networks based on the cooperation of dynamic coalitions (virtual
communities) of users.
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