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Abstract—To optimize energy efficiency in network, operators try to switch off as many network devices as possible. Recently, there is a trend to introduce content caches as an inherent capacity of network equipment, with the objective of improving the efficiency of content distribution and reducing network congestion. In this work, we study the impact of using in-network caches and content delivery network (CDN) cooperation on an energy-efficient routing. We formulate this problem as Energy Efficient Content Distribution. The objective is to find a feasible routing, so that the total energy consumption of the network is minimized subject to satisfying all the demands and link capacity. We exhibit the range of parameters (size of caches, popularity of content, demand intensity, etc.) for which caches are useful. Experimental results show that by placing a cache on each backbone router to store the most popular content, along with well choosing the best content provider server for each demand to a CDN, we can save a total up to 23% of power in the backbone, while 16% can be gained solely thanks to caches.

Index Terms—Energy Efficiency, Integer Linear Programming, Content Delivery Network, In-network Caching, Future Internet.

I. INTRODUCTION

Energy efficiency of networking systems is a growing concern, due to both increasing energy costs and worries about CO₂ emissions. In [1] it is reported that Information and Communication Technology sector is responsible for up to 10% of global energy consumption. 51% of that is attributed to telecommunication infrastructure and data centers. Thus, saving power there is important. Backbone network operators study the deployment of energy-efficient routing solutions. The general principle is to aggregate traffic in order to be able to turn off a maximum number of devices [2]–[5].

On the other hand, in order to reduce network load and improve quality of service, content providers and network operators try to disaggregate traffic by replicating their data in several points of the networks, reducing the distance between this data and their users. Recent years have seen, along the growing popularity of video over Internet, a huge raise of traffic served by Content Delivery Networks (CDNs). These kinds of networks operate by replicating the content among its servers and serving it to the end users from the nearest one. CDNs deliver nowadays a large part of the total Internet traffic: estimation ranges from 15% to 30% of all Web traffic worldwide for the single most popular CDN [6]. Chiaraviglio et al. [7], [8] have shown how the choice of CDN servers impacts the backbone energy consumption. More precisely, they aim at turning off network devices by choosing, for each demand from a client to a content provider, the best server of this CDN while being energy aware.

Here, we go further on this idea by also considering the usage of caches on each of backbone routers, while still taking into account the choice of CDN servers. It is important to mention that there have been several proposals for developing global caching systems [9], in particular recently using in-network storage and content-oriented routing to improve the efficiency of content distribution by future Internet architectures [10]–[12]. Among these studies, we mention that in this paper we do not assume any specific technology for future Internet architectures, nor anything else that would require major overhaul of how the Internet works. Thus, there is no content routing among our caches. We assume that a cache serves a single city, taking all of its contents from the original provider. We consider that caches use energy and can be turned on or off. Thus, there is a trade-off between the energy savings they allow, by reducing network load, and their own consumption.

We propose an Integer Linear Programming (ILP) formulation to reduce energy consumption by using caches and properly choosing content provider servers, for each demand. We implemented this formulation on the ILP solver CPLEX version 12 and made experiments on real, taken from SNDlib [13], and random, Erdős-Rényi [14], network topologies. We study the impact of different parameters: size of caches, demand intensity, network size, etc. In particular, we found that almost maximal energy gain can be achieved, in our scenarios, by caches of the order of 1 TB. Larger caches do not lead to significantly better gains. We discuss the increase of cache usage with network size. Experimental results show potential energy savings of about 20% by putting devices to sleep outside peak hours; introducing CDN to the network without caches gives 16% savings; introducing caches to network without CDN also gives around 16% savings.

The main take away of our work is thus that by storing the most popular content in caches at each router and by choosing the best content provider server we may save a total 23% of power in the backbone.

The paper is organized as follows. We discuss the related work in Section II. We present the problem and its formulation in Section III. Section IV describes how we built the instances used in the experimentations. Finally, we present the experiments we did and discuss the results in Section V.
II. RELATED WORK

Reducing energy consumption of the backbone network has been approached before multiple times. A model where it was achieved by shutting down individual links is studied in [5]. An interesting way of performing this in a distributed manner is shown in [4]. Energy efficient CDNs have also been studied recently. Authors in [15] propose to reduce energy consumption in CDN networks by turning off CDN servers through considering user SLAs. In order to optimize the power consumption of content servers in large-scale content distribution platforms across multiple ISP domains, a strategy is proposed in [16] to put servers into sleep without impact on content service capability. Our work is different from these works, since they do not consider in-network caches.

Network caches have been used in global caching systems [9]. In recent years, several Information Centric Networking architectures, such as Cache and Forward Network (CNF) [10], Content Centric Networking (CCN) [12] and NetInf [11], have exploited in-network caching. Their objectives are to explore new network architectures and protocols to support future content-oriented services. Caching schemes have been investigated in these new Internet architectures [10], [17], [18]. Similar to our work, these works also use in-network caches, however they do not consider energy savings.

Energy efficiency in content-oriented architectures [19]–[21] with an in-network caching has been studied recently. In [19], authors analyze the energy benefit of using CCN by comparison to CDN networks. A further work [21] considering the impact of different memory technologies on energy consumption is studied. Adding network caches that work transparently with current Internet architecture has been studied, with linear power models, in [22], where caches are added to backbone routers and in [23], where it is found that optimal placement during peak hours is in the access network. These works focus on the energy efficiency considering data delivery and storage, however they do not take into account the energy savings by turning on/off network links. Authors in [20] extend GreenTE [2] to achieve a power-aware traffic engineering in CCN network. It is different from our work, since we consider energy consumption of in-network caches that could be turned on or off, as well as a cooperation between network operators and content providers.

Most closely related to ours is the work from Chiaraviglio et al. [7], [8], which enables the cooperation between network operators and content providers, to optimize the total energy consumption by an ILP formulation for both sides. In this paper, we also consider this cooperation to achieve such a total energy saving. Our work is an extension of this optimization problem formulation, through considering in-network caching.

III. PROBLEM MODELING

What follows in this section is a discussion of model parameters, formal problem definition and a Mixed Integer Linear formulation used to solve it.

A. Parameters

For in-network caches, it is still an open question: if and how they will be deployed. Therefore, we try to avoid making specific assumptions about the details. Once the question is answered, the model can be updated to answer any possible specific concerns. Conclusions can change if the actual parameters vary heavily from our estimates.

a) Cache hit rate: A cache, located in each router, automatically caches the most popular content, potentially saving a fraction of any demand. Establishing this fraction is a non-trivial task. According to [24], content popularity follows a Zipf-like distribution. In their study, they computed the relation between cache size and hit rate for a trace of traffic towards YouTube. Note that this relation does not depend on the number of cache accesses, only on the relative size of the cache and all the content collection. This relation is shown on Figure 1, with the assumption that an average video is 100 megabytes. The figure shows results for two algorithms: least recently used, a classic cache algorithm, and static most popular, a simple algorithm proposed by the authors. For example with a cache of around 800GB the expected hit rate is around 17.7% using LRU and around 32.5% using the static algorithm, thus saving an equivalent fraction of traffic.

As the situation changes frequently, both regarding to the volume of popular content and available storage, we leave this fraction as a parameter of the model: $\alpha$ – the maximal part of any demand that can be served from a cache. Network operator can establish it empirically, by means of measurements. Typically, we take $\alpha \in [0.2, 0.35]$.

b) Cache power usage: In our model we deal with two types of equipment: links and caches. In practice, main energy drain of links are port cards and amplifiers. As can be seen in Powerlib [25], power requirements of single port cards suitable for long haul networks are well over 100 Watts, while other backbone cards can be as few as a quarter of that. For the caches, the main concern is fast mass storage. This has improved recently, with current SSD models offering 1TB of storage accessed at 10Gbps consuming below 10 Watts of power, for example [26].

Again, as the practical values in the time of implementation are hard to predict, we make this ratio another parameter of the model: $\beta$ – power consumption of a cache divided by power consumption of a link. Typically we take $\beta \in [0.1, 1]$.

B. Problem definition

We use a typical model, from the perspective of a backbone provider, where aggregated traffic between cities is expressed as a demand matrix. We augment this matrix to represent not specific assumptions about the details. Once the question is answered, the model can be updated to answer any possible specific concerns. Conclusions can change if the actual parameters vary heavily from our estimates.

a) Cache hit rate: A cache, located in each router, automatically caches the most popular content, potentially saving a fraction of any demand. Establishing this fraction is a non-trivial task. According to [24], content popularity follows a Zipf-like distribution. In their study, they computed the relation between cache size and hit rate for a trace of traffic towards YouTube. Note that this relation does not depend on the number of cache accesses, only on the relative size of the cache and all the content collection. This relation is shown on Figure 1, with the assumption that an average video is 100 megabytes. The figure shows results for two algorithms: least recently used, a classic cache algorithm, and static most popular, a simple algorithm proposed by the authors. For example with a cache of around 800GB the expected hit rate is around 17.7% using LRU and around 32.5% using the static algorithm, thus saving an equivalent fraction of traffic.

As the situation changes frequently, both regarding to the volume of popular content and available storage, we leave this fraction as a parameter of the model: $\alpha$ – the maximal part of any demand that can be served from a cache. Network operator can establish it empirically, by means of measurements. Typically, we take $\alpha \in [0.2, 0.35]$.

b) Cache power usage: In our model we deal with two types of equipment: links and caches. In practice, main energy drain of links are port cards and amplifiers. As can be seen in Powerlib [25], power requirements of single port cards suitable for long haul networks are well over 100 Watts, while other backbone cards can be as few as a quarter of that. For the caches, the main concern is fast mass storage. This has improved recently, with current SSD models offering 1TB of storage accessed at 10Gbps consuming below 10 Watts of power, for example [26].

Again, as the practical values in the time of implementation are hard to predict, we make this ratio another parameter of the model: $\beta$ – power consumption of a cache divided by power consumption of a link. Typically we take $\beta \in [0.1, 1]$.

B. Problem definition

We use a typical model, from the perspective of a backbone provider, where aggregated traffic between cities is expressed as a demand matrix. We augment this matrix to represent not
only cities, but also content providers. This is motivated by the fact that content providers generate traffic that can easily be equal to that of a city.

Let us first formally define the optimization problem we are dealing with. We call it ENERGY EFFICIENT CONTENT DISTRIBUTION. In this problem, we model the network by a graph \( G = (V,E) \), for which we have a link capacity function \( c : E \rightarrow \mathbb{R}_+ \) and city to city demands \( \overline{D}_{st}, \forall s,t \in V \). Moreover, we are given a set of content providers \( P \). For each content provider \( p \in P \), the subset of vertices of \( V(G) \) containing its servers is given by the function \( \Sigma_p \subseteq V(G) \). Each server placed in location \( l \in \Sigma_p \) of a content provider \( p \) has a capacity \( C(s_p) \). We are also given demands from cities to content providers given by the function \( \overline{D}_p \), for every \( s \in V, p \in P \). We consider that the data is replicated at each node of \( \Sigma_p \). Finally, each node \( v \in V(G) \) in the network has a cache of bandwidth capacity \( b(v) \).

The goal of our problem is to find a feasible routing in \( G \) satisfying all the demands \( D^{l,s} \) and \( D^p \) under the capacity constraints \( c(u,v), C(s_p) \) and \( b(u) \) that minimizes the total energy consumption of the network. By total energy consumption, we mean the energy used by the links plus the energy used by the caches. For each cache, despite of a fixed energy cost of placing its servers, \( \alpha \) portion of any demand up to \( \beta \) limits the demands it can satisfy: 

\[
\sum_{s,t \in V} \beta \gamma y_{st} + \sum_{s \in V} \beta (1 - \gamma) z_v.
\]

Denote \( \hat{D} \) and \( \tilde{D} \) as the demands posed in the problem instance, respectively from other cities and content providers. A cache in a source router \( s \), when turned on, allows to save a portion of any demand up to \( \alpha \), call these savings respectively \( C \) and \( \mathcal{C} \). We will consider reduced demands, denoted \( \hat{D} \) and \( \tilde{D} \), which are the input demands with the caching savings subtracted:

\[
\begin{align*}
\hat{D}_s &= \hat{D}_s - C_s, \forall s \in V, \\
\mathcal{C}_s &= \alpha \hat{D}_s, \forall s \in V, \\
\tilde{D}_p &= \tilde{D}_p - \mathcal{E}_p, \forall s \in V, p \in P, \\
\mathcal{E}_p &= \alpha \tilde{D}_p, \forall s \in V, p \in P.
\end{align*}
\]

Then, we record the load of the cache:

\[
\sum_{t} C^t + \sum_{p} \mathcal{E}^p = z_s b(s), \forall s, t \in V, \forall p \in P.
\]

Finally, the load cannot exceed the capacity and needs to be zero if cache is off:

\[
z_s \leq y_s, \forall s \in V.
\]

Each possible source \( s \in V \) demands from each provider \( p \in P \) an amount of data flow \( D^p \geq 0 \). The provider has a set of servers \( s_p \) located in a subset of nodes of the network \( l \in \Sigma_p \subseteq V \). Each of those servers sends \( \mathcal{E}^p \) flow units, to collectively satisfy the demand:

\[
\sum_{l \in \Sigma_p} \mathcal{E}^p_s = D^p, \forall s \in V, p \in P.
\]

Each server \( s_p \) has a constrained capacity \( C(s_p) \), which limits the demands it can satisfy:

\[
\sum_{s \in V} \mathcal{E}^s_p \leq C(s_p), \forall p \in P, l \in \Sigma_p.
\]

Now we set flow constraints. By \( f_{s,v}^u \), we denote the flow on edge \( \{u,v\} \) corresponding to demands originating from \( s \).

\[
\sum_{s \in S_N} f_{s,u}^v - \sum_{z \in S_N} f_{s,z}^u = 0,
\]

where:

\[
\begin{cases}
-\sum_{p \in P} D^p_s - \sum_{s \in V} D^p \leq f_{s,u}^v - f_{s,v}^u, & u = s \\
D^p + |\sum_{p \in P} f_{s,u}^v - f_{s,v}^u|, & \text{otherwise}
\end{cases}, \forall s, u, v \in V.
\]

Finally we consider capacities of links, denoted \( c(u,v) \). The constraints involve both kinds of flows and the on/off status of the links:

\[
\sum_{s \in V} (f_{s,u}^v + f_{s,v}^u) \leq c(u,v) x_{uv}, \forall \{u,v\} \in L.
\]

All variables are non-negative real numbers, except for \( x_{uv} \) and \( y_v \) which admit only values in \( \{0,1\} \).

IV. INSTANCE GENERATION

The Survivable fixed telecommunication Network Design (SND) Library contains a set of real network topologies, which we use as a base for most of our instances. In particular, we have decided to use three networks:

- Atlanta - \( |V| = 15, |E| = 22 \), unidentifiable cities
- Nobel-EU - \( |V| = 28, |E| = 41 \), major European cities
- Germany50 - \( |V| = 50, |E| = 88 \), major German cities

We added the position of the Content Distribution Network servers. Usually, Content Distribution Networks locate their servers in Internet Exchanges and major Points of Presence, to minimize the network distance to the end users. Locations of such points are publicly known. Thus, for topologies with clearly identifiable cities, we have ready sets of candidate locations for CDN servers. Otherwise, we put them manually at cities which minimize the route lengths.

We used a population model to build the traffic matrices of the demands between cities. Then, we augmented matrices with the demands towards content providers. Obtaining exact
figures about CDN market shares and operational details is out of scope of this study. Still, we explored the publicly available information to come up with a list of the major providers. Each of the networks is assigned a popularity, which is based on market share either claimed by the company or media. The number of servers is heterogeneous and we try to arrange it into distinct classes in regard to popularity/server capacity proportion, i.e. there can be networks with many small servers, or few strong ones.

Table 1 exemplifies CDN specification used in the germany50 network. Server capacity means what part of total demand towards a network can be satisfied by the infrastructure in a single location. For example, just two servers with capacity 0.5 can satisfy all demands towards CDN4.

A more detailed description of the instance generation can be found in the research report [27].

<table>
<thead>
<tr>
<th>Popularity</th>
<th>Server capacity</th>
<th>Server locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDN1</td>
<td>40</td>
<td>Berlin Hamburg Duesseldorf Frankfurt Muenchen Nuernberg</td>
</tr>
<tr>
<td>CDN2</td>
<td>20</td>
<td>Berlin Duesseldorf Frankfurt Muenchen</td>
</tr>
<tr>
<td>CDN3</td>
<td>15</td>
<td>Berlin Frankfurt</td>
</tr>
<tr>
<td>CDN4</td>
<td>15</td>
<td>Hamburg Frankfurt Muenchen</td>
</tr>
<tr>
<td>CDN5</td>
<td>10</td>
<td>Berlin Duesseldorf Frankfurt Hamburg Muenchen Nuernberg Osnabruack</td>
</tr>
</tbody>
</table>

TABLE 1: Content Distribution Networks assumed for the germany50 network.

V. EMPIRICAL RESULTS

We implemented the formulation on the ILP solver CPLEX version 12. For large networks, we set a limit on the execution time to five minutes per instance. This section summarizes the empirical results obtained by solving our model, explains the impact of the parameters and shows the potential energy savings. Note that, as described in section III-C, energy consumption is given in normalized energy units equal to energy used by one link, denoted \( l_c \).

A. Cache parameters

In this section, we exemplify the impact of parameters of the cache. We look into how the obtained network designs differ on changing values of the cache hit rate \( \alpha \) and of the cache power usage \( \beta \). Due to lack of space, results are given here for the germany50 network. Similar results on different networks can be found in [27].

First, we look at the effects of changing the parameter \( \alpha \), shown in Figure 2a. Recall, that it limits what part of any single demand can be served from a cache. Increasing the significance of caches results in more being used and energy being saved. However, note that once about 15% of traffic can be cached, further gains are highly diminished. This, according to Section III-A0a, is equivalent to about 800GB or just 100GB depending on the cache algorithm used.

Figure 2b shows the effects of changing maximum cache power usage, \( \beta \). As we can see, when the caches use no energy, the network uses 60 units of power. Then it raises, through 63.4 for \( \beta = 0.1 \), to 69.7 for \( \beta = 0.5 \). After this point, further increases to \( \beta \) have little effect, not increasing past 74. This is because at this point caches simply get turned off as they consume too much energy.

Figure 2c shows combined effects of both parameters. The demands in it have been slightly reduced, to make routing without caches feasible. Then, a baseline power consumption has been established with caches disabled to be 71. For each pair of parameters energy savings, relative to that baseline, are mapped to a color and displayed in appropriate region of the figure. The darker the color the higher the savings.

B. CDN parameters

Then, we investigate the impact of the cooperation with CDN, shown on Figure 3. Plot 3a shows the evolution of energy consumption in function of what part of all demands are directed towards CDN networks. The traffic has been reduced for this plot to make routing without caches nor cooperating content providers feasible. Results both with and without caches are compared. As we can see, introducing cooperating content providers to a network without caches is highly beneficial. In the idealized case when all traffic would be served by CDNs, energy consumption would decrease by 27.4%. At today’s claimed values this number is still 16.4%. Then, introducing caches to a network without CDN gives 16.7% savings. There remain 8.0% savings at today’s CDN popularity. What may be a bit surprising, there are still 6.6% savings by introducing caches when 100% of traffic is served by the Content Delivery Networks. Finally, comparing network without CDN nor caches, to network with 50% of traffic served by CDN and with enabled caches, we save 23.12% of energy.

Plot 3b investigates how many location choices are needed to achieve good savings. In this scenario, for the sake of clarity, there is only one CDN. Its servers are potentially located in: Berlin, Frankfurt, Muenchen, Hamburg, Dortmund, Stuttgart, Leipzig and Aachen. In each data point, only the first \( n \) servers from this list are enabled. Each server is able to provide all demands alone, 50% of all traffic is served by the CDN. It is infeasible to route with less than 3 locations. As we can see, increasing the number of possible choices from 3 to 5 yields around 13% of energy savings. Further increases have little effect. Thus, it is optimal to have 5 server locations in this network of 50 cities.

C. Impact of traffic level

In this section, we look into the potential reduction of energy consumption of the networks in our model, both with and without usage of the caches, exploiting the variance in network traffic over time. The parameters are: \( \alpha = 0.35 \), \( \beta = 0.1 \) and cache bandwidth is half of a link.

Figure 4 shows energy consumption in function of demand ratio, that is the inverse of traffic level. As we can see, in all the networks, enabling caches makes routing feasible under
much higher loads than before. For example in the case of Germany, we can accommodate an increase in demands by one third. Then, as traffic decreases, we can save energy by turning off some devices. The right column of Table II states relative difference between energy consumption of a network under highest possible load and half of that load, with caches enabled.

For a range of demand values, it is feasible to route without caches, but at a higher total energy cost. Note that half of maximum sustainable load is in all cases within this range. The left column of Table II shows the highest difference of power consumption accommodating the same traffic with and without caches.

As can be seen, there is a point after which there are no additional savings with falling traffic. This is when the routing is feasible on a spanning tree, using no caches. Turning off any additional device would disconnect the network.

What is interesting is the fact that caches have a much higher effect in the germany50 than the smaller instances. We attribute that to longer routes, which mean higher energy cost to transfer the data through the network. This effect is investigated in Section V-D.

### D. Impact of network size

We have seen different usage of caches in different networks. There is an explanation for that. First note that energy savings of serving from cache depend on how long would be the route traversed by the data if it was served from the network. Then, in the biggest network we used, the germany50 the average route length is only 4. We claim that in bigger networks we could see higher utility of caches.

To estimate the impact of route length, we look into results on Erdős-Rényi graphs. Recall that in these graphs, the route lengths grow logarithmically in respect to the graph size. As we need many big networks to demonstrate the effect, obtaining integer solutions would be impractical. Therefore, the results presented are for a fractional relaxation of the model.

Figure 5 shows the number of caches used divided by the number of cities in two-connected Erdős-Rényi graphs of increasing sizes. The average degree of each graph is 4, each city emits 7 demands to random other cities, cache parameters are $\alpha = 0.5$, $\beta = 1.0$ and $\gamma = 0.5$. Each data point is an average over 200 instances, error bars represent standard deviation.

As we can see, with no other parameters changing, usage of caches clearly grows with increasing network sizes. In a network of size 20, having average route length around 2.3, average cache usage is only 7.7%, while in networks of size 320, of average route length around 4.5, it is 80.3%. Caches see an average usage over 50% for networks of size at least 160, where the average route length is only around 3.9. This size can correspond to real networks comprised of both core and metropolitan parts.

### VI. Conclusions and further research

We have proposed a new model for saving energy in backbone networks by disabling equipment, taking into account in-router caches. It has been validated by solving instances based
Fig. 4: Comparison of energy consumption with and without caches in the model.

Fig. 5: Cache usage divided by network size for Erdős-Rényi graphs.

on real network topologies. The total energy savings found oscillate about 25% for realistic parameters. Part of energy saved solely due to introduction of caches is up to 16% in our instances.

In future work, the model can be extended by enabling sharing a single cache between multiple cities. Another interesting direction is modelling the problem from perspective of content provider. We can also look at different network architectures. This work considered only the backbone. A next step could be introducing access networks, leading to larger instances. As the savings due to caches grow with network size, they should be substantially higher in this case. This could also motivate study of new mechanisms, e.g. layered caching.
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