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Abstract

We study the long time behavior of a McKean-Vlasov stochastic differential equation (SDE),
driven by a Poisson measure. In neuroscience, this SDE models the dynamics of the membrane
potential of a typical neuron in a large network. The model can be derived by considering a
finite network of generalized Integrate-And-Fire neurons and by taking the limit where the
number of neurons goes to infinity. Hence the McKean-Vlasov SDE is a mean-field model of
spiking neurons.

We study existence and uniqueness of the solution this McKean-Vlasov SDE and describe its
invariant probability measures. For small enough interaction parameter J , we prove unique-
ness and global stability of the invariant measure. For J arbitrary large however, the invariant
measures may not be unique. We give a sufficient condition ensuring the local stability of
such a given invariant probability measure. Our criterion involves the location of the zeros
of an explicit holomorphic function associated to the considered stationary solution. When
all the zeros have negative real part, we prove that stability holds. We then give sufficient
general conditions ensuring the existence of periodic solutions through a Hopf bifurcation:
at some critical interaction parameter J0, the invariant probability losses its stability and
periodic solutions appear for J close to J0. To obtain these results, we combine probabilistic
and deterministic methods. In particular, a key tool in this analysis is a nonlinear Volterra
Integral equation satisfied by the synaptic current.

Finally, we illustrate these results with examples which are tractable analytically. Addition-
ally, we give numerical methods to approximate the solution of the mean-field equation and
to predict numerically the bifurcations.

Keywords: McKean-Vlasov stochastic processes; Long time behavior; Mean-field interaction;
Volterra integral equation; Hopf bifurcation
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Résumé

Nous étudions le comportement en temps long d’une équation différentielle stochastique (EDS)
de type McKean-Vlasov, dirigée par une mesure de Poisson. En neurosciences, cette EDS
modélise la dynamique du potentiel de membrane d’un neurone typique dans un grand réseau.
Le modèle peut-être obtenu en considérant un réseau fini de neurones de type Intègre-Et-Tire
généralisé et en prenant la limite où le nombre de neurones tend vers l’infini. Cette EDS est
donc un modèle champ moyen de neurones à décharge.

Nous étudions l’existence et l’unicité de la solution de cette EDS McKean-Vlasov et nous
donnons ses mesures de probabilité invariantes. Si le paramètre d’interaction J est suffisam-
ment petit, nous prouvons l’unicité et la stabilité globale de la mesure invariante. Pour un J
quelconque cependant, il peut y avoir plusieurs mesures de probabilité invariantes. Nous don-
nons une condition suffisante assurant la stabilité locale d’une telle mesure invariante. Notre
critère fait intervenir les zéros d’une fonction holomorphe associée à la solution stationnaire
considérée. Lorsque tous les zéros sont de partie réelle négative, nous prouvons la stabilité.
Nous donnons finalement des conditions générales suffisantes assurant l’existence de solutions
périodiques par le biais d’une bifurcation de Hopf : pour un certain paramètre d’interaction
critique J0, la probabilité invariante perd sa stabilité et des solutions périodiques apparaissent
pour J suffisamment proche de J0. Pour obtenir ces résultats, nous combinons des méthodes
probabilistes et déterministes. En particulier, dans cette analyse, un outil clé est l’équation
intégrale de Volterra non linéaire satisfaite par le courant synaptique.

Enfin, nous illustrons ces résultats par des exemples que l’on peut traiter de manière ana-
lytique. En outre, nous donnons des méthodes numériques pour approximer la solution de
l’équation champ moyen et pour prédire numériquement les bifurcations.

Mots clefs: Processus stochastique de McKean-Vlasov; Comportement en temps long; Equa-
tion Champ moyen; Equation intégrale de Volterra; Bifurcation de Hopf
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exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
1[0,σα)(x)dx.

Φ(ν, h) = J(α)rνα+h − (α+ h), defined for ν ∈M(f2) and h ∈ L∞λ on page 97.

ϕa
t,s(x) The deterministic flow, defined on page 18. It is the solution of

∀t ≥ s, d

dt
ϕa
t,s(x) = b(ϕa

t,s(x)) + at

ϕa
s,s(x) = x.
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∫∞

0
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x
α(t)ν∞α (dx), defined on page 89.

ρa,τ =
πa,τ
ca,τ

, defined on page 138.

σα = inf{x ≥ 0, b(x) + α = 0}, defined on page 41.
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∫∞

0
d
dxK

x
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Chapter 1

Introduction

1.1 The model

1.1.1 The particle system

We study a model of network of neurons. Let b : R+ → R and f : R+ → R+ be two deter-
ministic smooth functions. For each N ∈ N, we consider a Piecewise-Deterministic Markov
Process (PDMP) XN

t = (X1,N
t , · · · , XN,N

t ) ∈ RN+ . For i ∈ {1, · · · , N}, Xi,N
t models the mem-

brane potential of the neuron i in the network. It emits spikes at random times. The spiking
rate of neuron i at time t is f(Xi,N

t ): it only depends on the potential of neuron i. When the

neuron i emits a spike, say at time τ , its potential is reset (Xi,N
τ+ = 0) and the potential of

the other neurons (say neuron j) increases by an amount JNi→j , where the connection strength

JNi→j ≥ 0 is fixed:

∀j 6= i, Xj,N
τ+ = Xj,N

τ− + JNi→j .

The weight matrix (JNi→j)i,j∈{1,··· ,N}2 is assumed to be deterministic and constant in time.
Between two spikes, the potentials of each neuron evolve according to the one dimensional
ODE

d

dt
Xi,N
t = b(Xi,N

t ).

The drift function b models the subthreshold dynamics: it describes how the membrane po-
tentials evolve between the jumps. We assume that b(0) ≥ 0 such that the dynamics stay
on R+. The rate function f models the intensity of the jumps of the neurons.

This process is indeed a PDMP. In particular, it is a Markov process (see [Dav84]). Equiva-
lently, the model can be described using a system of SDEs driven by Poisson measures. Let
(Ni(du, dz))i=1,··· ,N be a family of N independent Poisson measures on R+×R+ with intensity

measure dudz. Let (Xi,N
0 )i=1,··· ,N be a family of N random variables on R+, independent of

the Poisson measures. Then (Xi,N ) is a càdlàg process solution of the system of SDEs:

∀i = 1, · · · , N, Xi,N
t =Xi,N

0 +

∫ t

0
b(Xi,N

u )du+
∑

j 6=i
JNj→i

∫ t

0

∫

R+

1{z≤f(Xj,N
u− )}N

j(du, dz)

−
∫ t

0

∫

R+

Xi,N
u− 1{z≤f(Xi,N

u− )}N
i(du, dz).

(1.1)

1
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We plot in Figure 1.1 a typical trajectory of (Xi,N
t ) with N = 2 neurons.
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A simulation with N = 2 neurons.

Figure 1.1: A simulation of the particle system with N = 2 neurons, b(x) = 3/2−x, f(x) = x2

and J2
1→2 = J2

2→1 = 0.2. When one of the neuron is spiking its potential is reset to zero and
the other one receives a kick of size 0.2.

To summarize, the model is parametrized by the rate function f , the drift function b, the
weight matrix (JNi→j)i,j∈{1,··· ,N}2 and the law of the initial conditions. We are interested in
the limit of large network (N →∞). We now describe the limit equation associated to (1.1).

1.1.2 The McKean-Vlasov SDE

We now assume that the initial conditions (Xi,N
0 )i∈{1,··· ,N} are independent and identically

distributed (i.i.d.) with probability law ν. We furthermore assume that the weights between
the neurons are all equal:

∀i, j ∈ {1, · · · , N}, JNi→j =
J

N
.

The deterministic constant J ≥ 0 models the strength of the interactions. Under these
additional assumptions, the particles are indistinguishable from one to the other and the
particle system is exchangeable: i, j ∈ {1, · · · , N} with i < j, we have

L((X1,N
t , · · · , XN,N

t )t≥0) =

L((X1,N
t , · · · , Xi−1,N

t , Xj,N
t , Xi+1,N

t , · · · , Xj−1,N
t , Xi,N

t , Xj+1,N
t , · · · , XN,N

t )t≥0).
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The scaling JNi→j = J
N corresponds to the scaling of the law of large numbers. Note that

E
J

N

∑

j 6=i

∫ t

0

∫

R+

1{z≤f(Xj,N
u− )}N

j(du, dz) =
J

N

∑

j 6=i

∫ t

0
E f(Xj,N

u− )du

=
N − 1

N
J

∫ t

0
E f(X1,N

u− )du.

Furthermore, for any fixed deterministic time u ≥ 0, the process Xi,N jumps at time u with
probability zero. Thus, we deduce that E f(X1,N

u− ) = E f(X1,N
u ).

As the number of neurons N goes to infinity, one expects propagation of chaos to hold: as
N goes to infinity, any pair of neurons of the network (say X1,N

t and X2,N
t ) becomes more

and more independent and each neuron (say (X1,N
t )) converges in law to the solution of the

following McKean-Vlasov SDE:

Xt = X0 +

∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du−

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz). (1.2)

In this equation, N is a Poisson measure on R2
+ with intensity being the Lebesgue measure

dudz, the initial condition X0 has law ν and is independent of the Poisson measure. This SDE
is nonlinear in the sense of McKean-Vlasov, because of the interaction term E f(Xu) which
depends on the law of the solution X. Informally, Equation (1.2) can be understood in the
following way:

Between the jumps, (Xt) solves the ODE Ẋt = b(Xt) + J E f(Xt)

and (Xt) jumps to zero at a rate f(Xt).

Eq. (1.2) is the main object of this thesis: we study the well-posedness as well as the qualitative
properties of the solution, in particular its long time behavior. This model, described here
with a probabilistic formalism, can also be understood via the following Partial Derivative
Equation (PDE ).

1.1.3 The nonlinear Fokker-Planck equation

Let ν(t, dx) := L(Xt) be the law of Xt. It solves the following nonlinear Fokker-Planck
equation, in the sense of measures:

∂tν(t, dx) + ∂x [(b(x) + Jr̃ν(t))ν(t, dx)] + f(x)ν(t, dx) = r̃ν(t)δ0 (1.3)

ν(0, dx) = L(X0), r̃ν(t) =

∫

R+

f(x)ν(t, dx).

Here δ0 is the Dirac measure in 0. Note that r̃ν(t) = E f(Xt). If furthermore L(Xt) has a
density for all t, that is L(Xt) = ν(t, x)dx then ν(t, x) solves the following strong form of the
Fokker-Planck equation (1.3)

∂tν(t, x) + ∂x [(b(x) + Jr̃ν(t))ν(t, x)] + f(x)ν(t, x) = 0, (1.4)

ν(0, x)dx = L(X0), r̃ν(t) =

∫

R+

f(x)ν(t, x)dx,
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with the boundary condition:

∀t > 0, (b(0) + Jr̃ν(t)) ν(t, 0) = r̃ν(t). (1.5)

Many questions arising in this thesis can be formulated equivalently using the nonlinear SDE
(1.2) or using the nonlinear PDE (1.3). We shall come back in Chapter 2 (see Section 2.7)
on the derivation of the PDE (1.3) and discuss conditions such that L(Xt) admits densities
solving (1.4) and (1.5).

1.1.4 Two changes of parameters

The model, described by the mean-field equation (1.2), is parametrized by the drift b, the
jump rate f , the interaction parameter J and the initial condition X0 with law ν.

A change of time

Let τ > 0. Consider (Xt) a solution of (1.2) and let for all t, x ≥ 0

Vt := Xτt, b̃(x) := τb(x), f̃(x) := τf(x).

Let Ñ := N ◦ g−1 be the push-forward measure of N by the function

g(t, z) := (τt, z/τ).

Note that Ñ(du, dz) is again a Poisson measure of intensity dudz. We have

Vt = X0 +

∫ τt

0
b(Xu)du+ J

∫ τt

0
E f(Xu)du−

∫ τt

0

∫

R+

Xu−1{τz≤τf(Xu−)}N(du, dz)

= X0 +

∫ t

0
b̃(Vs)ds+ J

∫ t

0
E f̃(Vs)ds−

∫ t

0

∫

R+

Vs−1{w≤f̃(Vs−)}Ñ(ds, dw).

We have made the change of variables u = τs in the first two integrals and the change of
variables (u, z) = g(s, w) in the third integral. So (Vt) is a (weak) solution of (1.2) with
V0 = X0, J̃ = J , b̃, f̃ and Ñ. So accelerate the time by a factor τ is equivalent to scale b and
f by τ , while keeping J fixed. We shall use this fact in Chapter 5 (see Section 5.3.4).

Reduction to J = 1.

Consider (Xt) a solution of (1.2) and let for all t, x ≥ 0:

Vt :=
Xt

J
, b̃(x) :=

1

J
b(Jx), and f̃(x) := f(Jx).

Then (Vt) solves (1.2) with V0 = X0
J , b̃, f̃ and J̃ = 1. So without loss of generality we can

reduce (1.2) to J = 1. However, we will never use this reduction in this work. We prefer to
fix b, f (and the initial condition ν) and to let J varies. Indeed, J has a clear interpretation:
it models the intensity of the interactions between two neurons (see (1.1)). For instance in
Chapter 3, we study the dynamics for J small enough (b and f being fixed) and in Chapter 5,
we study the Hopf bifurcations as J varies.
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1.2 Biological background and motivations

With 1011 neurons in the human brain, neurons are the basic unit that makes perception,
learning, feeling and behavior possible. Despite the important variability between neurons
(there are more that 103 different types of neurons), the nerve cells all share a common
structure (a soma, an axon and the synapses). Neurons “communicate” via action potentials
(or spikes). Those are highly stereotyped signals where the membrane potential of the spiking
neuron rapidly raises and falls [MKJSSH13, Ch. 2].

Models of a single neuron

The first mathematical description of a single neuron is the integrate-and-fire model of Lapicque
(1907). In his seminal paper [Lap07], Lapicque models the membrane potential of a neuron
by the scalar ODE τ V̇ = −V (t) +RI, until the spiking time, which is defined by the time at
which the membrane potential V (t) reaches a fixed deterministic threshold. After the spike,
the membrane potential is reset to a resting value.

A more sophisticated and more precise model is later proposed by Hodgkin–Huxley [HH52].
It models jointly the membrane potential together with the voltage gated ions channels of the
neuron. Altogether the system is described by a 4D nonlinear ODE. A key feature is that the
spikes are intrinsic to the dynamics: no threshold is required. In addition to its complexity,
one drawback of Hodgkin–Huxley model is that the spikes are not well-defined: while we
observe that the Hodgkin–Huxley dynamics exhibits important variations of the membrane
potential (that we interpret as spikes) the precise timing of these action potentials in not well
defined in this continuous model. In contrary, in Integrate-and-Fire models, the spiking times
are well defined, and so it is easier to define the mean number of spikes per unit of time, which
is an important quantity when modeling network of neurons.

Spike trains (that is the times of the successive spikes) of real neurons, particularly in vivo, are
noisy. This variability cannot be correctly reproduced by the deterministic models of Lapicque
and Hodgkin–Huxley. There are two classical ways to introduce noise in the Integrate-and-fire
models. The first approach is to add a diffusion term in the dynamics (typically an additive
Brownian motion). The second approach is to abandon the notion of a fixed deterministic
threshold and to replace it with a “soft” threshold. In this case, a neuron fires with a prob-
ability which depends on its membrane potential. This is known in the physics literature as
“escape rate” models, “noisy outputs” or “generalized integrate-and-fire” model. We refer
to [Bri88; Ger95], as well as [GKNP14, Ch. 9] and the references therein. In [DGLP15],
the authors proposed to use Poisson measures (see (1.1)) to describe this model in rigorous
mathematical terms. Using motoneurons, in [JBHD11] the authors validated such escape rate
model with real data and suggested f(x) ≈ exp(a0 + a1x) for some constant a0 and a1 fitted
experimentally.
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Neurons in a network

A spike of a neuron propagates along the axon of the neuron and reaches its synapses. This
triggers a chemical reaction that induces a communication with the post-synaptic neurons.
The mechanism is the following: vesicles, stocked in the pre-synaptic neuron, merge with
the membrane. This releases neurotransmitters which are recaptured by the post synaptic
neuron: this in turn increases the membrane potential of the post-synaptic neuron. We
refer to [MKJSSH13, Ch. 8] for more details. The jumps mechanism of (1.1), introduced in
[DGLP15], is a caricature of such chemical synapse transmissions: a spike of the pre-synaptic
neuron induces an instantaneous jump in the post-synaptic neurons.

To support our mean-field assumption, we need large enough networks of neurons, such that
the local interactions are correctly captured by the mean-field current. Moreover such network
have to be small enough such that the population is homogeneous (the neurons are similar in
shape) and such that the population is sufficiently connected. These assumptions are typically
fulfilled within cortical columns (such as for instance V1). Those are structures of a diameter
50µm to 1mm with 102 to 105 neurons. We refer to [WTGWSLM04; SHMHSWHN06; SDG17]
for a discussion about this scenario.

To describe the activity of a population of neurons, one often uses rate models, that describe
the mean activity of the neurons of the considered population. For instance, in the Wilson-
Cowan model [WC72] the authors consider E(t) the proportion of neurons that are firing at
time t and assume that this quantity solves the following ODE:

τĖ(t) = −E(t) + [1− ξE(t)]F (JE(t)).

In this equation, ξ, J are constants (J models the connectivity of the population) and F :
R→ R is a nonlinear function. While being useful to make predictions, the main drawback of
these methods is that the evolution equation is a coarse grain description (mesoscopic scale),
which is not derived from the dynamics of the underlying neurons.

Interest of the model for the neuroscience

As opposed to rate models, (1.2) works simultaneously at the microscopic and at the meso-
scopic scales. Consider (Xt) a solution of (1.2). On one hand, (Xt) models the membrane
potential of a “typical” integrate-and-fire neuron with escape rate f , under the influence of
the other neurons through the mean-field interactions. On the other hand, E f(Xt) is the
mean activity of the population. This ability to bridge the gap between these two scales is
particularly interesting in view of recent experimental advances. For instance, using micro
electrode arrays, it is possible to measure simultaneously the membrane potential of neigh-
borhood neurons [ODBBF15].

We shall see that the model can exhibit spontaneous oscillations (see Chapter 5 and 6): this
could provide a better understanding of some features of neural oscillations. For instance,
the model can help to make predictions about the frequencies of the spontaneous oscillations,
knowing the parameters of a typical neuron. Similarly the model exhibits bi-stability (see
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Chapter 6). Such feature (coexistence of two stable states) is sometime alleged to explain
the process of decision making [MKJSSH13, Appendix F.]. When bi-stability disappears, this
leads to a cusp bifurcation where some small modification of a parameter can give brutal
changes of the dynamics (see Chapter 6).

1.3 Previous works and results

Equation (1.1) and its mean-field version (1.2) is a close variant of the model introduced by
[DGLP15]. In their work, the limit equation writes

Xt = X0 − λ
∫ t

0
(Xu − EXu) du+

∫ t

0
E f(Xu)du−

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz). (1.6)

Here the constant λ is non-negative and the term −λ(Xu − EXu) accounts for a callback to
the mean value of the membrane potential at time t, EXt. This callback models electrical
synapses. The only difference between (1.2) and (1.6) is this callback to the mean value.
In (1.2), we have replaced it with a deterministic drift b(Xt). The authors proved existence
and uniqueness of a weak solution of the limit equation (1.6) as well as the convergence
of the corresponding particle system towards this solution (propagation of chaos), under the
additional assumption that the initial condition ν is compactly supported: there exists A0 > 0
such that P(X0 ∈ [0, A0]) = 1.

In [FL16], the authors were able to remove this assumption of a compact support of the
initial condition. They proved path-wise uniqueness of (1.6) and study the propagation of
chaos under very few assumptions on the initial datum. They also obtained results on the
long time behavior of the solution of (1.6). They proved that (1.6) admits two invariant
measures: the Dirac mass at 0, δ0 and a non-trivial one. They moreover gave sufficient
conditions ensuring that the Dirac mass δ0 is not stable: if P(X0 = 0) < 1, then Xt does
not converge in law to 0. When λ = 0, they proved that the non-trivial invariant measure is
globally attractive. Note that λ = 0 corresponds to b ≡ 0 in (1.2). To do so, they used the
strong form of the Fokker-Planck equation (1.4). They relied on the fact that the boundary
condition is constant: when b ≡ 0, (1.5) become:

ν(t, 0) =
1

J
.

Denote by ν∞ the non-trivial invariant probability measure. They proved that

∀t ≥ 0,
d

dt
||ν(t, ·)− ν∞(·)||L1(R+) ≤ 0,

where ν(t, ·) denotes the density of Xt. In particular, they assumed that the initial condition
X0 has a density which itself satisfies the boundary condition. They obtained the convergence
of ν(t, ·) to ν∞ in L1 norm.

Still for the case b ≡ 0, in [DV21] the authors gave another proof of the stability of the
non-trivial invariant probability measure. They obtained local stability results (that is they
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assume that the initial condition is close enough to the invariant probability measure) with
explicit rate of convergence. They linearized the Fokker-Planck equation (1.4) around the
invariant measure and studied the spectrum of this linear mapping. They showed a spectral
gap giving the exponential rate of convergence.

In [DV17], the authors explored numerically the behavior of the solution of (1.6) for λ > 0.
They showed that periodic solutions appeared for f(x) = xp with p and λ large enough. They
suggested that the transition towards the oscillations occurred via a Hopf bifurcation, where
the invariant measure lost its stability.

The nonlinear Fokker-Planck equation (1.3), or its strong version (1.4), belongs to the family
of nonlinear transport equations with a boundary condition. Such PDE have been studied
in the context of population dynamics (see for instance [GM74; Prü83; Web85; Per07]). In
[GM74], the authors studied the following transport equation

∂tρ(t, x) + ∂xρ(t, x) + λ(x, P (t))ρ(t, x) = 0

P (t) =

∫ ∞

0
ρ(t, x)dx

ρ(t, 0) =

∫ ∞

0
β(x, P (t))ρ(t, x)dx.

Here, ρ(t, x)dx is the proportion of the population with age x. The quantity λ(x, P (t)) is
the death rate, while

∫∞
0 β(x, P (t))ρ(t, x)dx is the birth rate. The authors characterized

the stationary solutions of this PDE and found a criterion assuring the local stability of
the stationary solutions. They derived a Volterra integral equation and used it to obtain
the stability criteria. More recently, [PPS10; PPS13; MW18; MQW18] have re-explored these
models for neuroscience applications (see [CCDR15; Che17b] for a probabilistic interpretation
of some of these PDEs using Hawkes processes). In [MW18] (see also [Gab18]), the authors
studied such PDE in the sense of measures. In our setting, that means to use (1.3) (and not
the strong form (1.4)). They considered solutions in the space of bounded Radon measures

M1(R+) = {g ∈ (C(R+))
′
, Supp g ∈ R+}

and used recent tools developed for the semigroups on this Banach space (see [MS16]). They
obtained results on the long time behavior for weak-enough interactions. To do so, they
processed by perturbing the case for which there is no interaction. Our PDE (1.4) differs
from theirs in the sense that we have a nonlinear transport term (theirs is constant and equal
to one) and our boundary condition is more complex: in particular the boundary condition
(1.5) is nonlinear with respect to the solution ν(t, dx).

A celebrated variant of (1.2) is the following “standard” integrate-and-fire model with a
fixed deterministic threshold [CCP11b; CPSS15; DIRT15a; DIRT15b]. In this case, the limit
equation writes (see [DIRT15a])

Xt = X0 +

∫ t

0
b(Xu)du+ J EMt +Wt −Mt, (1.7)

where (Wt)t≥0 is a Brownian motion, Mt =
∑

k≥1 1[0,t](τk), τ0 = 0 and

τk = inf{t > τk−1, Xt− ≥ 1}.
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That is, the τk are the successive spiking times, corresponding to the times where Xt reaches
the value 1, which is the value of the threshold. The random variable Mt is the number
of spikes of (Xt) up to time t. Note that such fixed deterministic threshold corresponds
(informally) to our case to the choice f(x) = +∞1[1,∞)(x), and that between the jump, a
diffusion Wt is added to the dynamics. In [CCP11b] the authors show that the limit equation
(1.7) may have blow-up, that is d

dt EMt becomes infinite in finite time. This result and its
proof can easily be adapted to (1.2) in the case where f explodes at a finite location and that
b is lower bounded. Consider for instance

f(x) =
1

1− x, and b(x) = 1. (1.8)

However, if f is regular enough and does not grow too fast to infinity, such blow-up phenomena
disappears and the limit equation is well-posed for all times. Indeed, the blow-up appearing
in (1.7) is reminiscent of a “cascade” of spikes, which is better understood at the level of the
particle systems. Assume all the neurons have their potential close to the threshold (for all
i ∈ {1, · · · , N}, Xi,N

t ≥ 1− J
N at some time t), then a spike of one of the N neurons triggers

an instantaneous spikes of all the other neurons! This translates to a blow-up at the level of
the limit equation. However, if f is regular enough, such cascade of spikes cannot happen,
thanks the Poisson structure of (1.2).

In [DO16] (see also [HKL18; HP19]), the authors studied the long time behavior of the finite
particle system (1.1). They assumed that b(x) = −αx for some constant α ≥ 0, that f is
globally Lipschitz with f(0) = 0 and that f is differentiable at 0. When α > 0, they proved
almost sure extinction in finite time of the particle system. So (δ0)⊗N is the unique, globally
attractive, invariant measure. For α = 0, they proved the existence of a globally attractive
non-trivial invariant probability measure. To do so, they proved that the process is Harris
recurrent, by exhibiting an explicit regeneration scheme. Finally, we mention the recent work
[LM20]. The authors consider b(x) = −αx for some constant α > 0 and f(x) = min(x, 1). So,
the result of [DO16] applies: the finite particle system extincts in finite time almost surely.
For J large enough, the authors proved that the nonlinear equation (1.2) admits a non-trivial
invariant measure, globally attractive, using a coupling argument. Moreover, they show that
in this specific situation, the finite particle system is metastable: it spends a long time close
to the solution of the nonlinear equation (1.2), before finally extincts.

1.4 Contributions

1.4.1 The Volterra integral equation: Chapter 2

The main difficulty of (1.2) (or its PDE version (1.3)) is to control the nonlinear interaction
t 7→ J E f(Xt). In particular, there is no simple autonomous equation for this quantity. To
overcome this difficulty, we introduce a “linearized” version of (1.2), for which we can derive
a closed integral equation of the jump rate.

Fix s ≥ 0 and let a : [s,∞)→ R+ be a non-negative deterministic function, that we call the
external current. It replaces the interaction JEf(Xu) in (1.2). We assume that a : [s,∞)→
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R+ is a Borel-measurable locally integrable function (∀t ≥ s,
∫ t
s audu < ∞). Consider the

linear non-homogeneous SDE

∀t ≥ s, Y a,ν
t,s = Y a,ν

s,s +

∫ t

s
b(Y a,ν

u,s )du+

∫ t

s
audu−

∫ t

s

∫

R+

Y a,ν
u−,s1{z≤f(Y a,ν

u−,s)}N(du, dz), (1.9)

where L(Y a,ν
s,s ) = ν. Under quite general assumptions on b and f , this SDE has a path-wise

unique solution (see Lemma 2.13). We denote the jump rate of this SDE by:

∀t ≥ s, rνa(t, s) := E f(Y a,ν
t,s ). (1.10)

Moreover, taking s = 0 and Y a,ν
0,0 = X0, it holds that (Y a,ν

t,0 )t≥0 is a solution to (1.2) if it
satisfies the closure condition

∀t ≥ 0, at = Jrνa(t, 0). (1.11)

Conversely, any solution to (1.2) is a solution to (1.9) with at = J E f(Xt).

Consider τa,νs the time of the first jump of Y a,ν after s

τa,νs := inf{t ≥ s : Y a,ν
t,s 6= Y a,ν

t−,s}. (1.12)

We introduce the survival function Hν
a(t, s) and the density of the first jump Kν

a(t, s) to be

Hν
a(t, s) := P(τa,νs > t), Kν

a(t, s) := − d

dt
P(τa,νs > t). (1.13)

We prove in Chapter 2 that the function rνa satisfies the Volterra integral equation

∀t ≥ s, rνa(t, s) = Kν
a(t, s) +

∫ t

s
Kδ0

a (t, u)rνa(u, s)du, (1.14)

Consequently (1.11) and (1.14) give a third formulation of this mean-field model. We use this
Volterra integral equation to obtain a new proof of existence and path-wise uniqueness of the
solution of the nonlinear equation (1.2). As in [FL16], we do not require the initial condition
to be compactly supported. Moreover, we give sufficient condition ensuring that the jump
rate E f(Xt) is uniformly bounded in time:

sup
t≥0

E f(Xt) <∞.

1.4.2 Long time behavior for weak enough interactions: Chapter 3

Our first main result is Theorem 3.7. We study the long time behavior of the solution of the
nonlinear SDE (1.2) under the assumption that the interactions are small. We prove that
there exists a constant J∗ > 0, only depending on b and f , such that for all J ∈ [0, J∗], the
SDE (1.2) has a unique invariant probability measure which is globally attractive. Moreover,
the rate of convergence to this invariant measure is exponential.
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The outline of the proof is the following. We first study the case J = 0 (no interaction).
Consider α > 0 and let (Y α,ν

t,0 ) be the solution of (1.9). That is (Y α,ν
t,0 )t≥0 corresponds to a

single neuron (no interaction) subject to a constant current a ≡ α. We prove that (Y α,ν
t,0 ) has

a unique invariant measure given by

ν∞α (dx) :=
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
1[0,σα)(x)

In this equation, the upper bound σα of the support of the invariant measure, is given by

σα := inf{x ≥ 0, b(x) + α = 0}.

Because we assume that b(0) ≥ 0, it holds that σα ∈ R∗+∪{+∞}. The normalization constant
γ(α) > 0 is such that ν∞α is a probability measure. Moreover, it holds that

ν∞α (f) =

∫

R+

f(x)ν∞α (dx) = γ(α).

In other words, γ(α) is the jump rate under the invariant measure ν∞α . For constant current
a ≡ α, the Volterra integral equation (1.14) is of convolution type. So, techniques using
the Laplace transform are available. We prove that (Y α,ν

t,0 ) converges in law to ν∞α at an
exponential rate. More precisely, we prove that there exists a constant λ∗α > 0 (only depending
on b, f and α and explicitly determined by the Laplace transform of the survival function
Hδ0
α (t, 0)) such that for all λ < λ∗α, it holds that

sup
t≥0
|rνα(t, 0)− γ(α)|eλt <∞.

Second, we remark that the invariant measures of (1.2) are

{ν∞α , α = Jγ(α)}.

For J small enough, we prove existence and uniqueness of the invariant measure of (1.2):
there is a unique α∗ > 0 such that α∗ = Jγ(α∗).

Third, we extend the convergence result to non-constant current. We consider λ < λ∗α∗ and
a a deterministic function such that

|at − α∗| ≤ Ce−λt,

for some constant C > 0. We then prove that

|rνa(t, 0)− γ(α∗)| ≤ D(C)e−λt,

for some new constant D(C) related to C. To do so, we use a perturbation argument involving
the Volterra integral equation (1.14).

Finally a fixed point argument ends the proof: we consider J small enough such that JD(C) ≤
C. It follows that the Picard iterations

an+1(t) := Jrνan(t, 0), a0 := α∗
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satisfy
∀n ∈ N, |an(t)− α∗| ≤ Ce−λt.

We then let n go to infinity, and use that these Picard iterations converge to the nonlinear
current J E f(Xt) to obtain

∀t ≥ 0, |J E f(Xt)− α∗| ≤ Ce−λt.

1.4.3 Local stability of an invariant probability measure: Chapter 4

We study the stability of the invariant measures of (1.2) for J arbitrary large. Consider ν∞α
an invariant probability measure of the nonlinear equation (1.2). The constant α ≥ 0 satisfies
α = Jγ(α). We give a sufficient condition ensuring the local stability of ν∞α . If this criteria
of stability is met, then starting from any initial condition ν close enough to the invariant
measure ν∞α , the law of Xt, solution of (1.2), converges to ν∞α . The convergence holds at an
exponential rate. The criteria involves the location of the roots of an explicit holomorphic
function. Consider for all t ≥ 0

rxα(t) := rδxα (t, 0) = E f(Y α,δx
t,0 )

the jump rate at time t of an isolated neuron subject to a constant current α and starting at
time 0 with the initial potential x. Let:

∀t ≥ 0, Θα(t) :=

∫ ∞

0

d

dx
rxα(t)ν∞α (dx).

We prove that for all λ < λ∗α, t 7→ Θα(t)eλt ∈ L1(R+). So the Laplace transform of Θα is a
holomorphic function on {z ∈ C, <(z) > −λ∗α}. Theorem 4.13 states that if

sup{<(z) > −λ∗α, JΘ̂α(z) = 1} < 0,

then the invariant measure ν∞α is locally stable. If moreover it holds that

∀x ≥ 0, f(x) + b′(x) ≥ 0,

we prove in Theorem 4.14 that this last stability criteria is automatically satisfied. The proof
of Theorem 4.13 relies on the implicit function theorem. Given λ ∈ (0, λ∗α), consider the
following weighed L∞(R+) space:

L∞λ := {h ∈ B(R+;R), ||h||∞λ <∞}, with ||h||∞λ := ess sup
t≥0
|ht|eλt.

Given an initial condition ν, we define the following function

Φ(ν, h) := Jrνα+h(·, 0)− (α+ h),

where rνα+h(t, 0) := E f(Y α+h,ν
t,0 ) and h ∈ L∞λ . Note that when Φ(ν, h) = 0, then (1.11) holds

with a ≡ α + h. Hence such current α + h can be used to define a solution of the nonlinear
SDE (1.2).
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By carefully inspecting the perturbation argument of Chapter 3, we can prove that the func-
tion L∞λ 3 h 7→ Φ(ν, h) ∈ L∞λ is C1 Fréchet differentiable in a neighborhood of h = 0. We
then apply the implicit function theorem at the point (ν∞α , 0), for which we have

Φ(ν∞α , 0) = Jrν
∞
α
α − α = Jγ(α)− α = 0.

To do so, the Fréchet derivative of Φ with respect to h at the point (ν∞α , 0) (denotedDhΦ(ν∞α , 0))
needs to be invertible with continuous inverse. We prove that DhΦ(ν∞α , 0) can be represented
using a convolution with respect to Θα and so the invertible condition can be stated in term
of the location of the zeros of the above holomorphic function.

1.4.4 Periodic solutions via Hopf bifurcation: Chapter 5

In this chapter, we give sufficient general conditions on b, f and J to have a Hopf bifurcation:
at some critical interaction parameter J0, an invariant probability measure of the process
become instable and periodic solutions appear for J close to J0. Our conditions can be stated
using the same explicit holomorphic function of Chapter 4. We assume that for J = J0, there
exists an invariant measure ν∞α0

of (1.2) (and so the constant α0 > 0 satisfies α0 = J0γ(α0))
such that

∃τ0 > 0, J0Θ̂α0 (i/τ0) = 1 with i2 = −1.

That is, the criterion of stability studied in Chapter 4 is violated in α0 with a pair of purely
imaginary zeros ±i/τ0. The main result, Theorem 5.9, gives sufficient conditions ensuring
the existence of a family of periodic solutions of (1.2). Those periodic solutions are strong
solutions of the Fokker-Planck equation (1.4). The proof of the result relies on two main
arguments. First, we study an isolated neuron subject to a periodic current. That is, given a
a T -periodic non-negative continuous function, we study the long time behavior of (Y a,ν

t,0 )t≥0,
the solution of (1.9). Because of the forcing periodic input, the law of Y a,ν

t,0 asymptotically
oscillates as t goes to infinity. To characterize the T -periodic limit, we introduce the following
discrete time Markov Chain. We consider (τi)i≥1 the times of the successive jumps of Y a,ν

t,0 .
We then let

φi := τi −
⌊τi
T

⌋
T

be the phase of the i-th jump. Then, (φi)i≥1 is a Markov Chain on [0, T ]. We prove that this
Markov Chain has a unique invariant measure, denoted πa. Finally, this invariant measure
πa is used to construct the limit periodic law of Y a,ν

t,0 . We then go back to the non-linear
equation (1.2). We parameterize the periodic solutions as the zeros of a non-linear function.
Two difficulties have to be managed here. First, the period T of the solution is also unknown:
we use the scaling argument described in Section 1.1.4 to only consider 2π-periodic functions.
Second, the periodic solutions are a priori to be found in a infinite dimensional Banach space.
We use the Lyapunov–Schmidt method to reduce the problem to a space of dimension two.
Finally, we solve this finite dimensional problem by the mean of the implicit function theorem.
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1.4.5 Examples and numerical simulations: Chapter 6

In this last chapter, we illustrate the theoretical results with explicit examples and numerical
simulations. We first study in details the following case where

∀x ≥ 0, b(x) = m− x and f(x) = x2,

for some constant m ≥ 0. Depending on the value of m and J , the nonlinear SDE (1.2) may
have 1,2 or 3 invariant probability measures. We study analytically the case m = 0 as well as
m large. We then study the following example:

∀x ≥ 0, b(x) = m− x and f(x) :=

{
0 for 0 ≤ x < 1,

1/β for x ≥ 1,

for some constants m > 1 and β > 0. We will see that for β small enough the model exhibits
(many) Hopf bifurcations and the spectral conditions of Chapter 5 can be analytically verified.
Finally, we describe and compare two numerical methods: a Monte Carlo Euler scheme to
simulate the particle system (1.1) and a finite volume scheme to approximate the solution of
the Fokker-Planck equation (1.3). In addition, we give an algorithm to determine numerically
the stability of the invariant probability measure of (1.2). We rely on the results of Chapter 4:
the stability is given by the location of the zeros of an explicit holomorphic functions. We
approximate those zeros by computing the eigenvalues of an explicit large matrix. This matrix
is derived from the finite volume scheme.





Chapter 2

Well-posedness of the mean-field equation

We study existence and path-wise uniqueness of the McKean-Vlasov SDE (1.2) and
describe some qualitative properties of the solution. We give sufficient conditions
ensuring that the mean number of jumps per unit of time (the jump rate) is
uniformly bounded in time and we study the regularity of the marginals of the
solution (existence of a densities). Our proof for the existence and uniqueness
is based on the Volterra integral equation (1.14) and on a fixed point argument.
Some of the material of this chapter is taken from the first part of the published
paper [CTV20a].

2.1 Introduction

We consider the McKean-Vlasov equation (1.2)

Xt = X0 +

∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du−

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz),

where the initial condition X0 is independent of the Poisson measure N, of intensity dudz. We
give conditions on b : R+ → R, f : R+ → R+ and on L(X0), the law of the initial condition
X0, such that this nonlinear SDE admits a path-wise unique solution.

Results on the existence of a solution to (1.2), in a slightly different context (in particular,
with b(x) = −κx for κ ≥ 0), have been obtained in [DGLP15]. One difficulty is that the
function f is not assumed to be globally Lipschitz. In [DGLP15], the authors assumed that
the initial condition ν is compactly supported. This property is preserved at any time t > 0.
So, the behavior of the solution in the case of a locally Lipschitz continuous rate function
f is similar to the case with a function f globally Lipschitz continuous. When the initial
condition is not compactly supported, the situation is more delicate. In [FL16], the authors
proved existence and path-wise uniqueness of the solution to (1.2) (again in a slightly different
setting where b(x) = −κx). To do so, they first proved path-wise uniqueness of (1.2), using
an ad-hoc distance. They defined

∀x ≥ 0, H(x) := f(x) + arctan(x)

and proved that if (Xt), (X̃t) are two solutions of (1.2) driven by the same Poisson measure,

16
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then it holds that for all T > 0, there exists a constant CT such that

sup
t≤T

E
∣∣∣H(Xt)−H(X̃t)

∣∣∣ ≤ CT E
∣∣∣H(X0)−H(X̃0)

∣∣∣ .

Moreover, they proved the tightness of the particle system (1.1) which yields existence of a
solution by considering a converging sub-sequence. This method also gives the propagation
of chaos. In this chapter, we give another proof for the existence and uniqueness of the
solution of (1.2). As in [FL16], we do not require the initial condition ν to be compactly
supported nor f to be Lipschitz. To proceed, we first derive a closed equation for the jump
rate: the Volterra integral equation (1.14). We give two different derivations of this equation
(see Proposition 2.19 and Proposition 2.24). We use this equation together with a fixed point
argument to obtain the result. We find this method more robust. Indeed, it is not obvious to
adapt the proof of [FL16] to our setting, where b is arbitrary. Moreover, we obtain a global
in time bound of the jump rate.

Remark 2.1. Note that the “global” existence/uniqueness results obtained for this model dif-
fers from those of the “standard” Integrate-and-Fire model with a fixed deterministic threshold
(1.7). In [CCP11a], the authors proved that a blow-up phenomenon appears when the law of
the initial condition is close enough to the threshold ϑ: at the blow-up time, the jump rate
of the solution diverges to infinity. Here, under our assumptions, the situation is completely
different: the jump rate is uniformly bounded in time (see Theorem 2.8).

2.2 Notations and main results

Let us introduce some notations and definitions. We denote by P(R+) the set of probability
measures on R+ and by N(du, dz) a Poisson measure on R+ × R+ with intensity dudz. For
s ≥ 0 and ν ∈ P(R+), let Y a,ν

s,s be a ν-distributed random variable independent of N. We
consider the canonical filtration (Fst )t≥s associated to the Poisson measure N and to the initial
condition Y a,ν

s,s , that is the completion of

σ{Y a,ν
s,s ,N([s, r]×A) : s ≤ r ≤ t, A ∈ B(R+)}.

Definition 2.2. Let s ≥ 0 and a : [s,∞) → R+ be a measurable locally integrable function
(∀t ≥ s,

∫ t
s audu <∞).

• A process (Y a,ν
t,s )t≥s is said to be a solution of the non-homogeneous linear equation (1.9)

with a current a if (Y a,ν
t,s )t≥s is (Fst )t≥s-adapted, càdlàg, a.s. ∀t ≥ s,

∫ t
s f(Y a,ν

u,s )du <∞
and (1.9) holds a.s.

• A (F0
t )t≥0-adapted càdlàg process (Xt)t≥0 is said to solve the nonlinear SDE (1.2) if

t 7→ E f(Xt) is measurable locally integrable and if (Xt)t≥0 is a solution of (1.9) with
s = 0, Y a,ν

0,0 = X0 and ∀t ≥ 0, at = J E f(Xt).

For any measurable function g, we write ν(g) :=
∫∞

0 g(x)ν(dx) whenever this integral makes
sense.
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Assumption 2.3. We assume that b : R+ → R is a globally Lipschitz function with b(0) ≥ 0.

Remark 2.4. The assumption b(0) ≥ 0 ensures that the solution of (1.2) stays in R+ (and is
required if one wishes the associated particle system (1.1) to be well-defined on (R+)N , where
N is the number of particles).

Assumption 2.5. We assume that f : R+ → R+ is a C1 strictly increasing function with
f(0) = 0 and there exists a constant Cf such that:

2.5(a) for all x, y ≥ 0, f(x+ y) ≤ Cf (1 + f(x) + f(y)).

2.5(b) for all A > 0, supx≥0Af
′(x)− f(x) <∞.

2.5(c) for all x ≥ 0, |b(x)| ≤ Cf (1 + f(x)) .

Remark 2.6. These assumptions ensure that f(x) > 0 for all x > 0. Using that f is non-
decreasing and 2.5(a), one has

∀A > 0,∃CA > 0, ∀x ≥ 0, f(Ax) ≤ CA(1 + f(x)). (2.1)

Moreover, 2.5(a) also implies that f grows at most at a polynomial rate: there exists constants
C0 and p > 0 such that

∀x ≥ 0, f(x) ≤ C0(1 + xp). (2.2)

Indeed, this follows from

∀n ∈ N, f(2n+1) ≤ Cf (1 + 2f(2n)),

and the fact that f is non-decreasing. We can choose p := 1 + log2Cf .

Assumption 2.7. The law of the initial condition ν ∈ P(R+) satisfies ν(f2) <∞.

Let us give our main result.

Theorem 2.8. Let J ≥ 0. Under Assumptions 2.3, 2.5 and 2.7, the nonlinear SDE (1.2) has
a path-wise unique solution (Xt)t≥0 in the sense of Definition 2.2. Furthermore the function
t 7→ E f(Xt) is C1 and there is a finite constant r̄ > 0 (only depending on b, f and J) such
that

sup
t≥0

E f(Xt) ≤ max(r̄,E f(X0)) and lim sup
t→∞

E f(Xt) ≤ r̄.

2.3 Technical notations and lemmas

Between its random jumps, the SDE (1.9) is reduced to a non-homogeneous ODE. Let us
introduce its flow ϕa

t,s(x), which by definition is the solution of

∀t ≥ s, d

dt
ϕa
t,s(x) = b(ϕa

t,s(x)) + at (2.3)

ϕa
s,s(x) = x.
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Given s ∈ R, we consider L∞loc([s,∞);R+) the space of non-negative and locally bounded
measurable functions on [s,∞). The following standard results on the ODE (2.3) will be
useful all along:

Lemma 2.9. Let a ∈ L∞loc(R+;R+). Assume b satisfies Assumption 2.3. Then:

2.9(a) For all x ≥ 0 and s ≥ 0, the integral equation

ϕt = x+

∫ t

s
b(ϕu)du+

∫ t

s
audu,

has a unique continuous in time solution, that we denote ϕa
t,s(x). This is the flow

associated to the drift b and to the external current a.

2.9(b) Given a and d in L∞loc(R+;R+), the flow satisfies the following comparison principle:

[∀t ≥ 0, at ≥ dt] =⇒ [∀x ≥ y ≥ 0, ∀t ≥ s ≥ 0, ϕa
t,s(x) ≥ ϕd

t,s(y)].

Furthermore, denote by L the Lipschitz constant of b, we have

∣∣∣ϕa
t,s(x)− ϕd

t,s(x)
∣∣∣ ≤ eL(t−s)

∫ t

s
|au − du|du.

2.9(c) The function (t, s) 7→ ϕa
t,s(0) is continuous on {(t, s) : 0 ≤ s ≤ t <∞}.

We have explicit expressions for Hν
a(t, s) and Kν

a(t, s), defined by (1.13)

∀t ≥ s, Hν
a(t, s) =

∫ ∞

0
exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
ν(dx). (2.4)

Kν
a(t, s) =

∫ ∞

0
f(ϕa

t,s(x)) exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
ν(dx). (2.5)

Notation 2.10. Given two “kernels” α and β, it is convenient to follow the notation of
[GLS90] and define:

∀t ≥ s, (α ∗ β)(t, s) :=

∫ t

s
α(t, u)β(u, s)du. (2.6)

Notation 2.11. To shorten notations, we write for all x ≥ 0:

rxa(t, s) := rδxa (t, s), Hx
a(t, s) := Hδx

a , Kx
a(t, s) := Kδx

a ,

where δx is the Dirac measure in x. When x = 0, we omit the 0 and simply write ra. We use
the same conventions for H and K.

With these two notations, the Volterra equation (1.14) becomes

rνa = Kν
a +Ka ∗ rνa. (2.7)

From the definition (1.13), one can check directly the following relation

1 ∗Kν
a = 1−Hν

a. (2.8)
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Notation 2.12. When the input current a is constant and equal to α (a ≡ α), (1.9) is
homogeneous and we write

∀t ≥ 0, Y α,ν
t := Y a,ν

t,0 ,

rνα(t) := rνa(t, 0),

Kν
α(t) := Kν

a(t, 0),

Hν
α(t) := Hν

a(t, 0),

ϕαt (x) := ϕa
t,0(x).

Note that in this homogeneous situation, the operation ∗ corresponds to the classical convo-
lution operation. In particular this operation is commutative in the homogeneous setting and
(2.7) is a convolution Volterra equation.

2.4 Derivation of the Volterra integral equation

2.4.1 Well-posedness of the non-homogeneous linear equation (1.9)

Fix s ≥ 0 and let a ∈ L∞loc([s,∞);R+). We consider the non-homogeneous linear SDE (1.9).

Lemma 2.13. Assume b satisfies Assumption 2.3. Let f ∈ L∞loc(R+;R+) and ν ∈ P(R+).
Then the SDE (1.9) has a path-wise unique solution on [s,∞) in the sense of Definition 2.2.

Proof. We give a direct proof by considering the jumps of Y a,ν
t,s and by solving the equation

between the jumps.

• Step 1: we assume that f is bounded. There exists a constant K <∞ such that

sup
x≥0

f(x) ≤ K.

In this case, the solution of (1.9) can be constructed in the following way. Define by
induction

τ0 := inf{t ≥ s :

∫ t

s

∫

R+

1{z≤f(ϕa
u,s(Y

a,ν
s,s ))}N(du, dz) > 0},

∀n ≥ 0, τn+1 := inf{t ≥ τn :

∫ t

τn

∫

R+

1{z≤f(ϕa
u,τn

(0))}N(du, dz) > 0}.

Using that f ≤ K, it follows that a.s. limn→∞ τn = +∞. We set

Y a,ν
t,s = ϕa

t,s(Y
a,ν
s,s )1t∈[s,τ0) +

∑

n≥0

ϕa
t,τn(0)1t∈[τn,τn+1),

we can directly verify that t 7→ Y a,ν
t,s is almost surely a solution of (1.9).
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Path-wise uniqueness of equation (1.9) follows immediately from Lemma 2.9(a): two
solutions have to be equal almost surely before the first jump, from which we deduce
that the two solutions have to jump at the same time. By induction on the number of
jumps, the two trajectories are almost surely equal.

• Step 2: We come back to the general case where f is not assumed to be bounded
and we adapt the strategy of [FL16, proof of Prop. 2]. We use Step 1 with fK(x) :=
f(min(x,K)) for some K > 0. Let us denote Y a,ν,K

t,s the solution of (1.9) where f

has been replaced by fK . The boundedness of fK implies the path-wise uniqueness of
Y a,ν,K
t,s . We introduce ζK := inf{t ≥ s : Y a,ν,K

t,s ≥ K}, it holds that Y a,ν,K
t,s = Y a,ν,K+1

t,s

for all t ∈ [s, ζK ] and all K ∈ N. Moreover, ζK < ζK+1. We define ζ := supK ζK and
deduce the existence and uniqueness of a solution t 7→ Y a,ν

t,s of (1.9) on [0, ζ( such that
lim supt→ζ Y

a,ν
t,s = ∞ on the event {ζ < ∞}. But any solution of (1.9) satisfies for all

t ≥ s, Y a,ν
t,s ≤ ϕa

t,s(Y
a,ν
s,s ) <∞ a.s. and so it holds that ζ = +∞ a.s.

Lemma 2.14. Let b, f and ν satisfying Assumptions 2.3, 2.5 and 2.7. Let s ≥ 0 and a ∈
L∞loc([s,∞);R+). Consider the solution (Y a,ν

t,s )t≥s of (1.9). The functions t 7→ E f(Y a,ν
t,s ),

t 7→ E f ′(Y a,ν
t,s ), t 7→ E f ′(Y a,ν

t,s )|b(Y a,ν
t,s )| and t 7→ E f2(Y a,ν

t,s ) are locally bounded on [s,∞).
Moreover, t 7→ E f(Y a,ν

t,s ) =: rνa(t, s) is continuous on [s,∞).

Proof. Consider the interval [s, T ] for some T > 0. Let A := ess supt∈[s,T ] at. Denote by L the
Lipschitz constant of b. Denote by CT any constant only depending on b, f, A and T , that
may change from line to line. It is clear that

∀t ∈ [s, T ], a.s. Y a,ν
t,s ≤ Y a,ν

s,s +

∫ t

s
[b(Y a,ν

u,s ) + au]du ≤ Y a,ν
s,s + L

∫ t

s
Y a,ν
u,s du+ T (b(0) +A).

By Grönwall’s inequality, there exists a constant CT such that

a.s. Y a,ν
t,s ≤ CT (1 + Y a,ν

s,s )

Using (2.1), we have

a.s. f(Y a,ν
t,s ) ≤ CT (1 + f(Y a,ν

s,s )).

Because there exists a constant Cf such that f ≤ Cf (1 + f2), we deduce that there is another
constant CT such that

a.s. f2(Y a,ν
t,s ) ≤ CT (1 + f2(Y a,ν

s,s )).

Using Assumption 2.7, we deduce that t 7→ E f2(Y a,ν
t,s ) is bounded on [s, T ]. This implies that

t 7→ E f(Y a,ν
t,s ) and t 7→ f ′(Y a,ν

t,s ) are also bounded on [s, T ]. Assumptions 2.5(b) and 2.5(c)
give the existence of C0 such that

∀x ≥ 0, f ′(x)|b(x)| ≤ C0(1 + f2(x)),
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and so t 7→ E f ′(Y a,ν
t,s )|b(Y a,ν

t,s )| is also bounded on [s, T ]. We now apply the Itô formula (see
for instance Theorem 32 of [Pro05, Chap. II]) to Y a,ν

t,s . It gives for any ε > 0

f(Y a,ν
t+ε,s) = f(Y a,ν

t,s ) +

∫ t+ε

t
f ′(Y a,ν

u,s )[b(Y a,ν
u,s ) + au]du

−
∫ t+ε

t

∫ ∞

0
f(Y a,ν

u−,s)1{z≤f(Y a,ν
u−,s)}N(du, dz).

Taking the expectation, it follows that

E f(Y a,ν
t+ε,s)− E f(Y a,ν

t,s ) =

∫ t+ε

t
E f ′(Y a,ν

u,s )[b(Y a,ν
u,s ) + au]du−

∫ t+ε

t
E f2(Y a,ν

u,s )du,

from which we deduce that t 7→ E f(Y a,ν
t,s ) is locally Lipschitz and consequently continuous.

2.4.2 Study of the marginals of the solution of (1.9): first derivation

Let s ≥ 0 and a ∈ L∞loc([s,∞);R+) be fixed. Consider (Y a,ν
t,s )t≥s the path-wise unique solution

of equation (1.9) driven by the current a. Following [FL16], we define:

τs,t := sup{u ∈ [s, t] : Y a,ν
u,s 6= Y a,ν

u−,s},

the time of the last jump before t, with the convention that τs,t = s if there is no jump during
[s, t]. It follows directly from (1.9) that:

∀t ≥ s, a.s. Y a,ν
t,s = ϕa

t,s(Y
a,ν
s,s )1{τs,t=s} + ϕa

t,τs,t(0)1{τs,t>s}.

We also define:

∀t ≥ s, Jt :=

∫ t

s

∫ ∞

0
1{z≤f(Y a,ν

u−,s)}N(du, dz),

the number of jumps between s and t. Because s is fixed in this analysis, we write Jt (and
not Jt,s) to simplify the notations.

Lemma 2.15. For all t ≥ u ≥ s, we have

P(Jt = Ju|Fu) = H
Y a,ν
u,s

a (t, u) a.s.

where Hx
a is given by (1.13) (with ν = δx).

Proof. We have {Jt = Ju} = {
∫ t
u

∫∞
0 1{z≤f(Y a,ν

θ−,s)}N(dθ, dz) = 0}. Moreover, Fu and σ{N([u, θ]×
A) : θ ∈ [u, t], A ∈ B(R+)} are independent. It follows from the Markov property satisfied by
(Y a,ν
t,s )t≥s that

a.s. P(Jt = Ju|Fu) = g(Y a,ν
u,s )

where: g(x) := P(
∫ t
u

∫∞
0 1{z≤f(ϕa

θ,u(x))}N(dθ, dz) = 0) = Hx
a(t, u).
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Lemma 2.16 (See also [FL16], Proposition 25). Grant Assumptions 2.3, 2.5 and 2.7. Let
s ≥ 0 and a ∈ L∞loc([s,∞);R+). For all t > s, the law of τs,t is given by:

L(τs,t)(du) = Hν
a(t, s)δs(du) + rνa(u, s)Ha(t, u)1{s<u<t}du.

Proof. First, from Lemma 2.15, it follows that:

P(τs,t = s) = P(Jt = 0) = E(H
Y a,ν
s,s

a (t, s)) = Hν
a(t, s).

Let now u ∈ (s, t] and h > 0 be such that: s < u− h < u ≤ t. We have

P(τs,t ∈ (u− h, u]) = P(Ju > Ju−h, Jt = Ju)

= E(1{Ju>Ju−h}P(Jt = Ju|Fu))

= E(1{Ju>Ju−h}H
Y a,ν
u,s

a (t, u)).

Let A := ess supu∈[s,t] au. On the event {Ju > Ju−h}, the process jumps at least once on

(u−h, u] and so, by Lemma 2.9(b), we have Y a,ν
u,s ∈ [0, ϕa

u,u−h(0)] ⊂ [0, ϕAh (0)]. It follows that

|P(τs,t ∈ (u− h, u])− E(1{Ju>Ju−h}Ha(t, u))| ≤ sup
x∈[0,ϕAh (0)]

|Hx
a(t, u)−Ha(t, u)|P(Ju > Ju−h).

From Lemma 2.18 below, we have

lim
h↓0

1

h
P(Ju > Ju−h) = rνa(u, s).

Using Lemma 2.9(c), x 7→ Hx
a(t, u) is continuous at x = 0. The continuity of h 7→ ϕAh (0) at

h = 0 yields

lim
h↓0

1

h
|P(τs,t ∈ (u− h, u])− E(1{Ju>Ju−h}Ha(t, u))| = 0.

Combining the two results, we obtain the stated formula:

lim
h↓0

1

h
P(τs,t ∈ (u− h, u]) = rνa(u, s)Ha(t, u).

This proves the result.

Lemma 2.17. Let b, f satisfying Assumptions 2.3 and 2.5. Let ν ∈ P(R+) with ν(f) < ∞.
Fix s ≥ 0, and consider a ∈ L∞loc([s,∞);R+). We have

lim
δ→0

∫

R+

sup
0≤θ≤δ

[
f(ϕa

θ+s,s(x))− f(x)
]
ν(dx) = 0.

Proof. It suffices to apply the Dominated Convergence Theorem, using in particular Assump-
tion 2.5(a).
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Lemma 2.18 (See also [FL16], Lemma 23). For all u ∈ (s, t] we have:

lim
h↓0

1

h
P(Ju > Ju−h) = rνa(u, s).

Proof. Again let A := ess supu∈[s,t] au <∞. We have:

|hrνa(u, s)− P(Ju > Ju−h)|

≤ |hrνa(u, s)− hrνa(u− h, s)|+
∣∣∣∣hrνa(u− h, s)− E

∫ u

u−h
f(ϕa

θ,u−h(Y a,ν
u−h,s))dθ

∣∣∣∣

+

∣∣∣∣E
∫ u

u−h
f(ϕa

θ,u−h(Y a,ν
u−h,s))dθ −

[
1− E exp

(
−
∫ u

u−h
f(ϕa

θ,u−h(Y a,ν
u−h,s))dθ

)]∣∣∣∣
=: ∆1

h + ∆2
h + ∆3

h.

From the continuity of u 7→ rνa(u, s) (Lemma 2.14) it follows that limh↓0
∆1
h
h = 0. Moreover,

∆2
h =

∣∣∣∣
∫ u

u−h
E f(Y a,ν

u−h,s)dθ − E
∫ u

u−h
f(ϕa

θ,u−h(Y a,ν
u−h,s))dθ

∣∣∣∣ .

Using Lemma 2.17 (with ν = L(Y a,ν
u−h,s) and s = u− h), we deduce that ∆2

h = O(h) as h→ 0.

Finally, using that ∀x ≥ 0, |x− (1− e−x)| ≤ x2 we have

∆3
h ≤ E

(∫ u

u−h
f(ϕa

θ,u−h(Y a,ν
u−h,s))dθ

)2

.

Using the Cauchy-Schwarz inequality, we obtain

∆3
h ≤ hE

∫ u

u−h
f2(ϕa

θ,u−h(Y a,ν
u−h,s))dθ.

Because b is Lipschitz, we can find a constant CAt such that

∀x ≥ 0, ϕa
θ,u−h(x) ≤ CAt (1 + x).

So, using Assumption 2.5(a), we can find another constant CAT such that

f2(ϕa
θ,u−h(Y a,ν

u−h,s)) ≤ CAT (1 + f2(Y a,ν
u−h,s)).

Because t 7→ E f2(Y a,ν
t,s ) is locally bounded (see Lemma 2.14), there exists a constant Ct with

such that

∆3
h ≤ Cth2.

This shows that limh↓0
∆3
h
h = 0. Combining the three results ends the proof.

Proposition 2.19 (See also [FL16], Theorem 12). Grant Assumptions 2.3, 2.5 and 2.7 . Let
s ≥ 0 and a ∈ L∞loc([s,∞);R+). Let Y a,ν

t,s be the solution of equation (1.9), starting from
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L(Y a,ν
s,s ) = ν. Let φ : R+ → R be a measurable function such that E |φ(Y a,ν

t,s )| < ∞. It holds
that

Eφ(Y a,ν
t,s ) =

∫ t

s
φ(ϕa

t,u(0))Ha(t, u)rνa(u, s)du+

∫ ∞

0
φ(ϕa

t,s(x))Hx
a(t, s)ν(dx). (2.9)

In particular, rνa(t, s) = E f(Y a,ν
t,s ) solves the Volterra equation (2.7)

rνa = Kν
a +Ka ∗ rνa.

Proof. We have, for all t ≥ s

Eφ(Y a,ν
t,s ) = Eφ(Y a,ν

t,s )1{τs,t=s} + Eφ(Y a,ν
t,s )1{τs,t>s}

= Eφ(ϕa
t,s(Y

a,ν
s,s ))1{τs,t=s} + Eφ(ϕa

t,τs,t(0))1{τs,t>s}

=: A1
t +A2

t .

Using Lemma 2.15, it follows that

A1
t = E[φ(ϕa

t,s(Y
a,ν
s,s ))P(Jt = Js|Fs)] = E[φ(ϕa

t,s(Y
a,ν
s,s ))H

Y a,ν
s,s

a (t, s)]

=

∫ ∞

0
φ(ϕa

t,s(x))Hx
a(t, s)ν(dx).

Moreover, using Lemma 2.16, we have A2
t =

∫ t
s φ(ϕa

t,u(0))rνa(u, s)Ha(t, u)du. Taking φ = f we
obtain the Volterra equation (2.7).

Note that using Lemma 2.16,
∫ t
s L(τs,t)(du) = 1 gives

Hν
a +Ha ∗ rνa = 1. (2.10)

We prove in the next Lemma that (2.7) admits a unique solution. Define:

∆ := {(t, s) ∈ R2, t ≥ s}. (2.11)

Lemma 2.20. Consider k, h ∈ C(∆;R). Let s ∈ R, the Volterra integral equation

∀t ≥ s, x(t, s) = h(t, s) +

∫ t

s
k(t, u)x(u, s)du,

has a unique continuous solution t 7→ x(t, s).

Proof. Fix T > s. It is enough to prove the existence and uniqueness result on [s, T ]. We
consider the Banach space (C([s, T ];R), || · ||∞,T ) and define on this space the following oper-
ator: Γ : x 7→ h + k ∗ x. Let MT

s = supu≤[s,T ] |k(u)| < ∞. The operator Γ : C([s, T ];R) →
C([s, T ];R) is such that for all n ∈ N, the iteration Γn is an affine operator with linear part
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Γn0 : x 7→ k∗(n) ∗ x. To prove that Γn is contracting for n large enough, it is equivalent to
prove that Γn0 is contracting for n large enough. By induction, it is easily shown that

∀x ∈ C([s, T ];R), ∀n ∈ N, ||Γn0 (x)||∞,t := sup
u∈[s,t]

|(Γn0 (x))(u)| ≤ ||x||∞,T (MT
s (t− s))n
n!

.

Consequently for all x ∈ C([s, T ];R) and n ∈ N, ||Γn0 (x)||∞,T ≤ (MT
s (T−s))n
n! ||x||∞,T and so Γn0

is contracting for n large enough. We deduce that the operator Γn is also contracting and has
a unique fixed point in C([s, T ];R). It is also a fixed point of Γ. This ends the proof.

Corollary 2.21. Grant Assumptions 2.3, 2.5 and 2.7 . Let s ≥ 0 be fixed and a ∈ L∞loc([s,∞);R+).
Then equation (2.7) has a unique continuous solution t 7→ rνa(t, s) on [s,∞).

Proof. By Lemma 2.20, it suffices to prove that (t, s) 7→ Kν
a(t, s) and (t, s) 7→ Ka(t, s) are

continuous from ∆ to R, which is a consequence of the explicit expression (2.5) and the
Dominated Convergence Theorem.

We shall need the following well-known result on Volterra equation:

Lemma 2.22. Consider k,w ∈ C(∆;R) two kernels. The Volterra equation x = w+k ∗x has
a unique solution given by x = w + r ∗ w, where r : ∆ → R is the “resolvent” of k, i.e. the
unique solution of

r = k + k ∗ r.

Proof. It is clear from the proof of Lemma 2.20 that both Volterra equations have a unique
solution. Moreover, we have: w + k ∗ (w + r ∗ w) = w + k ∗ w + (r − k) ∗ w = w + r ∗ w. By
uniqueness, we deduce that x = w + r ∗ w.

Remark 2.23. In view of (1.14) (with ν = δ0), ra is the resolvent of Ka. So (1.14) and
Lemma 2.22 yields

rνa = Kν
a + ra ∗Kν

a. (2.12)

2.4.3 A second derivation

We now give a second proof for (2.12). This proof is more direct and use the time of the first
jump of the process: it makes explicit the renewal structure of (1.2).

Proposition 2.24. Consider b, f and ν such that Assumption 2.3, 2.5 and 2.7 hold. Let
s ≥ 0 and a ∈ L∞loc([s,∞);R+). Consider (Y a,ν

t,s ) the solution of (1.9). Then (2.7) holds

rνa = Kν
a +Ka ∗ rνa,

where Kν
a,Ka and rνa are defined by (1.13).
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start with ν at s

[u, u+du]

Kν
a (u, s)

[t, t+dt]

ra(t, u)

Kν
a (t, s)

rνa(t, s)

Figure 2.1: The probability that Y a,ν
·,s spikes between t and t + dt is, by definition, approxi-

mately equals to rνa(t, s)dt. Either such spike is the first (and so there are no spikes between
s and t), which occurs with probability Kν

a(t, s)dt. Either there is a first spike, say between
u and u + du for some u ∈ (s, t). This happens with probability Kν

a(u, s)du and the process
is reset to 0 at this time u, such that the required probability is Kν

a(u, s)ra(t, u)dudt. Inte-
grating over all u ∈ (s, t), we find the Volterra integral equation (2.12). We refer to the proof
of Proposition 2.24 for more details.

Proof. Let t ≥ s. We have

rνa(t, s) = E f(Y a,ν
t,s ) = lim

δ↓0
1

δ
P(Y a,ν

·,s has at least one jump between t and t+ δ).

Let τν,as be defined by (1.12), the first spiking time of Y a,ν
u,s after s. The law of τν,as is

Kν
a(u, s)du. We have

rνa(t, s) = E f(Y a,ν
t,s ) = E f(Y a,ν

t,s )1{τν,as ≥t} + E f(Y a,ν
t,s )1{τν,as ∈(s,t)}.

The first term is equal to limδ↓0 1
δP(Y a,ν

·,s has its first jump between t and t+ δ) = Kν
a(t, s).

Using the strong Markov property at the stopping time τν,as and exploiting the fact that
(Y a,ν
·,s ) is reset to 0 at this time, we find that the second term is equal to

E f(Y a,ν
t,s )1{τν,as ∈(s,t)} =

∫ t

s
ra(t, u)Kν

a(u, s)du.

So, we deduce that

rνa(t, s) = Kν
a(t, s) +

∫ t

s
ra(t, u)Kν

a(u, s)du.

Using the notation (2.6), this is (2.12). So by Lemma 2.22 and Remark 2.23, we obtain (2.7).
It ends the proof.
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2.5 A priori estimates on the jump rates

Lemma 2.25. Grant Assumptions 2.3, 2.5 and 2.7 . Let s ≥ 0 and a ∈ L∞loc([s,∞);R+).
Let Y a,ν

t,s be the solution of equation (1.9), starting from L(Y a,ν
s,s ) = ν. Then the functions

t 7→ E f ′(Y a,ν
t,s ), t 7→ E f ′(Y a,ν

t,s )b(Y a,ν
t,s ) and t 7→ E f2(Y a,ν

t,s ) are continuous on [s,∞).

Proof. The proof relies on Proposition 2.19. Consider the interval [s, T ] for some fixed T >
s ≥ 0 and let A := ess supt∈[s,T ] at. Let φ ∈ {f ′, f ′b, f2}. By Lemma 2.9(c), the function
(t, u) 7→ φ(ϕa

t,u(0))Ha(t, u)rνa(u, s) is uniformly continuous on {(t, u) : s ≤ u ≤ t ≤ T}.
Consequently

t 7→
∫ t

s
φ(ϕa

t,u(0))Ha(t, u)rνa(u, s)du is continuous on [s, T ].

The continuity of t 7→
∫∞

0 φ(ϕa
t,s(x))Hx

a(t, s)ν(dx) follows from the Dominated Convergence
Theorem. For instance, for φ ≡ f ′, there exists a constant CT such that

∀t ∈ [s, T ], ∀x ≥ 0, f ′(ϕa
t,s(x))

2.5(b)

≤ Cf (1+f(ϕa
t,s(x))) ≤ Cf (1+f(ϕAt−s(x))) ≤ CT (1+f(x)),

from which the result follows easily using Assumption 2.7. Similar estimates hold for φ(x) :=
f ′(x)b(x) (using Assumption 2.5(c)) and for φ(x) := f2(x).

We now give a uniform in time a priori estimate of the jump rate of (1.2).

Proposition 2.26. Grant Assumptions 2.3, 2.5 and 2.7. Consider (Xt)t≥0 a solution of the
nonlinear equation (1.2) in the sense of Definition 2.2. Then t 7→ E f(Xt) ∈ C1(R+;R) and
there is a finite constant r̄ > 0 (only depending on b, f and J) such that

sup
t≥0

E f(Xt) ≤ max(r̄,E f(X0)) and lim sup
t→∞

E f(Xt) ≤ r̄.

Moreover, r̄ can be chosen to be an increasing function of J .

Proof. By applying the same arguments as in the proof of Lemma 2.14 it is clear that the
functions

t 7→ E f(Xt), t 7→ E f ′(Xt), t 7→ E f2(Xt) and t 7→ E |b(Xt)|f ′(Xt)

are locally bounded. Applying the Itô formula and taking expectations yields

E f(Xt) = E f(X0) +

∫ t

0
E f ′(Xu)b(Xu)du+ J

∫ t

0
E f ′(Xu)E f(Xu)du−

∫ t

0
E f2(Xu)du.

(2.13)
We deduce that t 7→ E f(Xt) is continuous. Define for all t ≥ 0, at := J E f(Xt). From
Lemma 2.13, it is clear that:

a.s. ∀t ≥ 0, Xt = Y a,ν
t,0 ,
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where (Y a,ν
t,0 )t≥0 is the solution of (1.9) driven by a. In particular, Lemma 2.25 applies and the

functions t 7→ E f ′(Xt), t 7→ E f2(Xt) and t 7→ E f ′(Xt)b(Xt) are continuous. From equation
(2.13), we deduce that t 7→ E f(Xt) ∈ C1(R+,R+) and

d

dt
E f(Xt) = E f ′(Xt)b(Xt) + J E f ′(Xt)E f(Xt)− E f2(Xt).

We have using the Cauchy-Schwarz inequality:

1. J E f ′(Xt)E f(Xt)−
1

4
E f2(Xt) ≤ J E f ′(Xt)E f(Xt)−

1

4
E2 f(Xt)

= E f(Xt)

[
J E f ′(Xt)−

1

8
E f(Xt)−

1

8
E f(Xt)

]

≤ 2β2,

where β := supx≥0 Jf
′(x)− 1

8f(x) <∞ (by Assumption 2.5(b)). We used supy≥0 y(β−
1
8y) ≤ 2β2 to obtain the last inequality. Note that β is a non-decreasing function of J .

2. Moreover we have, using 2.5(b) C0 := supx≥0 f
′(x)b(x)− 1

4f
2(x)

2.5(c)

≤ supx≥0Cff
′(x)(1+

f(x))− 1
4f

2(x) <∞.

Combining the points 1 and 2 and gives

d

dt
E f(Xt) ≤

1

2
[(2C0 + 4β2)− E2 f(Xt)]. (2.14)

We define: r̄ :=
√

2C0 + 4β2 and deduce from the Lemmas 2.27 and 2.28 below that

sup
t≥0

E f(Xt) ≤ max(r̄,E f(X0)), and lim sup
t→∞

E f(Xt) ≤ r̄.

Lemma 2.27. Let x0,M ∈ R+. The following ODE:

ẋ =
1

2
(M2 − x2), x(0) = x0

has a unique solution given by:

x(t) =





M eMt−A
eMt+A

if x0 < M

M if x0 = M

M eMt+A
eMt−A if x0 > M ,

for some constant A > 0 determined by the initial condition x0.

Proof. A direct computation show that the given formula is indeed a solution. Uniqueness of
the solution is a consequence of the following Lemma:
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Lemma 2.28. Let y ∈ C1(R+;R+) satisfying

ẏ ≤ 1

2
(M2 − y2), y(0) = x0.

Then it holds for all t ≥ 0, y(t) ≤ x(t), where x is the solution of the ODE of Lemma 2.27.

Proof. Let z(t) := y(t) − x(t). We have z(0) = 0. Assume there exists u > 0 such that
z(u) > 0. Define:

s := sup {t ∈ [0, u] : z(t) = 0}.
It follows from the continuity of z that z(s) = 0. Because z(u) > 0 we have 0 ≤ s < u.
Furthermore, z is non-negative on [s, u], so for all t ∈ [s, u] we have

ż ≤ 1

2
(x2 − y2) = −1

2
z · (x+ y) ≤ 0.

We used here the fact that both x and y are non-negative functions. To conclude, we get the
following contradiction:

0 = z(s) ≥ z(u) > 0.

2.6 Existence and uniqueness: proof of Theorem 2.8

We first prove existence and uniqueness on [0, T ], for some (small) T > 0 to specify. We then
iterate this construction on [T, 2T ], [2T, 3T ] and so on.

Let b, f and ν satisfying Assumptions 2.3, 2.5 and 2.7. Let r̄ be given by Proposition 2.26.
Let ā := J max(r̄, ν(f)). For A, T > 0, we consider the set

CTA := {a ∈ C([0, T ];R+), sup
t∈[0,T ]

at ≤ A}.

Lemma 2.29. Let A > 0 and a ∈ CTA. Consider Y a,ν
t,0 the solution of (1.9). There exists a

constant C0 (only depending on b, f and J) such that

∀t ≥ 0, Jrνa(t, 0) ≤ ā+ C0t(1 +A+A2).

Proof. The function t 7→ rνa(t, 0) = E f(Y a,ν
t,0 ) is C1 and, using similar arguments to those in

Proposition 2.26, there exists some constant C0 (which may change from line to line) such
that

d

dt
E f(Y a,ν

t,0 ) = E f ′(Y a,ν
t,0 )[b(Y a,ν

t,0 ) + at]− E f2(Y a,ν
t,0 )

2.5(c)

≤
[
C0 E f ′(Y a,ν

t,0 )(1 + f(Y a,ν
t,0 ))− 1

2
E f2(Y a,ν

t,0 )

]
+

[
AE f ′(Y a,ν

t,0 )− 1

2
E2 f(Y a,ν

t,0 )

]

2.5(b)

≤ C0 +AC0 +

[
AE f(Y a,ν

t,0 )− 1

2
E2 f(Y a,ν

t,0 )

]

≤ C0(1 +A+A2).
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We used the inequality supx≥0Ax− x2/2 ≤ A2/2. It ends the proof.

We choose A := ā+ 1 and

T :=
1

C0(1 +A+A2)
,

such that supt∈[0,T ] Jr
ν
a(t, 0) ≤ A. Consider the following application:

G : CTA → CTA
a 7→ Jrνa(·, 0).

(2.15)

The space CTA, equipped with the supremum norm ||a||∞,T := supt∈[0,T ] |at|, is complete. We

now prove that the application G is contracting. Let a,d ∈ CTA. Given t, s ∈ [0, T ] with t ≥ s,
we denote by rνa(t, s) and rνd(t, s) their corresponding jump rate. Both rνa and rνd satisfy the
Volterra equation (2.7). It follows that the difference ∆0 := rνa − rνd solves

∆0 = Kν
a −Kν

d +Ka ∗ (rνa − rνd) + (Ka −Kd) ∗ rνd
= W0 +Ka ∗∆0

with

W0 := Kν
a −Kν

d + (Ka −Kd) ∗ rνd (2.16)

Consequently, ∆0 solves the following non-homogeneous Volterra equation with kernel Ka

∆0 = W0 +Ka ∗∆0. (2.17)

Using Lemma 2.22 and Remark 2.23, we obtain

∆0 = W0 + ra ∗W0. (2.18)

Lemma 2.30. There exists a constant MA
T only depending on T , f , b and A such that, for

all a,d ∈ CTA

∀0 ≤ s ≤ t ≤ T, ∀x ∈ R+, |Kx
a −Kx

d | (t, s) ≤MA
T (1 + f2(x))

∫ t

s
|au − du|du.

Proof. Fix a and d in CTA. The constant MA
T may change from line to line. We have

|Kx
a −Kx

d |(t, s) =

∣∣∣∣f(ϕa
t,s(x)) exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
− f(ϕd

t,s(x)) exp

(
−
∫ t

s
f(ϕd

u,s(x))du

)∣∣∣∣

≤
∣∣∣f(ϕa

t,s(x))− f(ϕd
t,s(x))

∣∣∣ exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)

+ f(ϕd
t,s(x))

∣∣∣∣exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
− exp

(
−
∫ t

s
f(ϕd

u,s(x))du

)∣∣∣∣
=: M1 +M2.
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Assumptions 2.3 and 2.5 together with Lemma 2.9(b) give

M1 ≤ |f(ϕa
t,s(x))− f(ϕd

t,s(x))|
≤MA

T (1 + f(x))|ϕa
t,s(x)− ϕd

t,s(x)|

≤MA
T (1 + f(x))

∫ t

s
|au − du|du.

Furthermore, using that ∀x, y ≥ 0 |e−x − e−y| ≤ |x− y|, we have

M2 ≤MA
T (1 + f(x))

∫ t

s
|f(ϕa

u,s(x))− f(ϕd
u,s(x))|du

≤MA
T (1 + f(x))2

∫ t

s

∫ u

s
|aθ − dθ|dθdu

≤MA
T (1 + f2(x))

∫ t

s
|au − du|du.

Combining the two estimates, we get the result.

Proof of Theorem 2.8. We first prove existence and uniqueness up to time T . Again, we write
MA
T for any constant that may depend on T , A, b, f and J and that can change from line to

line. By Assumptions 2.5 and 2.7 and Lemma 2.30 it follows that

∀a,d ∈ CTA, ∀t ∈ [0, T ], |Kν
a −Kν

d| (t, 0) ≤MA
T

∫ t

0
|au − du|du.

Moreover, since supt∈[0,T ] rd(t, 0) ≤ A
J we have

|(Ka −Kd) ∗ rd| (t, 0) =

∣∣∣∣
∫ t

0
(Ka −Kd)(t, u)rd(u, 0)du

∣∣∣∣ ≤MA
T

∫ t

0
|au − du|du.

Let W0 be given by (2.16). We deduce that there is a constant MA
T such that

∀a,d ∈ CTA, ∀t ∈ [0, T ], |W0|(t, 0) ≤MA
T

∫ t

0
|au − du| du.

Using (2.18), we deduce that

|∆0(t, 0)| ≤|W0|(t, 0) +

∫ t

0
ra(t, u)|W0|(u, 0)du

≤MA
T

∫ t

0
|au − du| du.

We have proved that there is a constant MA
T such that:

∀a,d ∈ CTA,∀t ∈ [0, T ], ||Jrνa(·, 0)− Jrνd(·, 0)||∞,t ≤MA
T

∫ t

0
||a− d||∞,udu.
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Using this estimate, we deduce that G has a unique fixed point a∗ ∈ CTA. It is then easy

to check that (Y a∗,ν
t,0 )t∈[0,T ], driven by the current a∗ and with initial condition Y a∗,ν

0,0 = X0,
defines a solution of (1.2) up to time T . This proves existence of a strong solution to (1.2)
on [0, T ]. Now, if (Xt)t≥0 is a strong solution of (1.2) in the sense of Definition 2.2, let for all
t ≥ 0, at := J E f(Xt). The arguments of Lemma 2.14 show that the function a is continuous.
Moreover, we have supt≥0 at ≤ max(Jr̄, J E f(X0)) ≤ A and consequently a ∈ CTA. It is
clear that (Xt)t≥0 solves (1.9) with at := J E f(Xt) and Y a,ν

0,0 := X0. We deduce that a is
the unique fixed point of G: ∀t ∈ [0, T ] : at = a∗t . Consequently, by Lemma 2.13, we have
a.s. ∀t ∈ [0, T ] Xt = Y a,ν

t,0 . This proves path-wise uniqueness on [0, T ].

In order to extend this construction after time T , we have to check that the law of XT satisfies
the same assumptions as ν. Indeed, using Proposition 2.26, we have J E f(XT ) ≤ ā. Thus, we
can iterate the construction between T and 2T , etc. This ends the proof of Theorem 2.8.

2.7 On weak and strong solutions of the Fokker-Planck equa-
tion

We end this Chapter with a discussion on the solutions of the Fokker-Planck equations (1.3)
and (1.4). We say that (ν(t, dx))t≥0 is a solution of (1.3) if for any C1 compactly supported
test function g : R+ → R, the function t 7→

∫
R+
g(x)ν(t, dx) is differentiable with

d

dt

∫

R+

g(x)ν(t, dx) =

∫

R+

g′(x) [b(x) + Jr̃ν(t)] ν(t, dx)−
∫

R
g(x)f(x)ν(t, dx) + g(0)r̃ν(t),

and for all t ≥ 0, r̃ν(t) =
∫
R+
f(x)ν(t, dx).

Remark 2.31. Consider (ν(t, dx))t≥0 a solution of (1.3). Let

∀t ≥ 0, at := Jr̃ν(t) = J

∫ ∞

0
f(x)ν(t, dx).

Then for all t ≥ 0, r̃ν(t) = rνa(t, 0) (and so at = Jrνa(t, 0)).

Proposition 2.32. Let b, f satisfying Assumptions 2.3 and 2.5. Let ν ∈ P(R+) satisfying
Assumption 2.7. Consider (Xt) the solution of (1.2) starting from ν. Let

r̃ν(t) := E f(Xt) and at := J E f(Xt).

Then ν(t, dx) := L(Xt) is a solution of (1.3). Assume moreover that b is C1 and that the
initial condition ν(0, ·) has a density. Then for any t ≥ 0, the law of Xt has a density, denoted
ν(t, x). It satisfies:

1. For all t > 0, the function x 7→ ν(t, x) is continuous at x = 0 and the boundary condition
(1.5) holds:

ν(t, 0) =
r̃ν(t)

b(0) + Jr̃ν(t)
.
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2. Assume that x 7→ ν(0, x) is continuous. Then for all t > 0, the following limit exists
and

lim
ε↓0

ν(t, ϕa
t,0(0) + ε)− ν(t, ϕa

t,0(0)− ε)

= exp

(
−
∫ t

0
(f + b′)(ϕa

u,0(0))du

)[
ν(0, 0)− r̃ν(0)

b(0) + Jr̃ν(0)

]
.

If the density of the initial condition satisfies the boundary condition (1.5), then ν(t, ·)
is continuous on R+. Otherwise, ν(t, ·) has a discontinuity at x = ϕa

t,0(0).

3. Assume that x 7→ ν(0, x) is C1(R+). Then the function (t, x) 7→ ν(t, x) is C1 on the open
set

{(t, x) ∈ (R∗+)2, ϕa
t,0(0) 6= x}.

Furthermore (1.4) holds on this domain.

Proof. Using Itô’s formula, we obtain immediately that L(Xt) solves (1.3):

d

dt
E g(Xt) = E g′(Xt) (b(Xt) + Jr̃ν(t)) + E (g(0)− g(Xt)) f(Xt).

Assume now that ν = L(X0) has a density. It holds that Xt = Y a,ν
t,0 , and so by Proposi-

tion 2.19, one has

E g(Y a,ν
t,0 ) =

∫ t

0
g(ϕa

t,u(0))Ha(t, u)r̃ν(u)du+

∫ ∞

0
g(ϕa

t,0(x))Hx
a(t, 0)ν(x)dx

= A1
t +A2

t .

Let t > 0 be fixed. The function u 7→ ϕa
t,u(0) is decreasing on (−∞, t] and:

d

du
ϕa
t,u(0) = − [b(0) + au] exp

(∫ t

u
b′(ϕa

θ,u(0))dθ

)
.

We used that a is C1 and so u 7→ ϕa
t,u(0) is also C1. Let

σa(t) := lim
u→−∞

ϕa
t,u(0), (2.19)

such that u 7→ ϕa
t,u(0) is a bijection from (−∞, t] to [0, σa(t)). We denote by x 7→ βat (x) its

inverse. The change of variable x = ϕa
t,u(0) yields:

A1
t =

∫ ϕa
t,0(0)

0
g(x)Ha(t, βat (x))

r̃ν(βat (x))

b(0) + aβa
t (x)

exp

(∫ t

βa
t (x)

b′(ϕa
θ,βa

t (x)(0))dθ

)
dx.

Moreover, the function x 7→ ϕa
t,0(x) is non-decreasing and

d

dx
ϕa
t,0(x) = exp

(∫ t

0
b′(ϕa

u,0(x))du

)
.
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So x 7→ ϕa
t,0(x) is a bijection from R+ to [ϕa

t,0(0),+∞). We denote by y 7→ γat (y) its inverse.
Then the change of variable y = ϕa

t,0(x) yields

A2
t =

∫ ∞

ϕa
t,0(0)

g(y)H
γat (y)
a (t, 0)ν(γat (y)) exp

(∫ t

0
b′(ϕa

u,0(γat (y)))du

)
dy.

Altogether, we deduce that L(Xt) has a density ν(t, x) and

ν(t, x) =Ha(t, βat (x))
r̃ν(βat (x))

b(0) + aβa
t (x)

exp

(∫ t

βa
t (x)

b′(ϕa
θ,βa

t (x)(0))dθ

)
1[0,ϕa

t,0(0))(x)

+H
γat (x)
a (t, 0)ν(γat (x)) exp

(∫ t

0
b′(ϕa

u,0(γat (x)))du

)
1[ϕa

t,0(0),∞)(x).

In particular, for x = 0, we have βat (0) = t and so for t > 0

ν(t, 0) =
r̃ν(t)

b(0) + Jr̃ν(t)
.

The end of the proof follows easily from the explicit expression of ν(t, x). In particular, Point
2 follows from the fact that when x = ϕa

t,0(0), we have βat (x) = γat (x) = 0.

2.8 Discussions and perspectives

We gave sufficient conditions ensuring existence and path-wise uniqueness of the solution of
the nonlinear SDE (1.2). To do so, we derived a closed equation for the jump rate: the
Volterra equation (1.14). Finally, in Section 2.7, we discussed the regularity of the marginals
of the solution. In our setting, the function f grows at most at a polynomial rate (see (2.2))
and b is globally Lipschitz. It would be interesting to see if the conclusion of Theorem 2.8 still
holds if f grows to infinity faster than such polynomial rate. In particular, does the jump rate
stay uniformly bounded in time for such f? In the limit scenario where f converges to infinity
at a finite point x0 > 0, the same blow-up phenomena than in [CCP11b] may exist (consider
for instance b and f given by (1.8)). Assume now b is not globally Lipschitz and that the flow
converges to infinity in a finite time (consider for instance b(x) = x2). How f should behave
at infinity to compensate the explosion of the deterministic flow? The question of the right
“balance” between the drift b and the rate function f , such that (1.2) has a unique well-behave
solution, is left open. We derived an integral equation for the jump rate of the limit equation.
It would be particularly interesting to study the fluctuations of the solution of (1.1) around
its mean-field limit. Recently, in [ELL19], [HS19], [FST19] and [Che17a] different methods
have been proposed to study similar questions. Many extensions of this work are conceivable.
One can generalize the model to multi-populations, such as a population of excitatory neurons
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and a population of inhibitory neurons. That is, consider the following McKean-Vlasov SDE

Xe
t = Xe

0 +

∫ t

0
be(X

e
u)du+ Jee

∫ t

0
E fe(Xe

u)du+ Jie

∫ t

0
E fi(Xi

u)du

−
∫ t

0

∫

R+

Xe
u−1{z≤fe(Xe

u−)}Ne(du, dz). (2.20)

Xi
t = Xi

0 +

∫ t

0
bi(X

i
u)du+ Jei

∫ t

0
E fe(Xe

u)du+ Jii

∫ t

0
E fi(Xi

u)du

−
∫ t

0

∫

R+

Xi
u−1{z≤fi(Xi

u−)}Ni(du, dz).

In this equation, Xe
t (respectively Xi

t) models the membrane potential of a typical excitatory
(respectively inhibitory) neuron. They jump to zero with rates fe(X

e
t ) and fi(X

i
t). The

constants Jee and Jei are non-negative (they model excitatory synapses) while the constants
Jii and Jie are non-positive (to account for the inhibitory synapses). The initial conditions
Xe

0 and Xi
0 and the Poisson measures Ne and Ni are independent. The dynamics lives

now on R (not only R+ as before). A further generalization is to consider spatially structured
populations [DOR15] : in this asymptotic scenario, the number of populations goes to infinity.
The behavior of such system, including the existence of traveling waves, is completely open.
We finally mention a last extension where a diffusion is added to the dynamics:

Xt = X0 +

∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du+ σBt −

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz).

Here σ > 0 and (Bt) is a standard Brownian motion independent of the Poisson measure N
and of the initial condition X0. Assume f is a smooth approximation of +∞1[1,∞)(x). Then
this last equation can be seen as a regularized version of (1.7). It would be interesting to
study the distance between this smooth regularization version and the solution of (1.7).





Chapter 3

Long time behavior with weak interactions

We study the long time behavior of the solution of the mean-field equation (1.2)
in the setting of weak enough interactions. We prove that for a J small enough,
the solution converges to the unique (in this case) invariant probability measure.
To this aim, we first replace temporary the interaction part of the equation by a
deterministic external quantity (called the external current). For constant current,
we obtain the convergence to the invariant probability measure. Using a pertur-
bation method, we extend this result to more general external currents. Finally,
we prove the result for the nonlinear McKean-Vlasov equation.
This Chapter is based on the second part of the article [CTV20a].

3.1 Introduction

Consider (Xt) the solution of the nonlinear SDE (1.2)

Xt = X0 +

∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du−

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz),

where L(X0) := ν and where N is a Poisson measure on R+ × R+ with intensity measure
dudz, independent of X0.

Under Assumptions 2.3, 2.5 and 2.7, this SDE has a path-wise unique solution and the asso-
ciated jump rate t 7→ E f(Xt) is uniformly bounded in time (see Theorem 2.8).

We study here the long time behavior of (Xt), under the assumption that J is sufficiently
small (weakly connecting regime).

A possible approach is to study the nonlinear Fokker-Planck equation (1.4). Such nonlinear
transport equations with boundary conditions have been studied in the context of population
dynamics (see for instance [GM74; Prü83; Web85; Per07]). The PDE (1.4) differs from theirs
in the sense that we have a nonlinear transport term (theirs is constant and equal to one) and
our boundary condition is more complex.

The long time behavior of the PDE (1.4) has been studied in [FL16] and in [DV21] in the
case where b ≡ 0. In this situation, one can simplify the PDE (1.4) with a simpler boundary

38
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condition

ν(t, 0) =
1

J
.

The authors proved that if the density of the initial condition satisfies this boundary condition
and regularity assumptions, then ν(t, ·) converges to the density of the invariant probability
measure as t goes to infinity. The convergence holds in L1 or in stronger norms (see [DV21]).
For b 6≡ 0, the boundary condition is more delicate and their methods cannot be easily applied.

Actually the long time behavior of the solution to (1.2) may be remarkably intricate. De-
pending on the choice of f , b and J , equation (1.2) may have multiple invariant probability
measures. Even if the invariant probability measure is unique, it is not necessarily a stable
one and oscillations may appear (see Chapter 6 for explicit examples). In [DV17], the authors
have numerically illustrated this phenomenon in a setting close to ours.

Our main result describes the long time behavior of the solution to (1.2) in the weakly con-
nected regime (Theorem 3.7). If the connection strength J is small enough, we prove that
(1.2) has a unique invariant probability measure which is globally stable. We give the explicit
expression of this non-trivial invariant distribution and starting from any initial condition X0,
we prove the convergence in law of Xt to it, exponentially fast, as t goes to infinity. We argue
that this result is very general: it does not depend on the explicit shape of the functions f
or b. For stronger connection strengths J , such a result cannot hold true in general as (1.2)
may have multiple invariant probability measures.

Note that we prove convergence in law, which is weaker than convergence in L1 norm. On
the other hand, we require very few on the initial condition, in particular, we do not assume
the existence of a density for the initial condition in Theorem 3.7.

The proof of Theorem 3.7 is organized as follows. Given ν ∈ P(R+) and a ∈ C(R;R+),
consider (Y a,ν

t,0 ) the solution of the non-homogeneous linear equation (1.9) starting at time 0
with law ν. First, we give in Proposition 3.17 the long time behavior of (Y α,ν

t,0 ) the solution
of (1.9) with a constant current (a ≡ α). Any solution converges in law to a unique invariant
probability measure ν∞α (Proposition 3.9). In that case, the Volterra equation (1.14) is of con-
volution type and it is possible to study finely its solution using Laplace transform techniques.
Second, we prove, for small J , the uniqueness of a constant current α∗ such that

∀t ≥ 0, α∗ = JEf(Y
α∗,ν∞α∗
t,0 ).

Third, we extend the previous convergence result to non-constant currents a satisfying

|at − α∗| ≤ Ce−λt, (3.1)

for some λ > 0 sufficiently small. Using a perturbation method, we prove that

Y a,ν
t,0

L−→
t→∞

ν∞α∗ .

Fourth, in Theorem 3.7, we give the long time behavior of the solution to the nonlinear
equation (1.2) for small J . Here, we use a fixed point argument.

The layout of the chapter is as follows. Our main results are given in Section 3.2. In Sec-
tion 3.3, we characterize the invariant probability measures of (1.2). In Section 3.5 we study
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the long time behavior of the solution to (1.9) with a constant current α. In Section 3.6, we
introduce the perturbation method. Finally Section 3.7 is devoted to the proof of our main
result (Theorem 3.7).

3.2 Assumptions and main results

Recall that in between its random jumps, the SDE (1.9) is reduced to a non-homogeneous
ODE. We denote by ϕa

t,s(x) its flow, which solves (2.3). If a ≡ α, we write ϕαt (x) = ϕa
t,0(x).

Assumption 3.1. Assume that b : R+ → R is a Lipschitz function with b(0) > 0 and that b
is bounded from above:

∃Cb ≥ 0,∀x ≥ 0, b(x) ≤ Cb. (3.2)

Assume moreover that there is a positive constant Cϕ such that for all a, d ∈ C(R+;R+)

∀x ≥ 0, ∀t ≥ s,
∣∣∣ϕa
t,s(x)− ϕd

t,s(x)
∣∣∣ ≤ Cϕ

∫ t

s
|au − du| du. (3.3)

Assumption 3.2. We assume that f : R+ → R+ is a C1 strictly increasing function with
f(0) = 0 and there exists a constant Cf such that

3.2(a) for all x, y ≥ 0, f(x+ y) ≤ Cf (1 + f(x) + f(y)).

3.2(b) for all θ ≥ 0, supx≥0{θf ′(x)− f(x)} <∞.

Define ψ(θ) := supx≥0{θf ′(x)− 1
2f

2(x)} <∞. We also assume that

lim
θ→+∞

ψ(θ)

θ2
= 0.

3.2(c) for all x ≥ 0, |b(x)| ≤ Cf (1 + f(x)).

Remark 3.3. Grant Assumptions 3.1 and 3.2. Then Assumptions 2.3 and 2.5 hold. So
Theorem 2.8 applies: if ν ∈ P(R+) is such that ν(f2) < ∞, (1.2) has a path-wise unique
solution (Xt)t≥0 and supt≥0 E f(Xt) < ∞. Let us detail the differences between the two
sets of assumptions. The assumption b(0) > 0 ensures that δ0, the Dirac measure at 0, is
not an invariant probability measure of (1.2). Assumption (3.3) is a strengthen version of
the conclusion of Lemma 2.9(b). The only difference between 3.2 and 2.5 is 3.2(b): it is a
strengthen version of 2.5(b) which is useful to obtain some global estimates on the jump rate
(see Proposition 3.40).

Notation 3.4. Denote for all α ≥ 0 the probability measure

ν∞α (dx) :=
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
1{x∈[0,σα]}dx, (3.4)
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where γ(α) is the normalization

γ(α) :=

[∫ σα

0

1

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx

]−1

. (3.5)

The upper bound σα of the support of ν∞α is given by

σα := lim
t→∞

ϕαt (0) ∈ R∗+ ∪ {+∞}. (3.6)

Remark 3.5. 1. This definition of σα is coherent with (2.19), because when a is constant
and equal to α, it holds that ϕa

t,u(0) = ϕαt−u(0).

2. For all α ≥ 0, γ(α) = ν∞α (f).

3. We prove in Proposition 3.9 that for any α ≥ 0, ν∞α is the unique invariant probability
measure of (1.9) with a ≡ α.

We say that ν ∈ P(R+) is an invariant probability measure of (1.2) if ν(f2) < ∞ and if for
all t ≥ 0, L(Xt) = ν, where (Xt)t≥0 is the path-wise unique solution of (1.2), starting with
law ν.

Proposition 3.6. Let b and f satisfying Assumptions 3.1 and 3.2. The probability measure
ν∞α is an invariant measure of (1.2) iff

α

γ(α)
= J. (3.7)

Moreover, define Jm := sup{J0 ≥ 0 : ∀J ∈ [0, J0] equation (3.7) has a unique solution}, then
Jm > 0. Consequently, for all 0 ≤ J < Jm the nonlinear process (1.2) has a unique invariant
probability measure.

We now state our main result: the convergence to the unique invariant probability measure
for weak enough interactions.

Theorem 3.7. Under Assumptions 3.1 and 3.2, there exists strictly positive constants J∗

and λ (both only depending on b and f) satisfying

0 < J∗ < Jm and 0 < λ < f(σ0),

(σ0 and Jm are defined in Notation 3.4 and Proposition 3.6) with the following properties. For
all J ∈ [0, J∗] and all ν ∈ P(R+) with ν(f2) <∞, there exists a constant D (only depending
on b, f , J , λ and ν(f)) such that

∀t ≥ 0, |E f(Xt)− γ(α∗)| ≤ De−λt.
Here, (Xt)t≥0 is the solution of the nonlinear SDE (1.2) starting with law ν and α∗ is the
unique solution of (3.7). Moreover, it holds that (Xt) converges in law to ν∞α∗ at an exponential
rate. If φ : R+ → R is a bounded Lipschitz-continuous function, it holds that

∃D′ > 0, ∀t ≥ 0, |Eφ(Xt)− ν∞α∗(φ)| ≤ D′e−λt,
where the constant D′ only depends on b, f, J, ν, λ and φ through its infinite norm and its
Lipschitz constant.

Note that in Theorem 3.7, the unique invariant probability measure ν∞α∗ is globally stable: for
weak enough interactions, starting from any initial condition, the solution converges to ν∞α∗ .
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Examples

Given p ≥ 1, µ > 0 and κ ≤ 0, define, for all x ≥ 0

f(x) := xp, and b(x) := µ− κx.

Then (b, f) satisfies the Assumptions 3.1 and 3.2. In that case, the flow is given by

ϕa
t,s(x) = xe−κ(t−s) +

µ

κ
[1− e−κ(t−s)] +

∫ t

s
e−κ(t−u)audu.

We have for all x, y ∈ R+, f(x+y) ≤ 2p−1(f(x)+f(y)). Moreover ψ(θ) = 1
2θ

2p
p+1 (p−1)

p−1
p+1 (1+

p), so Assumption 3.2(b) holds.

Consequently, Theorem 3.7 applies. When κ > 0, the invariant probability measures are
compactly supported and not necessarily unique. Consider for instance b(x) = µ− x, f(x) =
x2. If µ is small enough, a numerical study shows that there exists 0 < α1 < α2 <∞ such that
the function α 7→ α

γ(α) is increasing on [0, α1), decreasing on [α1, α2) and finally increasing on

[α2,∞). Thus, if J ∈ ( α2
γ(α2) ,

α1
γ(α1)), the nonlinear equation (1.2) admits exactly 3 non-trivial

invariant probability measures. A numerical study shows that only two of the three are locally
stable (bi-stability).

Another interesting example is the following. Assume b(x) = 2 − 2x and f(x) = x10. Then,
a numerical study shows that the function α 7→ α

γ(α) is increasing on R+ and consequently

for all J ≥ 0, (1.2) admits a unique invariant probability measure. But if J ∈ [0.7, 1.05] a
further numerical analysis shows that the law of the solution of (1.2) asymptotically oscillates,
betraying that the invariant probability measure is not locally stable. We refer to Chapter 6
for a detailed study (both numerically and theoretically) of such examples.

In particular, the assumption on the size of J cannot be removed in Theorem 3.7.

3.3 The invariant probability measures: proof of Proposition 3.6

We now study the invariant probability measures of the nonlinear process (1.2). We follow
the strategy of [FL16]: we first study the linear process driven by a constant current α and
show that it has a unique invariant probability measure. We then use this result to study
the invariant probability measures of the nonlinear equation (1.2). Let α ≥ 0 and (Y α,ν

t )t the
solution of the following SDE:

Y α,ν
t = Y α,ν

0 +

∫ t

0
b(Y α,ν

u )du+ αt−
∫ t

0

∫

R+

Y α,ν
u− 1{z≤f(Y α,νu− )}N(du, dz). (3.8)

Remark 3.8. Eq. (3.8) is (1.9) with for all t ≥ 0, at = α and s = 0 (see Notations 2.12).
That is, we have Y α,ν

t = Y α,ν
t,0 .
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Recall that σα = limt→∞ ϕαt (0). It holds that

σα := inf{x ≥ 0, b(x) + α = 0}.

Proposition 3.9. Grant Assumptions 2.3 and 2.5. Let α such that b(0) + α > 0. Then the
SDE (3.8) has a unique invariant probability measure ν∞α given by (3.4):

ν∞α (dx) :=
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
1[0,σα)(x)dx,

where γ(α) is the normalizing factor given by (3.5). Moreover we have ν∞α (f) = γ(α) and
ν∞α (f2) <∞.

Remark 3.10. We assume only Assumptions 2.3 and 2.5 (and not 3.1 and 3.2). A proof
of this result can be found in [FL16, Prop. 21] with b(x) := −κx and with slightly different
assumptions on f . We give here a proof based on different arguments. Note that the general
method introduced by [Cos90] to find the stationary measures of a PDMP can be applied here;
we use a method introduced in this paper to prove the uniqueness part.

Proof. We first check that ν∞α is indeed an invariant measure of (3.8).
Claim 1 We have ν∞α (f2) <∞.
First b(0) + α > 0 yields σα > 0. The function t 7→ ϕαt (0) is a bijection from R+ to [0, σα).
Consequently, the changes of variable x = ϕαt (0) and y = ϕαu(0) give

ν∞α (f2) = γ(α)

∫ σα

0

f2(x)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx

= γ(α)

∫ ∞

0
f2(ϕαt (0)) exp

(
−
∫ t

0
f(ϕαu(0))du

)
dt.

Using that f is continuous and strictly positive, we have

lim
t→∞

f(ϕαt (0)) = f(σα) > 0.

So, for all λ < f(σα), there exists a constant Cλ such that

∀t ≥ 0, exp

(
−
∫ t

0
f(ϕαu(0))du

)
≤ Cλe−λt.

If σα <∞, then f2(ϕαt (0)) ≤ f2(σα) <∞. If σα =∞, using (2.2), there exists some constants
C0, p > 0 such that

f2(ϕαt (0)) ≤ C0e
2pLt,

where L denotes the Lipschitz constant of b. Overall, we deduce that ν∞α (f2) <∞.

Claim 2 We have: K
ν∞α
α (t) = γ(α)Hα(t).

We recall that Hα(t) = Hδ0
α (t, 0). We have, for all t ≥ 0:

Kν∞α
α (t) =

∫ σα

0
f(ϕαt (x)) exp

(
−
∫ t

0
f(ϕαu(x))du

)
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx.

(3.9)
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The change of variable y = ϕαu(0) yields:

Kν∞α
α (t) =

∫ σα

0
f(ϕαt (x)) exp

(
−
∫ t

0
f(ϕαu(x))du

)
γ(α)

b(x) + α
exp

(
−
∫ t(x)

0
f(ϕαu(0))du

)
dx,

where t(x) is the unique t ≥ 0 such that ϕαt (0) = x. We now make the change of variable
x = ϕαs (0) and obtain (using the semi-group property satisfied by ϕαt (0)):

Kν∞α
α (t) = γ(α)

∫ ∞

0
f(ϕαt (ϕαs (0))) exp

(
−
∫ t

0
f(ϕαu(ϕαs (0)))du

)
exp

(
−
∫ s

0
f(ϕαu(0))du

)
ds

= γ(α)

∫ ∞

t
f(ϕαθ (0)) exp

(
−
∫ θ

0
f(ϕαu(0))du

)
dθ

= γ(α)

[
Hα(t)− lim

θ→∞
exp

(
−
∫ θ

0
f(ϕαu(0))du

)]
.

Claim 2 follows from limθ→∞ exp
(
−
∫ θ

0 f(ϕαu(0))du
)

= 0 (see the proof of Claim 1).

We now consider (Y
α,ν∞α
t )t≥0 the solution of equation (3.8) starting from L(Y

α,ν∞α
0 ) = ν∞α .

Proposition 2.19 applies, so r
ν∞α
α (t) = E f(Y

α,ν∞α
t ) is the unique solution of the Volterra equa-

tion
rν
∞
α
α = Kν∞α

α +Kα ∗ rν
∞
α
α .

Using Claim 2 and the relation (2.8), we verify that the constant function γ(α) is also solution:

Kν∞α
α +Kα ∗ γ(α) = γ(α)Hα + γ(α)(1−Hα) = γ(α).

By uniqueness (Lemma 2.21), we deduce that ∀t ≥ 0, r
ν∞α
α (t) = γ(α).

Finally, let φ : R+ → R+ be a measurable function. Using Proposition 2.19, we have

Eφ(Y
α,ν∞α
t ) = γ(α)

∫ t

0
φ(ϕαt−u(0))Hα(t− u)du+

∫ ∞

0
φ(ϕαt (x))Hx

α(t)ν∞α (dx)

= γ(α)

∫ t

0
φ(ϕαu(0))Hα(u)du

+

∫ σα

0
φ(ϕαt (x)) exp

(
−
∫ t

0
f(ϕαu(x))du

)
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx.

The change of variables y = ϕαu(0) and x = ϕαθ (0) yields

Eφ(Y
α,ν∞α
t ) = γ(α)

∫ t

0
φ(ϕαu(0))Hα(u)du

+ γ(α)

∫ ∞

0
φ(ϕαt (ϕαθ (0))) exp

(
−
∫ t

0
f(ϕαu(ϕαθ (0)))du

)
exp

(
−
∫ θ

0
f(ϕαu(0))du

)
dθ

= γ(α)

∫ t

0
φ(ϕαu(0))Hα(u)du+ γ(α)

∫ ∞

t
φ(ϕαu(0)) exp

(
−
∫ u

0
f(ϕαθ (0))dθ

)
du

= γ(α)

∫ ∞

0
φ(ϕαu(0))Hα(u)du

= ν∞α (φ).
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This proves that ∀t ≥ 0, L(Y
α,ν∞α
t ) = ν∞α and consequently ν∞α is an invariant probability

measure of (3.8). Moreover, we have

ν∞α (f) = γ(α)

∫ σα

0

f(x)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx = γ(α).

It remains to prove that the invariant probability measure is unique. Following [Dav84] and
[Cos90], we define Bac(R+) the set of bounded function h : R+ → R such that for all x ∈ R+,
the function t 7→ h(ϕαt (x)) is absolutely continuous on R+. For h ∈ Bac(R+), we define
Hh(x) := d

dth(ϕαt (x))
∣∣
t=0

.

Claim 3 Let h ∈ Bac(R+), then for all x ≥ 0 we have

d
dt Eh(Y α,δx

t )
∣∣∣
t=0

= Lh(x) with Lh(x) := Hh(x) + (h(0)− h(x))f(x).

Let τx1 = inf{t ≥ 0 : Y α,δx
t 6= Y α,δx

t− } and τx2 = inf{t > τx1 : Y α,δx
t 6= Y α,δx

t− } be the times of

the first and second jumps of (Y α,δx
t ). We have

Eh(Y α,δx
t ) = Eh(Y α,δx

t )1{t<τx1 } + Eh(Y α,δx
t )1{τx1≤t<τx2 } + Eh(Y α,δx

t )1{t≥τx2 }

=: A1
t +A2

t +A3
t .

By Lemma 2.15, we have A1
t = h(ϕαt (x))P(t < τx1 ) = h(ϕαt (x))Hx

α(t). It follows that
d
dtA

1
t

∣∣
t=0

= Hh(x) − h(x)f(x). Moreover using that the density of τx1 is s 7→ Kx
α(s) it holds

that A2
t =

∫ t
0 h(ϕαt−s(0))Kx

α(s)H0
α(t− s)ds. We deduce that d

dtA
2
t

∣∣
t=0

= h(0)f(x). Then, us-

ing that h is bounded, we have A3
t ≤ ||h||∞

∫ t
0

∫ t
0 K

x
α(u)K0

α(s− u)duds = O(t2). This proves
Claim 3.

Let g be a bounded measurable function. We follow the method of [Cos90, proof of Th. 3(a)]
and define

∀x ≥ 0, λg(x) :=

∫ ∞

0
g(ϕαu(x)) exp

(
−
∫ u

0
f(ϕαθ (x))dθ

)
du.

Claim 4 The function λg belongs to Bac(R+) and satisfies Hλg(x) = f(x)λg(x)− g(x).
Using the semi-group property of ϕαt (x) we have

λg(ϕ
α
t (x)) = exp

(∫ t

0
f(ϕαθ (x))dθ

)[
λg(x)−

∫ t

0
g(ϕαu(x)) exp

(
−
∫ u

0
f(ϕαθ (x))dθ

)
du

]
.

This proves that λg is in Bac(R+) with d
dtλg(ϕ

α
t (x)) = f(ϕαt (x))λg(ϕ

α
t (x)) − g(ϕαt (x)) and

gives the stated formula.

Consider now ν an invariant probability measure with ν(f) < ∞. The Markov property at

time t = 0 together with Claim 3 shows that d
dt Eλg(Y

α,ν
t )

∣∣
t=0

= d
dt

∫∞
0 Eλg(Y α,δx

t )ν(dx)
∣∣∣
t=0

=

ν(Lλg). The exchange of the derivative at time t = 0 and the integral on R+ is legitimate
thanks to the Dominated Convergence Theorem. Claim 4 and the fact that ν is an invariant
measure then show that

0 =
d

dt
Eλg(Y α,ν

t )

∣∣∣∣
t=0

= λg(0)ν(f)− ν(g).
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The same computations can be done with g ≡ 1, giving λ1(0)ν(f) = 1. It follows that

ν(g) =
λg(0)

λ1(0)
=

∫ ∞

0
g(x)ν∞α (dx).

We deduce that necessarily ν = ν∞α .

Remark 3.11. The formula K
ν∞α
α (t) = γ(α)Hα(t) (proved in Claim 2) can be generalized to

non-constant currents and has a simple probabilistic interpretation. We refer to Chapter 4,
Lemma 4.50.

The next lemma characterizes the invariant probability measures of (1.2).

Lemma 3.12. Under Assumptions 3.1 and 3.2, the invariant probability measures of the
nonlinear equation (1.2) are {ν∞α | α = Jγ(α), α ∈ R+}.

Proof. Let ν be an invariant probability measure of (1.2) and L(X0) = ν. We have

∀t ≥ 0, E f(Xt) = ν(f) =: p.

Let α := Jp. The process (Xt)t≥0 solves (3.8) and ν is an invariant probability measure of
equation (3.8). It implies that ν = ν∞α . Moreover p = γ(α) and so necessarily α

γ(α) = J .

Conversely, let α ≥ 0 such that α
γ(α) = J . Let (Y

α,ν∞α
t ) be the solution of (3.8) with

L(Y
α,ν∞α

0 ) = ν∞α . We have seen that E f(Y
α,ν∞α
t ) = γ(α), it follows that α = J E f(Y

α,ν∞α
t ).

Consequently (Y
α,ν∞α
t )t≥0 solves (1.2) and ν∞α is one of its invariant probability measure.

The problem of finding the invariant probability measures of the mean-field equation (1.2) has
been reduced to finding the solutions of the scalar equation (3.7). When J is small enough,
we can prove that it has a unique solution, which concludes the proof of Proposition 3.6.

Lemma 3.13. Under Assumptions 3.1 and 3.2, eq. (3.7) has at least one solution α∗ > 0.
Moreover, there is a constant J0 > 0 such that for all J ∈ [0, J0] (3.7) has a unique solution.

Proof. Recall (3.5). By the changes of variable y = ϕαu(0) and x = ϕαt (0), it holds that

γ(α)−1 =

∫ ∞

0
exp

(
−
∫ t

0
f(ϕαu(0))du

)
dt. (3.10)

In particular, the function α 7→ γ(α) is non-decreasing. Furthermore, using that b(x) ≤ Cb,
we have

α

γ(α)
≥ α

∫ ∞

0
exp

(
−
∫ t

0
f((α+ Cb)u)du

)
dt

≥ α

α+ Cb

∫ ∞

0
exp

(
− 1

α+ Cb

∫ θ

0
f(z)dz

)
dθ.
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We deduce that limα→+∞ αγ(α)−1 = +∞. Let U(α) := αγ(α)−1. One has U(0) = 0,
limα→+∞ U(α) = +∞ and U is continuous on R+. It follows that the equation U(α) = J has
at least one solution α∗. Moreover, one can show that the function U has a (right) derivative at
α = 0 and U ′(0) = 1/γ(0) > 0. Consequently, there is α0 > 0 such that U is strictly increasing
on [0, α0]. Using limα→+∞ U(α) = +∞, we can find α1 such that: ∀α ≥ α1, U(α) ≥ 1. Finally
let J0 := minα∈[α0,α1] U(α) > 0. Let J < J0, it is clear that the equation U(α) = J has exactly
one solution on R+. This solution belongs to [0, α0].

Remark 3.14. Here, the Assumption b(0) > 0 is crucial: consider for instance b(x) = −x
and f(x) = x2. We will see in Chapter 6, Proposition 6.1 that

lim
α↓0

α

γ(α)
= +∞.

3.4 The convergence of the jump rate implies the convergence
in law of the time marginals

In this section, we prove that a good control of the jump rate t 7→ E f(Xt) is sufficient to
deduce the convergence in law of the solution of (1.2) to the invariant distribution.

Proposition 3.15. Grant Assumptions 3.1, 3.2. Let ν ∈ P(R+) with ν(f2) < ∞. Let
(Xt)t≥0 be the solution of the nonlinear equation (1.2), with L(X0) = ν. Assume that there
exist constants λ,C > 0 and α∗ ≥ 0 (that may depend on b, f , ν, and J) such that

∀t ≥ 0, |E f(Xt)− γ(α∗)| ≤ Ce−λt,

and that α∗ satisfies equation (3.7): α∗

γ(α∗) = J . Then

Xt
L−→

t→∞
ν∞α∗ .

Moreover, if φ : R+ → R is any bounded Lipschitz-continuous function, it holds that

∀0 < λ′ < min(λ, f(σ0)), ∃D > 0 s.t. ∀t ≥ 0, |Eφ(Xt)− ν∞α∗(φ)| ≤ De−λ′t,

where the constant D only depends on b, f, J, C, ν, λ′ and φ through its infinite norm and its
Lipschitz constant.

We will often use the following observations.

Remark 3.16. Under Assumptions 3.1 and 3.2, it holds that:

3.16(a) for all a ∈ C(R+;R+) and all ν in P(R+), it holds that

∀t ≥ s ≥ 0, Hν
a(t, s) ≤ H0(t− s).
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3.16(b) Using (3.2), the flow grows at most linearly: for all α > 0, it holds that

∀t, x ≥ 0, ϕαt (x) ≤ x+ (Cb + α)t.

3.16(c) Using that f is continuous and strictly increasing, we have

∀α ≥ 0, lim
t→∞

f(ϕαt (0)) = f(σα) ≥ f(σ0) > 0.

Proof of Proposition 3.15. Let (Xt)t≥0 be the solution of (1.2) and φ : R+ → R a bounded
Lipschitz-continuous function, with Lipschitz constant lφ. Consider λ′ ∈ (0,min(λ, f(σ0))).
We denote by D any constant only depending on b, f, J, C, ν, λ′, ||φ||∞ and lφ which shall
change from line to line. Define for all t ≥ 0, at := J E f(Xt). It holds that (Xt)t≥0 is a
solution of (1.9) with driving current a. Denote rνa(t, 0) = E f(Xt). By Proposition 2.19, we
have

Eφ(Xt) =

∫ t

0
φ(ϕa

t,u(0))Ha(t, u)rνa(u, 0)du+

∫ ∞

0
φ(ϕa

t,0(x))Hx
a(t, 0)ν(dx).

Using Remarks 3.16(a) and 3.16(c), and λ′ < f(σ0), we deduce that

∀t ≥ 0,

∫ ∞

0
φ(ϕa

t,0(x))Hx
a(t, 0)ν(dx) ≤ De−λ′t

for some constant D. Moreover, one has, using the change of variable x = ϕα
∗
v (0)

ν∞α∗(φ) =

∫ σα∗

0
φ(x)ν∞α∗(dx) =

∫ ∞

0
φ(ϕα

∗
v (0))γ(α∗)Hα∗(v)dv

=

∫ t

0
φ(ϕα

∗
t,u(0))Hα∗(t, u)γ(α∗)du+

∫ ∞

t
φ(ϕα

∗
v (0))γ(α∗)Hα∗(v)dv.

The last equality is obtained with the change of variable v = t − u. The second term is
controlled by

∫ ∞

t
φ(ϕα

∗
u (0))γ(α∗)Hα∗(u)du ≤ ||φ||∞γ(α∗)

∫ ∞

t

f(ϕα
∗
u (0))

infv≥t f(ϕα∗v (0))
exp

(
−
∫ u

0
f(ϕα

∗
θ (0))dθ

)
du

=
||φ||∞γ(α∗)
f(ϕα

∗
t (0))

exp

(
−
∫ t

0
f(ϕα

∗
θ (0))dθ

)

≤ De−λ′t,

for some constant D. We used again Remark 3.16(c). It remains to show that

∆t :=

∣∣∣∣
∫ t

0
φ(ϕa

t,u(0))Ha(t, u)rνa(u, 0)du−
∫ t

0
φ(ϕα

∗
t,u(0))Hα∗(t, u)γ(α∗)du

∣∣∣∣
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goes to zero exponentially fast. One has

∆t ≤
∫ t

0

∣∣∣φ(ϕa
t,u(0))− φ(ϕα

∗
t,u(0))

∣∣∣Ha(t, u)rνa(u, 0)du

+

∫ t

0
|Ha(t, u)−Hα∗(t, u)| |φ(ϕα

∗
t,u(0))|rνa(u, 0)du

+

∫ t

0
Hα∗(t, u)|φ(ϕα

∗
t,u(0))| |rνa(u, 0)− γ(α∗)| du

=: ∆1
t + ∆2

t + ∆3
t .

Using that for all t ≥ 0, |rνa(t, 0)− γ(α∗)| ≤ Ce−λ′t (λ′ < λ) and Remark 3.16(a), we obtain

∆3
t ≤ C||φ||∞

∫ t

0
H0(t, u)e−λ

′udu

= C||φ||∞e−λ
′t

∫ t

0
H0(t− u)eλ

′(t−u)du

≤
[
C||φ||∞

∫ ∞

0
H0(u)eλ

′udu

]
e−λ

′t =: De−λ
′t.

The fact that u 7→ H0(u)eλ
′u belongs to L1(R+) follows from λ′ < f(σ0). By Theorem 2.8,

one can find a constant r̄ (with γ(α∗) ≤ r̄) such that

∀t ≥ 0, E f(Xt) = rνa(t, 0) ≤ r̄.

Moreover, Assumption (3.3) and Remark 3.16(a) give

∆1
t ≤ r̄lφ

∫ t

0
|ϕa
t,u(0)− ϕα∗t,u(0)|H0(t, u)du

≤ r̄lφCϕ
∫ t

0

∫ t

u
|aθ − α∗|dθH0(t, u)du.

Using that
∫ t
u |aθ − α∗|dθ ≤ JC

∫ t
u e
−λ′θdθ ≤ JCe−λ

′u

λ′ , one has

∆1
t ≤

r̄lφCϕJC

λ′
e−λ

′t

∫ t

0
eλ
′(t−u)H0(t− u)du

≤
[
r̄lφCϕJC

λ′

∫ ∞

0
H0(u)eλ

′udu

]
e−λ

′t =: De−λ
′t.

Finally, using the inequality |e−A − e−B| ≤ e−min(A,B)|A−B| together with Remark 3.16(a)
we obtain

∆2
t ≤ ||φ||∞r̄

∫ t

0
H0(t− u)

∫ t

u

∣∣∣f(ϕa
θ,u(0))− f(ϕα

∗
θ,u(0))

∣∣∣ dθdu.

We set ᾱ := Jr̄. From a ≤ ᾱ, Remark 3.16(b) yields

ϕa
θ,u(0) ≤ (ᾱ+ Cb)(θ − u).
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So using Assumption 2.5(b) and (2.2), we find that there exists C0, p > 0 such that

f ′(ϕa
θ,u(0)) ≤ C0(1 + (θ − u)p).

So, using Assumption 2.3, we find that
∣∣∣f(ϕa

θ,u(0))− f(ϕα
∗
θ,u(0))

∣∣∣ ≤ C0(1 + (θ − u)p)

∫ θ

u

∣∣∣ϕa
v,u(0)− ϕα∗v,u(0)

∣∣∣ dv.

Overall, we find that there exists a constant D such that
∫ t

u

∣∣∣f(ϕa
θ,u(0))− f(ϕα

∗
θ,u(0))

∣∣∣ dθ ≤ D
(
1 + (t− u)p+2

)
e−λ

′u.

So

∆2
t ≤ D||φ||∞r̄e−λ

′t

∫ t

0
H0(t− u)

(
1 + (t− u)p+2

)
eλ
′(t−u)du.

≤
[
D||φ||∞r̄

∫ ∞

0
H0(u)

(
1 + up+2

)
eλ
′udu

]
e−λ

′t.

Again, the integral is finite because λ′ < f(σ0). Combining the three estimates, we have
proved the result.

3.5 Long time behavior with constant drift

The goal of this section is to study the rate of convergence to the invariant probability measure
when J = 0 (no interaction). We use Laplace transform techniques to characterize the
convergence. We state here the main result of the section.

Proposition 3.17. Grant Assumptions 3.1 and 3.2. Let α ≥ 0. One can find a constant
λ∗α ∈ (0, f(σα)] (only depending on b, f and α) such that for any 0 < λ < λ∗α, there exists a
constant D (only depending on f, b, α and λ) such that for all ν ∈ P(R+) with ν(f2) <∞:

∀t ≥ 0, |E f(Y α,ν
t )− γ(α)| ≤ De−λt

∫ ∞

0
[1 + f(x)]|ν − ν∞α |(dx), (3.11)

Moreover, one has

Y α,ν
t

L−→
t→∞

ν∞α .

Remark 3.18. In the above result, λ∗α is explicitly known in terms of f, b and α (see its
expression (3.14)) and is optimal (see Remark 3.27). Note also that (3.11) states explicitly
the dependence on the initial distribution ν through its distance to the invariant measure ν∞α .

Let us first mention that it suffices to prove (3.11). Indeed, we then apply Proposition 3.15
with b̃(x) = b(x) + α and J = 0. With this choice, the process (Y α,ν

t )t≥0 is the solution of
(1.2) and 0 solves (3.7). This gives the convergence in law of Y α,ν

t to ν∞α .

The proof of (3.11) is divided in two main steps. In Section 3.5.1, we first consider ν = δ0,
and prove that for all λ < λ∗α, the function t 7→ |rα(t) − γ(α)|eλt belongs to L1(R+). Then,
in Section 3.5.2, we extend the result to arbitrary initial condition and obtain the uniform
estimate (3.11).
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3.5.1 Convergence starting from ν = δ0

Study of the Volterra equation

In the case where a is constant and equal to α, the Volterra equation (1.14) is a linear
homogeneous convolution Volterra equation. If moreover the initial condition ν is δ0, the
jump rate rα(t) := E f(Y α,δ0

t ) satisfies

rα = Kα +Kα ∗ rα. (3.12)

For such equations, it is very natural to use Laplace transform techniques as convolutions
become scalar products with this transformation. Furthermore, the “kernel” Kα is non-
negative. Volterra equation with positive kernels have been studied in the context of Renewal
theory. The main reference on this question is a paper of Feller [Fel41]. We refer to [Fel41,
Th. 4] for this method. However, in our case the rate of convergence is exponential. In order
to achieve the optimal rate of convergence, we use general methods from the Volterra integral
equation theory, and especially the Whole-line Paley-Wiener Theorem.

Definition 3.19 (Laplace transform). Let g : R+ 7→ R be a measurable function. The Laplace
transform of g is the following function

ĝ(z) :=

∫ ∞

0
e−ztg(t)dt,

defined for all z ∈ C for which the integral exists.

Note that the Laplace transforms of Hα and Kα are well defined for all z ∈ C with <(z) >
−f(σα). This follows from ∀λ < f(σα), supt≥0Hα(t)eλt < ∞. The same holds for Kα.
Integrating by parts the Laplace transform of Kα shows that

∀z ∈ C, <(z) > −f(σα) =⇒ K̂α(z) = 1− zĤα(z). (3.13)

It is also useful to introduce the following Banach space

Definition 3.20. For any λ ∈ R, let L1
λ := {h ∈ B(R+;R) : ||h||1λ < ∞} the space of

Borel-measurable functions from R+ to R, equipped with the norm

||h||1λ :=

∫

R+

|h(s)|eλsds.

The long time behavior of rα is related to the location of the poles of r̂α. Equation (3.12)
gives

∀<(z) > 0, r̂α(z) =
K̂α(z)

1− K̂α(z)
.

This suggests to study the location of the zeros of 1− K̂α(z) = zĤα(z).
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On the zeros of Ĥα

Along this section, we grant Assumptions 2.3 and 2.5 and consider α such that b(0) + α > 0.

Lemma 3.21. For all z ∈ C with <(z) ≥ 0, it holds that Ĥα(z) 6= 0.

Proof. First, Kα being non-negative, we have

|K̂α(z)| ≤
∫ ∞

0
|e−tz|Kα(t)dt <

∫ ∞

0
Kα(t)dt = 1 if <(z) > 0.

It yields <(z) > 0 =⇒ Ĥα(z) 6= 0.

Second, Hα being a real-valued function, Ĥα(z) = 0 iff Ĥα(z̄) = 0, so it is sufficient to locate
the zeros of Ĥα in the region =(z) ≥ 0. Following [Fel41, proof of Th.4, (b)], if z = iy, y > 0
then

iyĤα(iy) = 1− K̂α(iy) =

∫ ∞

0
(1− cos(yt))Kα(t)dt+ i

∫ ∞

0
sin(yt)Kα(t)dt.

Consequently, K̂α(iy) = 1 for some y > 0 would imply that for Lebesgue almost every t ≥ 0,
(1 − cos(yt))Kα(t) = 0, that is, a.e. Kα(t) = 0. It obviously contradicts the assumption
f(x) > 0 for x > 0. It follows that ∀y > 0, Ĥα(iy) 6= 0. Finally for z = 0, we have
Ĥα(0) =

∫∞
0 Hα(t)dt 6= 0.

Lemma 3.22. The zeros of Ĥα are isolated.

Proof. The function Ĥα is holomorphic on <(z) > −f(σα). Thus, its zeros are isolated.

Lemma 3.23. For all z ∈ C with <(z) > −f(σα), it holds that

|K̂α(z)| ≤ φα(<(z))

|=(z)| ,

where for all x ∈ R, φα(x) := ||K ′α,x||1 and Kα,x(t) := e−xtKα(t), K ′α,x(t) := d
dtKα,x(t).

Consequently, the zeros of Ĥα are within a “cone”:

∀z ∈ C, <(z) > −f(σα), Ĥα(z) = 0 =⇒ |=(z)| ≤ φα(<(z)).

Proof. Let z = x+ iy, y > 0, x > −f(σα). We have

K̂α(z) =

∫ ∞

0
e−ztKα(t)dt =

∫ ∞

0
e−iytKα,x(t)dt =

∫ ∞

0

e−iyt

iy
K ′α,x(t)dt.

The last equality follows by an integration by part (recall that Kα,x(0) = 0 because f(0) = 0).
It yields

|K̂α(z)| ≤
||K ′α,x||1
|y| .

We deduce that for |y| > ||K ′α,x||1, we have K̂α(z) 6= 1 and also Ĥα(z) 6= 0.
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Consequently, from Lemmas 3.21, 3.22 and 3.23, we can define the abscissa of the “first” zero
of Ĥα:

λ∗α := − sup{<(z)| <(z) > −f(σα), Ĥα(z) = 0}, (3.14)

with the convention that λ∗α = f(σα) if the set of zeros is empty. We have proved that

0 < λ∗α ≤ f(σα) ≤ ∞.

The parameter λ∗α is key here as it gives the speed of convergence to the invariant probability
measure. It only depends on α, b and f .

Convergence with optimal rate

We use the following Whole Line Paley-Wiener Theorem, which is one of the most important
ingredients of the convolution Volterra integral equations theory.

Theorem 3.24 (Whole-line Paley-Wiener). Let k ∈ L1(R;R). There exists a function x ∈
L1(R;R) satisfying the equation

∀t ≥ 0, x(t) = k(t) +

∫

R
k(t− u)x(u)du

if and only if

∀y ∈ R, k̂(iy) :=

∫

R
e−iytk(t)dt 6= 1.

Note that here k̂(iy) is actually the Fourier transform of k evaluated at y ∈ R.

Proof. See [GLS90, Th. 4.3, Chap. 2]. We prove later, in details, an extension of this theorem
(see Proposition 3.38).

Recall that the constant λ∗α > 0 is defined by (3.14). The main result of this section is:

Proposition 3.25. Assume b and f satisfy Assumptions 2.3 and 2.5. Let α > −b(0). Define

∀t ≥ 0, ξα(t) := rα(t)− γ(α)

Then for all λ ∈ [0, λ∗α), ξα ∈ L1
λ.

Remark 3.26. Note that for all z ∈ C with <(z) > 0, we have

ξ̂α(z) = r̂α(z)− γ(α)

z

=
K̂α(z)

zĤα(z)
− K̂

ν∞α
α (z)

zĤα(z)

(2.8)
=

Ĥ
ν∞α
α (z)− Ĥα(z)

Ĥα(z)
.
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The right-hand side is an holomorphic function on <(z) > −λ∗α. However, this information on
the Laplace transform of ξα is in general not sufficient to deduce that ξα ∈ L1

λ for λ < λ∗α.
Consider for instance the following example, taken from [Wid41, Ch. 2]. Let

∀t ≥ 0, x(t) = sin(et).

Its Laplace transform is given by, for all z ∈ C with <(z) > 0

x̂(z) =

∫ ∞

0
e−zt sin(et)dt =

∫ ∞

1

sin(u)

uz+1
du = cos(1)− (z + 1)

∫ ∞

1

cos(u)

uz+2
du.

The last equality is obtained by an integration by parts. Note that the integrand on the right
hand side converges absolutely on <(z) > −1 and moreover z 7→

∫∞
1

cos(u)
uz+2 du is holomorphic

on <(z) > −1. We deduce that z 7→ x̂(z) is holomorphic on <(z) > −1. A further integration
by parts show that in fact x̂ is entire. However, x /∈ L1(R+).

Proposition 3.25 can be deduced from general theorems of the Volterra equations theory. For
instance, one can apply [GLS90, Th. 2.4, Chap. 7]. However, this last result is written for
general measure kernels in weighted spaces and its proof is somehow difficult to follow. In our
setting, the proof given by [GLS90] simplifies and we give it here for completeness.

Proof of Proposition 3.25. Let σ− and σ+ be any real numbers such that:

−λ∗α < σ− < 0 < σ+ <∞.

We first extend rα, Kα and Hα to the whole line by defining for all t in R, rα(t) := rα(t)1R+(t),
Kα(t) := Kα(t)1R+(t) and Hα(t) := Hα(t)1R+(t). We have from (3.12)

∀t ∈ R, rα(t) = Kα(t) +

∫

R
Kα(t− u)rα(u)du. (3.15)

For any M∈ R, we also define rα,M(t) := e−Mtrα(t), Kα,M(t) := e−MtKα(t). Note that Kα,σ− ∈
L1(R) and that ∀y ∈ R, K̂α,σ−(iy) = K̂α(σ− + iy) 6= 1 (by definition of λ∗α). We can apply
Theorem 3.24: there exists ξα,σ− ∈ L1(R) such that

∀t ∈ R, ξα,σ−(t) = Kα,σ−(t) +

∫

R
Kα,σ−(t− u)ξα,σ−(u)du. (3.16)

We define ξα(t) := eσ−tξα,σ−(t). We have
∫
R |ξα(u)|e−σ−udu <∞ and (3.16) reads

∀t ∈ R, ξα(t) = Kα(t) +

∫

R
Kα(t− u)ξα(u)du.

From (3.16), and using the continuity of Kα,σ− , one deduces that ξα is continuous. Note that
the function ξα is not null on R− (see formula (3.18) just below).

We now regularize the functions ξα,σ− and rα,σ+ in order to apply the Fourier inversion
formula. Let ψ ∈ C∞(R;R) be a non-negative function vanishing outside of [−1, 1] such that∫
ψ = 1 and let ψn(t) = nψ(nt). We define for all t ∈ R and n ∈ N∗:

ξnα,σ−(t) := e−σ−t
∫

R
ψn(t− u)ξα(u)du and rnα,σ+(t) := e−σ+t

∫

R
ψn(t− u)rα(u)du.
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From (3.15) and (3.16) we have

ξnα,σ− ∈ L1(R), ξ̂nα,σ−(iy) =

[
ψ̂n

K̂α

1− K̂α

]
(iy + σ−),

rnα,σ+ ∈ L1(R), r̂nα,σ+(iy) =

[
ψ̂n

K̂α

1− K̂α

]
(iy + σ+).

Thanks to the regularization by ψn, the functions y 7→ ξ̂nα,σ−(iy) and y 7→ r̂nα,σ+(iy) also belong

to L1(R). So we can use the Fourier inverse formula (see for instance [Hör90, Th. 7.1.10]) to
get

ξnα,σ−(t) =
1

2π

∫

R
eiyt

[
ψ̂n

K̂α

1− K̂α

]
(iy + σ−)dy

and

rnα,σ+(t) =
1

2π

∫

R
eiyt

[
ψ̂n

K̂α

1− K̂α

]
(iy + σ+)dy.

After the changes of variable z = iy + σ− and z = iy + σ+, one has

ξnα,σ−(t)eσ−t = lim
T→∞

1

2πi

∫ σ−+iT

σ−−iT
eztψ̂n(z)

K̂α(z)

1− K̂α(z)
dz

and

rnα,σ+(t)eσ+t = lim
T→∞

1

2πi

∫ σ++iT

σ+−iT
eztψ̂n(z)

K̂α(z)

1− K̂α(z)
dz.

Let ΓT be the closed curve in the complex plane composed of four straight lines that join the
points σ−− iT , σ−+ iT , σ+ + iT , and σ+− iT in the anti-clockwise direction. It follows from
the residue theorem that

∫

ΓT

eztψ̂n(z)
K̂α(z)

1− K̂α(z)
dz

(3.13)
=

∫

ΓT

eztψ̂n(z)
K̂α(z)

zĤα(z)
dz = 2πiψ̂n(0)

K̂α(0)

Ĥα(0)
= 2πiγ(α). (3.17)

The last equality follows from

Ĥα(0) =

∫ ∞

0
Hα(t)dt =

∫ ∞

0
exp

(
−
∫ t

0
f(ϕαu)du

)
dt

(3.10)
=

1

γ(α)
.

By Lemma 3.23, one can find a constant T0 > 0 such that for all z in the strip <(z) ∈ [σ−, σ+],
we have

|=(z)| ≥ T0 =⇒ |K̂α(z)| ≤ 1/2.

Moreover, there exists a constant Mn such that for all z in the strip <(z) ∈ [σ−, σ+], z 6= 0
we have ∣∣∣ψ̂n(z)

∣∣∣ ≤ Mn

z
.

We deduce that

lim
T→±∞

∫ σ++iT

σ−+iT
eztψ̂n(z)

K̂α(z)

1− K̂α(z)
dz = 0.
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Therefore we can take the limit T →∞ in (3.17) and obtain for all n ≥ 1

∀t ∈ R, rnα,σ+(t)eσ+t − ξnα,σ−eσ−t(t) = γ(α).

Letting n→∞ (and using the continuity of rα and ξα), we find that

∀t ∈ R, rα(t) = γ(α) + ξα(t). (3.18)

The proposition is proved by choosing σ− = −λ.

Remark 3.27. The speed of convergence obtained in this result is optimal if λ∗α < f(σα) (i.e.
Ĥα has at least one complex zero with <(z) > −f(σα)) in the sense that

∀λ > λ∗α, rα − γ(α) /∈ L1
λ.

Indeed, assume that λ∗α < f(σα) and choose σ− such that −f(σα) < σ− < −λ∗α. The previous
proof can be mimicked except that the residues of equation (3.17) now involves terms of the
order e−λ

∗
αt - corresponding to the roots of Ĥa with real part equal to −λ∗α.

3.5.2 Convergence from initial condition ν

We now come back to the general case of any initial condition ν ∈ P(R+) such that ν(f2) <∞
and give the proof of Proposition 3.17.

Proof of Proposition 3.17. Note that we only consider here convolutions on [0, t], denoted by
“∗” (and no more the convolution on R). Let rνα(t) = E f(Y α,ν

t ) with L(Y0) = ν. The function
rνα is the unique solution of the Volterra equation

rνα = Kν
α +Kα ∗ rνα.

If we choose ν to be the invariant probability measure ν∞α , we get γ(α) = K
ν∞α
α + Kα ∗ γ(α)

and
rνα − γ(α) = Kν

α −Kν∞α
α +Kα ∗ (rνα − γ(α)).

We can solve this equation in terms of rα, the resolvent of Kα. Lemma 2.22 yields

rνα − γ(α) = Kν
α −Kν∞α

α + rα ∗ (Kν
α −Kν∞α

α )

= Kν
α −Kν∞α

α + ξα ∗ (Kν
α −Kν∞α

α ) + γ(α) ∗ (Kν
α −Kν∞α

α ),

where rα = ξα + γ(α), see (3.18), is the solution of the Volterra equation rα = Kα +Kα ∗ rα.
Using (2.8), we have γ(α) ∗Kν

α = γ(α)(1−Hν
α) and thus

rνα − γ(α) = Kν
α −Kν∞α

α + γ(α)(Hν∞α
α −Hν

α) + ξα ∗ (Kν
α −Kν∞α

α ).

We now denote by A any constant only depending on λ, f, b and α and which may change
from line to line. It is clear that for any 0 < λ < f(σα)

|Hν∞α
α −Hν

α|(t) ≤
∫ ∞

0
Hx
α(t)|ν − ν∞α |(dx) ≤

∫ ∞

0
Hα(t)|ν − ν∞α |(dx) ≤ Ae−λt

∫ ∞

0
|ν − ν∞α |(dx).
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Similarly, for any 0 < λ < f(σα),

|Kν
α −Kν∞α

α |(t) ≤
∫ ∞

0
f(ϕαt (x))Hx

α(t)|ν − ν∞α |(dx)

≤
∫ ∞

0
f(x+ (Cb + α)t)Hα(t)|ν − ν∞α |(dx)

≤ Cf
∫ ∞

0
[1 + f(x) + f((Cb + α)t)]Hα(t)|ν − ν∞α |(dx)

≤ Ae−λt
∫ ∞

0
(1 + f(x))|ν − ν∞α |(dx).

We used here Assumption 3.1 and 3.2(a). Let now 0 < λ < λ∗α. Using ξα ∈ L1
λ, it holds that

|ξα ∗ (Kν
α −Kν∞α

α )|(t) ≤
∫ t

0
|ξα(t− u)||Kν

α −Kν∞α
α |(u)du ≤ Ae−λt

∫ ∞

0
(1 + f(x))|ν − ν∞α |(dx).

Combining the three estimates, one deduces that

|rνα(t)− γ(α)| ≤ Ae−λt
∫ ∞

0
(1 + f(x))|ν − ν∞α |(dx).

3.6 Long time behavior with a general drift

In this section, we generalize the results obtained in Section 3.5 to non constant currents. We
consider the process (1.9) driven by a current a. We assume that a converges exponentially
fast to α. We seek to prove that the jump rate of this process converges to γ(α) and estimate
the speed of convergence. This “perturbation” analysis is useful to study the long time
behavior of the solution of the nonlinear McKean-Vlasov equation (1.2). We consider a ∈
C(R+;R+) such that

Assumption 3.28. 1. supt≥0 at ≤ ᾱ for some constant ᾱ > 0.

2. There exist α ≥ 0, C ≥ 0 and λ ∈ (0,min(λ∗α, f(σ0))), where σ0 and λ∗α are defined by
(3.6) and (3.14), such that

∀t ≥ 0, |at − α| ≤ Ce−λt. (3.19)

Note that the values of C and λ are important in this analysis. Any mention of C and λ in
this section refers to these two constants.

Let rνa(t, s) = E f(Y a,ν
t,s ), where Y a,ν

t,s is the solution of (1.9) driven by the current a and
starting at time s with law ν. The goal of this section is to prove that if C is small enough,
then there exists an explicit constant D such that

∀t ≥ s ≥ 0, |rνa(t, s)− γ(α)| ≤ De−λ(t−s) ,
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where γ(α) is given by (3.5). Note that the exponential decay rate λ is preserved. We make
efforts to keep track of the constant D and to relate it to C. As in Section 3.5 it is useful to
split the study in two parts: the case where the initial condition is a Dirac mass at 0 and the
general case. We thus consider the unique solution ra of the following Volterra equation:

ra = Ka +Ka ∗ ra. (3.20)

It is also useful to introduce a Banach space adapted to this non-homogeneous setting.

3.6.1 A Banach algebra

Recall that ∆ := {(t, s) ∈ R2, t ≥ s} (see (2.11)).

Definition 3.29. A function κ : ∆→ R is said to be a Volterra Kernel with weight λ ∈ R+

if κ is Borel measurable and ||κ||1λ <∞ with

||κ||1λ := ess sup
t≥0

∫

R+

|κ(t, s)|eλ(t−s)ds.

We denote by V1
λ the set of Volterra kernels with weight λ. We also define for κ ∈ V1

λ:

||κ||∞λ := ess sup
t,s≥0

|κ(t, s)eλ(t−s)| ∈ R+ ∪ {+∞}.

Proposition 3.30. The space (V1
λ, || · ||1λ) is a Banach algebra. Furthermore, for all a, b ∈ V1

λ,
||a ∗ b||1λ ≤ ||a||1λ||b||1λ.

Proposition 3.30 is proved in [GLS90], Theorem 2.4 and Proposition 2.7 (i) of Chapter 9.

Lemma 3.31 (Connection with the time homogeneous setting). Let g ∈ L1
λ. We define

∀t, s ∈ ∆, g̃(t, s) := g(t− s).
Then g̃ ∈ V1

λ and ||g||1λ = ||g̃||1λ.

This result allows us to consider elements of L1
λ as elements of V1

λ. Note that the algebra
L1
λ is commutative whereas V1

λ is not.

3.6.2 The perturbation method

Define K̄a := Ka −Kα and H̄a := Ha −Hα.

Lemma 3.32. Grant Assumptions 3.1, 3.2 and 3.28. Then, there exists a continuous non-
negative and integrable function η such that for all t ≥ s ≥ 0, one has

|K̄a(t, s)| ≤ Ce−λtη(t− s),
|H̄a(t, s)| ≤ Ce−λtη(t− s).

The function η only depends on b, ᾱ, f and λ (in particular it does not depend on C). Fur-
thermore, we can choose η such that ||η||1 is a non-decreasing function of ᾱ.
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Proof. Here, to simplify the notations, we write ϕa
t,s for ϕa

t,s(0). We have

K̄a(t, s) = f(ϕa
t,s) exp

(
−
∫ t

s
f(ϕa

u,s)du

)
− f(ϕαt,s) exp

(
−
∫ t

s
f(ϕαu,s)du

)
.

So

|K̄a(t, s)| ≤ |f(ϕa
t,s)− f(ϕαt,s)| exp

(
−
∫ t

s
f(ϕa

u,s)du

)

+ f(ϕαt,s)

∣∣∣∣exp

(
−
∫ t

s
f(ϕa

u,s)du

)
− exp

(
−
∫ t

s
f(ϕαu,s)du

)∣∣∣∣
=: M1 +M2.

Assumptions 3.1, 3.2 and (3.19) give

|f(ϕa
t,s)− f(ϕαt,s)| ≤ Cf (1 + f(ϕᾱt−s))

∣∣ϕa
t,s − ϕαt,s

∣∣ ≤ Cf (1 + f(ϕᾱt−s))Cϕ

∫ t

s
|au − α|du

≤ CfCϕ(1 + f(ϕᾱt−s))C
∫ t

s
e−λudu ≤ Ce−λtCfCϕ(1 + f(ϕᾱt−s))

eλ(t−s)

λ
.

Moreover choosing λ′ ∈ (λ, f(σ0)) and using the fact that f(ϕ0
u) → f(σ0) as u → ∞, one

obtains

exp

(
−
∫ t

s
f(ϕa

u,s)du

)
≤ exp

(
−
∫ t

s
f(ϕ0

u,s)du

)
= exp

(
−
∫ t−s

0
f(ϕ0

u)du

)

≤ D(b, f, λ′)e−λ
′(t−s),

for some finite constant D(b, f, λ′). Let A1(u) := D(b,f,λ′)
λ e−(λ′−λ)uCfCϕ(1+f(ϕᾱt−s)), we have

M1 ≤ Ce−λtA1(t− s),

and A1 ∈ L1(R+). Moreover, for A,B ≥ 0, we have |e−A − e−B| ≤ e−min(A,B)|A−B|. So,

M2 ≤ f(ϕᾱt,s) exp

(
−
∫ t−s

0
f(ϕ0

u)du

) ∣∣∣∣
∫ t

s
f(ϕa

u,s)− f(ϕαu,s)du

∣∣∣∣

≤ f(ϕᾱt,s)D(b, f, λ′)e−λ
′(t−s)Cf (1 + f(ϕᾱt,s))

∫ t

s
|ϕa
u,s − ϕαu,s|du.

One has
∫ t

s
|ϕa
u,s − ϕαu,s|du ≤ Cϕ

∫ t

s

∫ u

s
|aθ − α|dθdu ≤ CCϕ

∫ t

s

∫ u

s
e−λθdθdu ≤ Ce−λtCϕ

λ
(t−s)eλ(t−s).

Consequently M2 ≤ Ce−λtA2(t− s) with

A2(u) := D(b, f, λ′)e−(λ′−λ)uf(ϕᾱt,s)Cf (1 + f(ϕᾱt,s))
Cϕ
λ
u.

It holds that A2 ∈ L1(R+) and setting η := A1 + A2 completes the proof for K̄a. The same
computations give a similar result for H̄a.
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These estimates are sharp enough to give the following result:

Lemma 3.33. Grant Assumptions 3.1, 3.2 and 3.28. Let η be the function given by Lemma 3.32.
Denote by 1 the kernel 1t≥s. Then

1. K̄a ∈ V1
λ and ||K̄a||1λ ≤ C||η||1.

2. K̄a ∗ 1 ∈ V1
λ and ||K̄a ∗ 1||1λ ≤

C||η||1
λ .

The exact same estimates holds for H̄a and H̄a ∗ 1.

Proof. Using Lemma 3.32, we have

||K̄a||1λ := sup
t≥0

∫ t

0
|K̄a|(t, s)eλ(t−s)ds ≤ sup

t≥0

∫ t

0
Ce−λsη(t− s)ds ≤ C||η||1,

proving point 1. For point 2, we have ∀t ≥ s ≥ 0, (K̄a ∗ 1)(t, s) :=
∫ t
s K̄a(t, u)du. And

Lemma 3.32 gives

||K̄a ∗ 1||1λ = sup
t≥0

∫ t

0
|K̄a ∗ 1|(t, s)eλ(t−s)ds ≤ sup

t≥0

∫ t

0
Ce−λt||η||1eλ(t−s)ds =

C||η||1
λ

.

Proposition 3.34. Grant Assumptions 3.1, 3.2. Assume a satisfies Assumption 3.28 and
that the constant C is small enough:

β := C||η||1
(
1 + λ−1

) (
1 + ||ξα||1λ + γ(α)

)
< 1. (3.21)

Define ∆K := K̄a + ξα ∗ K̄a − γ(α)H̄a and let ∆r be the solution of the Volterra equation

∆r = ∆K + ∆K ∗∆r. (3.22)

Then

1. ∆K ∈ V1
λ with ||∆K ||1λ ≤ β and ∆K ∗ 1 ∈ V1

λ with ||∆K ∗ 1||1λ ≤ β.

2. ∆r ∈ V1
λ with ||∆r||1λ ≤ β

1−β and ∆r ∗ 1 ∈ V1
λ with ||∆r ∗ 1||1λ ≤ β

1−β .

3. Consider ra(t, s) the jump rate associated to the current a. Then

ra = rα + ∆r + ∆r ∗ rα. (3.23)

Consequently, we have ra = γ(α) + ξa with

ξa := ξα + ∆r + ∆r ∗ ξα + γ(α)(∆r ∗ 1) ∈ V1
λ.

Furthermore,

||ξa||1λ ≤ ||ξα||1λ +
β

1− β [1 + ||ξα||1λ + γ(α)].
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Proof. By Lemma 3.33, we have ||∆K ||1λ ≤ β < 1. Consequently equation (3.22) admits a

unique solution ∆r ∈ V1
λ satisfying ||∆r||1λ ≤ β

1−β . The kernel ∆r ∗ 1 satisfies the following
Volterra equation

∆r ∗ 1 = (∆K ∗ 1) + ∆K ∗ (∆r ∗ 1) (3.24)

with ∆K ∗ 1 = (K̄a ∗ 1) + ξα ∗ (K̄a ∗ 1) + γ(α)(H̄a ∗ 1). It follows from Lemma 3.33 that
∆K ∗ 1 ∈ V1

λ and ||∆K ∗ 1||1λ ≤ β. From ||∆K ||1λ < 1, one gets that equation (3.24) has its
solution in V1

λ and

∆r ∗ 1 ∈ V1
λ, ||∆r ∗ 1||1λ ≤

β

1− β .

It remains to check that ra given by (3.23) is indeed the solution of (3.20). We set ρ :=
rα + ∆r + ∆r ∗ rα. We thus have to check that ra = ρ. To this aim, we prove that ρ solves
(3.20). Using (3.22), one has

∆K ∗ ρ = ∆K ∗ rα + (∆r −∆K) + (∆r −∆K) ∗ rα
= ∆r ∗ rα + ∆r −∆K

= ρ− rα −∆K ,

i.e. ρ satisfies

ρ = rα + ∆K + ∆K ∗ ρ. (3.25)

Using Proposition 3.25 and (2.8), we have ∆K = K̄a + rα ∗ K̄a. Eq. (3.25) gives

ρ− (K̄a + rα ∗ K̄a) ∗ ρ = rα + K̄a + rα ∗ K̄a.

We multiply this equation byKα on the left and obtain, using thatKα∗rα = rα∗Kα = rα−Kα:

Kα ∗ ρ− rα ∗ K̄a ∗ ρ = rα −Kα + rα ∗ K̄a.

The relation K̄a = Ka −Kα yields

Kα ∗ ρ− rα ∗ K̄a ∗ ρ = rα ∗Ka,

or equivalently

∆K ∗ ρ = Ka ∗ ρ− rα ∗Ka.

We substitute this equality in (3.25) and finally obtain

ρ = Ka +Ka ∗ ρ.

By uniqueness (Lemma 2.21 with ν = δ0), one deduces that ρ = ra. The end of the proof
follows easily.

Remark 3.35. Let us explain how the formula (3.23) was derived. The algebra V1
λ does

not have any neutral element (in fact the neutral element would be a Dirac distribution) but
assume for the sake of this heuristic that I is a neutral element of the algebra (i.e. k ∗ I =
I ∗ k = k ∀k ∈ V1

λ). Equation (3.20) can be rewritten as

(I −Ka) ∗ (I + ra) = I. (3.26)
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In particular (taking a ≡ α), we have (I−Kα)∗(I+rα) = (I+rα)∗(I−Kα) = I. Furthermore,

I −Ka = (I −Kα) ∗ (I − (I + rα) ∗ K̄a),

with K̄a = Ka−Kα ∈ V1
λ. Equation (3.26) becomes (I−Kα)∗(I−(I+rα)∗K̄a)∗(I+ra) = I.

We multiply by I+rα on the left of each side, and we get (I−(I+rα)∗K̄a)∗(I+ra) = I+rα.

We now expand this equation - the neutral element I disappears and obtain:

ra − (K̄a + rα ∗ K̄a) ∗ ra = rα + K̄a + rα ∗ K̄a.

Using the definition of ∆K we obtain ra = rα + ∆K ∗ ra + ∆K . Solving this equation in terms
of ∆r the resolvent of ∆K we have ra = rα + ∆K + ∆r ∗ (rα + ∆K). It gives the desired
formula.

We now come back to an arbitrary initial condition ν and prove the main result of this section.

Proposition 3.36. Grant Assumptions 3.1, 3.2. Let ν ∈ P(R+) with ν(f2) < ∞. Let
a ∈ C(R;R+), and consider (Y a,ν

t,s )t≥s the solution of (1.9) driven by a and with initial
distribution ν at time s. Let rνa(t, s) = E f(Y a,ν

t,s ). Assume a satisfies Assumption 3.28 and
that the constant C satisfies the inequality (3.21) for some β ∈ (0, 1). Then it holds that

∀t ≥ s ≥ 0, |rνa(t, s)− γ(α)| ≤ De−λ(t−s),

with

D :=
1 + βγ(α) + ||ξα||1λ

1− β ||Kν
a||∞λ + γ(α)||Hν

a||∞λ .

Proof. The kernel rνa solves the Volterra equation rνa = Kν
a + Ka ∗ rνa. By Lemma 2.22, its

solution is
rνa = Kν

a + ra ∗Kν
a.

Using Proposition 3.34, we know that ra = γ(α) + ξa, with ξa ∈ V1
λ. Furthermore using that

γ(α) ∗Kν
a = γ(α)[1−Hν

a], we deduce that:

rνa = γ(α) +Kν
a + ξa ∗Kν

a − γ(α)Hν
a.

Using that λ < f(σ0) (Assumption 3.28) we deduce

||Hν
a||∞λ = sup

t,s
Hν

a(t, s)eλ(t−s) <∞, and ||Kν
a||∞λ = sup

t,s
Kν

a(t, s)eλ(t−s) <∞.

We obtain for all t ≥ s

|rνa(t, s)− γ(α)|eλ(t−s) ≤ ||Kν
a||∞λ + γ(α)||Hν

a||∞λ + eλ(t−s)
∫ t

s
|ξa|(t, u)Kν

a(u, s)du

≤ ||Kν
a||∞λ + γ(α)||Hν

a||∞λ + ||Kν
a||∞λ

∫ t

s
|ξa|(t, u)eλ(t−u)du

≤ ||Kν
a||∞λ + γ(α)||Hν

a||∞λ + ||Kν
a||∞λ ||ξa||1λ.

Using the estimate of ||ξa||1λ given by Proposition 3.34, we deduce the result.
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3.7 Long time behavior for small interactions: proof of Theo-
rem 3.7

3.7.1 Some uniform estimates

We now turn to the proof of Theorem 3.7. It is convenient to first extend the results obtained
in Section 3.5: we need uniform estimates in the input current α. In this section, we grant
Assumptions 3.1 and 3.2.

Lemma 3.37. Let ᾱ > 0. It holds that

inf
α∈[0,ᾱ]

λ∗α > 0.

Proof. We define the function g related to the first zero of Ĥα by

∀α ∈ [0, ᾱ], g(α) := − sup{<(z)| Ĥα(z) = 0, <(z) > −f(σ0)}.

By convention, g(α) = f(σ0) if Ĥα is not null on <(z) > −f(σ0). By definition of λ∗α and by
the results of Section 3.5 we know that g(α) ∈ (0, λ∗α]. So, to prove the lemma, it suffices to
show the following result:
Claim The function g is lower semi-continuous, that is

∀α0 ∈ [0, ᾱ], lim inf
α→α0

g(α) ≥ g(α0).

Proof of the claim. Choose α0 ∈ [0, ᾱ]. We have g(α0) > 0. Fix λ ∈ (0, g(α0)). Thanks to
Lemma 3.23, one can find R > 0, such that for all α ∈ [0, ᾱ], for all z with <(z) ∈ [−λ, 0]
and =(z) /∈ [−R,R], we have Ĥα(z) 6= 0. Denote U = {z ∈ C,<(z) ∈ [−λ, 0], |=(z)| ≤ R}.
By definition of g(α0), we have Ĥα0 6= 0 on U and the continuity of z 7→ Ĥα0(z) yields
infz∈U |Ĥα0(z)| > 0. Moreover, (α, z) 7→ Ĥα(z) is continuous on [0, ᾱ] × U , so one can find
δ > 0 such that for all |α − α0| ≤ δ, z ∈ U , we have |Ĥα(z)| 6= 0. So g(α) ≥ λ. We have
proved that ∀λ ∈ (0, g(α0)), lim infα→α0 g(α) ≥ λ. It ends the proof.

Proposition 3.38 (Whole-line Paley-Wiener, an extension). Let ᾱ > 0 and for all α ∈ [0, ᾱ],
let kα ∈ L1(R;R). Assume that

1. ∃η ∈ L1(R;R+) s.t. ∀α ∈ [0, ᾱ], ∀0 < ε < 1, ∀t ∈ R, |kα(t)− kα(t− ε)| ≤ εη(t).

2. ∃θ ∈ L1(R;R+) s.t. ∀α ∈ [0, ᾱ], ∀t ∈ R, |kα(t)| ≤ θ(t).

3. ∀α ∈ [0, ᾱ], ∀y ∈ R let k̂α(iy) =
∫
R e
−iytkα(t)dt. We assume that

inf
α∈[0,ᾱ],y∈R

|1− k̂α(iy)| > 0.
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Then for all α ∈ [0, ᾱ], there exists a function xα ∈ L1(R;R) satisfying the equation

xα(t) = kα(t) +

∫

R
kα(t− s)xα(s)ds

and

sup
α∈[0,ᾱ]

||xα||L1 <∞.

Proof. We follow the proof of Theorem 4.3 in [GLS90, Chap. 2] and stress the differences.
Let ζ(t) := 1

πt2
(1−cos(t)) be the Fejer kernel; its Fourier transform is ζ̂(iy) = (1−|y|)1{|y|≤1}.

For any p ≥ 1, set ζp(t) := pζ(pt) and ∀α ∈ [0, ᾱ]

k∞,pα (t) := kα(t)−
∫

R
ζp(t− s)kα(s)ds.

Claim 1 There is an integer p ≥ 1 such that ∀α ∈ [0, ᾱ], ∀|y| ≥ p, we have

||k∞,pα ||L1 ≤ 1/2 and k̂∞,pα (iy) = k̂α(iy).

Proof of the claim. It is clear that with this choice of ζ, ∀|y| ≥ p, k̂∞,pα (iy) = k̂α(iy). Moreover,
using

∫
R ζp(s)ds = 1, we find

||k∞,pα ||L1 =

∫

R

∣∣∣∣
∫

R
kα(t)ζp(s)− kα(t− s)ζp(s)ds

∣∣∣∣ dt

≤
∫

R
ζ(u)

∫

R
|kα(t)− kα(t− u

p
)|dtdu.

We used the Tonelli-Fubini Theorem (everything is non-negative). Let R > 0 such that∫
R\[−R,R] ζ(u)du ≤ 1

8||θ||L1
. It follows that

||k∞,pα ||L1 ≤ 1/4 +

∫ R

−R
ζ(u)

∫

R
|kα(t)− kα(t− u

p
)|dtdu

≤ 1/4 +

∫ R

−R

(∫

R
|u
p
|η(t)dt

)
du

≤ 1/4 +
R2

p
||η||L1 .

The claim is proved by choosing an integer p ≥ 4R2||η||L1 .

Using the same idea, we define β(t) := 4ζ(2t)− ζ(t) = 1
πt2

(cos t− cos 2t). Note that ∀|y| ≤ 1,

we have β̂(iy) = 1. Then for all δ > 0, we set βδ(t) := δβ(δt) and

∀y0 ∈ R, ∀t ≥ 0, ky0,δα (t) :=

∫

R
(βδ(t− s)− βδ(t))eiy0(t−s)kα(s)ds.
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Claim 2 Given ε > 0, one can find a constant δ > 0 such that: ∀y0 ∈ R,∀α ∈ [0, ᾱ],

∀|y − y0| ≤ δ, k̂α(iy) = k̂α(iy0) + k̂y0,δα (iy) and ||ky0,δα ||L1 ≤ ε

2
.

Proof of the claim. By definition of ky0,δα , it holds that

∀y ∈ R, k̂y0,δα (iy) = β̂δ(i(y − y0))(k̂α(iy)− k̂α(iy0)).

Moreover, β̂δ(iy) = 1 if |y| ≤ δ and consequently the first point of the claim is satisfied.
Furthermore,

∫

R
|ky0,δα (t)|dt ≤

∫

R
|kα(s)|

∫

R
|β(t− δs)− β(t)|dtds

≤
∫

R
θ(s)

∫

R
|β(t− δs)− β(t)|dtds.

The right hand side does not depend on y0 nor α and goes to zero as δ goes to zero. This
proves the second point of the claim.

Let p ≥ 1 be given by Claim 1. It follows from Claim 1 that ∀α ∈ [0, ᾱ], the equation

x∞α (t) = kα(t) +

∫

R
k∞,pα (t− s)x∞α (ds)

has a unique solution x∞α ∈ L1(R) with ||x∞α ||L1 ≤ 2||θ||L1 . Moreover, we have

∀α ∈ [0, ᾱ],∀|y| ≥ p, x̂∞α (iy) =
k̂α(iy)

1− k̂α(iy)
.

Similarly, we define ε := infα∈[0,ᾱ],y∈R |1− k̂α(iy)| > 0 and apply the second claim. Given

y0 ∈ R and α ∈ [0, ᾱ], let Ay0α = 1

1−k̂α(iy0)
. We have 1 − k̂α(iy) = 1 − k̂α(iy0) − k̂y0,δα (iy) =

1
A
y0
α

(1−Ay0α k̂y0,δα (iy)). So,

∀|y − y0| ≤ δ,
k̂α(iy)

1− k̂α(iy)
=

Ay0α k̂α(iy)

1−Ay0α k̂y0,δα (iy)
.

Using ||Ay0α ky0,δα ||L1 ≤ 1/2, we can define the solution of

xy0α (t) = Ay0α kα(t) +

∫

R
Ay0α k

y0,δ
α (t− s)xy0α (s)ds

and we find

||xy0α ||L1 ≤ 2

ε
||θ||L1 .

Consequently, for all y with |y − y0| ≤ δ we have

x̂y0α (iy) =
k̂α(iy)

1− k̂α(iy)
.
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Furthermore, still following [GLS90], one can find an integer m > 0 such that: ∀α ∈ [0, ᾱ],

∀j ∈ Z, |j| ≤ mp, there exists a function x
j/m
α ∈ L1(R) with ||xj/mα ||L1 ≤ 2

ε ||θ||L1 such that

∀|y − j/m| ≤ 1/m, x̂
j/m
α (iy) =

k̂α(iy)

1− k̂α(iy)
.

We define ψj(t) = 1
me
−ijt/mζ(t/m). We have ||ψj ||L1 = 1. Its Fourier transform is given by

ψ̂j(iy) =

{
0 if |y − j/m| > 1/m
1−m|y − j/m| otherwise.

We set

xα(t) =
∑

|j|≤mp

∫

R
ψj(t− s)(xj/mα − x∞α )(s)ds+ x∞α (t).

It is clear that xα ∈ L1(R) and that

sup
α∈[0,ᾱ]

||xα||L1 ≤ mp
(

2

ε
||θ||L1 + 2||θ||L1

)
+ 2||θ||L1 <∞.

With this choice of ψj , ∀y ∈ R, x̂α(iy) = k̂α(iy)

1−k̂α(iy)
and by uniqueness of the Fourier transform,

we conclude that xα is the solution of

xα(t) = kα(t) +

∫

R
kα(t− s)xα(s)ds.

It ends the proof.

As a consequence of the previous result, we have

Corollary 3.39. Let ᾱ > 0, define λ∗ = infα∈[0,ᾱ] λ
∗
α (λ∗ > 0 by Lemma 3.37). Let 0 < λ < λ∗

and consider rα the solution of the Volterra equation rα = Kα +Kα ∗ rα. Let ξα := rα−γ(α).
We have

sup
α∈[0,ᾱ]

||ξα||1λ <∞.

Proof. Recall (see proof of Proposition 3.25) that ξα(t) = e−λtξα,−λ(t) and so ||ξα||1λ =
||ξα,−λ||L1 . We now prove that Proposition 3.38 applies to ξα,−λ. Indeed, it solves

ξα,−λ(t) = Kα,−λ(t) +

∫

R
Kα,−λ(t− s)ξα,−λ(s),

with Kα,−λ(t) := eλtKα(t)1{t≥0}. It remains to show that Kα,−λ fulfills the assumptions of
Proposition 3.38.

1. We use supα∈[0,ᾱ]Kα(t) ≤ f(ϕᾱt (0))H0(t) and supα∈[0,ᾱ] |ϕαt (0)− ϕαt−ε(0)| ≤ ε(Cb + ā).
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2. For all t ≥ 0 and α ∈ [0, ᾱ], we have

Kα,−λ(t) ≤ θ(t) := eλtf(Cᾱt )H0(t)1R+(t) ∈ L1(R).

3. We have K̂α,−λ(iy) = K̂α(−λ+ iy). We conclude by Lemmas 3.37 and 3.23.

Finally, we give a uniform in time bound of the jump rate of (1.9), using similar arguments
that in Proposition 2.26. It is here that we require Assumption 3.2(b) to hold.

Proposition 3.40. Grant Assumptions 3.1 and 3.2 and let J ≥ 0 be fixed. Given any κ ≥ 0,
there is a constant ᾱ ≥ κ (only depending on b, f , J and κ) such that for all ν ∈ P(R+) with
ν(f2) <∞ and all s ≥ 0, it holds that

∀a ∈ C([s,∞);R+),

{
sup
t≥s

at ≤ ᾱ and Jν(f) ≤ ᾱ
}

=⇒ sup
t≥s

Jrνa(t, s) ≤ ᾱ.

Moreover, ᾱ can be chosen to be an increasing function of J and κ.

Proof. Assume supt≥s at ≤ ᾱ for some ᾱ > 0 that we specify later. Applying the Itô formula
and taking expectations yields

∀t ≥ s, E f(Y a,ν
t,s ) = E f(Y a,ν

s,s ) +

∫ t

s
E f ′(Y a,ν

u,s )[b(Y a,ν
u,s ) + au]du−

∫ t

s
E f2(Y a,ν

u,s )du.

Lemma 2.25 implies that t 7→ E f(Y a,ν
t,s ) is C1 and

∀t ≥ s, d

dt
E f(Y a,ν

t,s ) = E f ′(Y a,ν
t,s )(b(Y a,ν

t,s ) + at)− E f2(Y a,ν
t,s ).

Using (3.2), the Cauchy-Schwarz inequality gives

d

dt
E f(Y a,ν

t,s ) ≤
{

[ᾱ+ Cb]E f ′(Y a,ν
t,s )− 1

2
E f2(Y a,ν

t,s )

}
− 1

2
E2 f(Y a,ν

t,s )

≤ 1

2
[2ψ(ᾱ+ Cb)− E2 f(Y a,ν

t,s )],

where in the last line, we used Assumption 3.2(b). Setting M(ᾱ) :=
√

2ψ(ᾱ+ Cb) and using
Lemmas 2.27 and 2.28 we conclude that

ν(f) ≤M(ᾱ) =⇒ [∀t ≥ s E f(Y a,ν
t,s ) ≤M(ᾱ)].

To complete the proof, we need to check that for any κ ≥ 0, any J ≥ 0, there is a constant
ᾱ ≥ κ such that JM(ᾱ) ≤ ᾱ. This follows easily from Assumption 3.2(b), which gives

lim
θ→∞

J
√

2ψ(θ)

θ
= 0.

It is clear that ᾱ(J) can be chosen to be a non-decreasing function of J and κ. This ends the
proof.
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3.7.2 Proof of Theorem 3.7

We are now in position to prove Theorem 3.7.

• Step 1 Recall that equation (2.14) gives

d

dt
E f(Xt) ≤

1

2
[r̄(J)2 − E2 f(Xt)],

where (Xt)t≥0 is the solution of the nonlinear equation (1.2) and the function J 7→ r̄(J)
is non-decreasing. Using Proposition 3.40 with κ := Jr̄(J)+1, there is a non-decreasing
function J 7→ ᾱ(J) such that:

∀J, s ≥ 0, ∀a ∈ C([s,∞);R+), [sup
t≥s

at ≤ ᾱ(J) and Jν(f) ≤ ᾱ(J)] =⇒ sup
t≥s

Jrνa(t, s) ≤ ᾱ(J).

Moreover, it holds that ∀J ≥ 0, Jr̄(J) < ᾱ(J).

• Step 2 Let Jm > 0 be given by Proposition 3.6. Define

λ∗ := inf
α∈[0,ᾱ(Jm)]

λ∗α.

Lemma 3.37 gives λ∗ > 0. We now fix λ such that 0 < λ < λ∗.

• Step 3

– Using Corollary 3.39, we know that the solution of the Volterra equation rα =
Kα +Kα ∗ rα is rα = γ(α) + ξα with ξα ∈ L1

λ and that:

ξ∞(J) := sup
α∈[0,ᾱ(J)]

||ξα||1λ <∞.

It is clear that J 7→ ξ∞(J) is non-decreasing (as J 7→ ᾱ(J) is non-decreasing).

– One can find a function k∞ : R+ × R+ → R+, non-decreasing with respect to its
two parameters, such that for all a ∈ C(R+;R+) we have:

sup
t≥0

at ≤ ᾱ =⇒ ||Kν
a||∞λ ≤ k∞(ν(f), ᾱ) <∞.

Moreover, one can find a constant h∞ (only depending on λ, b and f) such that
for all a ∈ C(R+;R+), we have

||Hν
a||∞λ ≤ h∞.

These two points follow from λ < f(σ0), Assumption 3.1 and Remark 3.16(a).

– The function ηᾱ of Lemma 3.32 satisfies

||ηᾱ||1 <∞, ᾱ 7→ ||ηᾱ||1 is non-decreasing,

and consequently the function J 7→ ||ηᾱ(J)||1 is non-decreasing.
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– Finally the normalization γ is a non-decreasing function of α (see (3.10)) and it
follows that

∀α ∈ [0, ᾱ(J)], γ(α) ≤ γ(ᾱ(J)).

• Step 4 Let ν be a probability measure such that ν(f) ≤ r̄(Jm) + 1. Recall that for all
J ∈ (0, Jm), the equation αγ−1(α) = J has a unique solution α∗(J) ∈ [0, ᾱ(Jm)]. We
now apply Proposition 3.36 with β = 1/2. Define:

C(J) :=
1

2||ηᾱ(J)||1(1 + λ−1) (1 + ξ∞(J) + γ(ᾱ(J)))

D(J) := 2 (1 + γ(ᾱ(J)) + ξ∞(J)) k∞(r̄(Jm) + 1, ᾱ(J)) + γ(ᾱ(J))h∞.

From Step 3, it is clear that the functions J 7→ 1
C(J) and J 7→ D(J) are non-decreasing.

Consequently, we can find a constant J∗ ∈ (0, Jm) such that

∀J ∈ [0, J∗],
JD(J)

C(J)
≤ 1.

Proposition 3.36 tells us that for every 0 ≤ J ≤ J∗, given any a ∈ C(R+;R+) with
supt≥0 at ≤ ᾱ(J) and such that

∀t ≥ 0, |at − α∗(J)| ≤ C(J)e−λt,

it holds
∀t ≥ 0, |Jrνa(t, 0)− α∗(J)| ≤ JD(J)e−λt ≤ C(J)e−λt.

• Step 5 Let now J ∈ (0, J∗] be fixed (the case J = 0 is already treated by Propo-
sition 3.17). We assume the initial condition ν of (1.2) satisfies Jν(f) ≤ ᾱ(J) and
that ν(f) ≤ r̄(Jm) + 1 (we shall come back to the general case in Step 6). We define
recursively an ∈ C(R+;R+) by

∀t ≥ 0, a0(t) := α∗(J) and ∀n ≥ 0, an+1(t) := Jrνan(t, 0). (3.27)

From Step 4 and by induction, it holds that:

∀n ≥ 0, ∀t ≥ 0, |an(t)− α∗(J)| ≤ C(J)e−λt.

We deduce that

∀t ≥ 0, |E f(Xt)− γ(α∗(J))| ≤ |E f(Xt)− rνan(t, 0)|+ 1

J

∣∣an+1(t)− α∗(J)
∣∣

≤ 1

J
|J E f(Xt)− an+1(t)|+ C(J)

J
e−λt.

The Picard iteration studied in Section 2.6 shows that

∀t ≥ 0, lim
n→∞

|J E f(Xt)− an(t)| = 0.

We have proved that

∀t ≥ 0, |E f(Xt)− γ(α∗(J))| ≤ C(J)

J
e−λt.
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• Step 6 We now prove that there exists s ≥ 0 such that E f(Xs) ≤ min( ᾱ(J)
J , r̄(Jm) + 1).

By Step 1, we have lim supE f(Xt) ≤ r(J). Since r(J) < α(J)/J and since r(J) ≤
r (Jm), the conclusion follows. Consequently, Step 5 can be applied to the process
(Xt)t≥s starting with ν = L(Xs). This proves the convergence of the jump rate.

The convergence of the law of Xt to the invariant measure then follows from Proposition 3.15.
This ends the proof of Theorem 3.7.

Remark 3.41. There is some freedom in the above construction of the constants λ and J∗.
We can choose any λ in [0, λ∗) and the value of J∗ depends both on λ and on a parameter
β ∈ (0, 1), here chosen to be equal to 1/2 (see Step 4). We may optimize this construction to
get either J∗ or λ as large as possible.

3.8 Discussions and perspectives

Studying the long time behavior of a McKean-Vlasov SDE is generally a difficult task. One
can study it by considering the long time behavior of the finite particle system (1.1) and then
apply the propagation of chaos to extend the results to the McKean-Vlasov equation (1.2).
This strategy has been developed in [Ver06; BGM10] for diffusive problems. The long time
behavior of the particle system (1.1) has been studied in [DO16; HKL18] (again in a slightly
different setting but the methods could be adapted to our case): the authors proved that the
particle system is Harris-ergodic and consequently converges weakly to its unique invariant
probability measure. However, transferring the long time behavior of the particle system
to the McKean-Vlasov equation is possible if the propagation of chaos holds uniformly in
time. In [DGLP15; FL16], the propagation of chaos is only proved on compact time interval
[0, T ] and their estimates diverge as T goes to infinity. A natural (and difficult) question
is the following: in the case of small enough interaction parameters J , is uniform in time
propagation of chaos holds?

Coupling methods are also used to study the long time behavior of SDEs. In [BCGMZ13],
the authors have studied the TCP (a linear PDMP) which is close to (1.2). The size of the
jumps is −x/2 in the TCP and −x in our setting, x being the position of the process just
before the jump. The main difference is the nonlinearity: we failed to adapt their methods
when the interactions are non-zero (J > 0). Recently, in [LM20], the authors were able to
implement such coupling argument on the nonlinear SDE (1.2). It would be interesting to see
if this argument could be adapted in the setting of weak-enough interactions.

Butkovsky studied in [But14] the long time behavior of some McKean-Vlasov diffusion SDE
of the form:

∀t ≥ 0, Xt = X0 +

∫ t

0
[b1(Xu) + εb2(Xu, µu)] du+Wt, µu = L(Xu), (3.28)

where (Wt)t≥0 is a Brownian motion. Here the drift terms b1 and b2 are assumed to be
globally Lipschitz and b2 is assumed uniformly bounded with respect to its two parameters.
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The author proved that if the parameter ε is small enough, (3.28) has a unique invariant
probability measure which is globally stable. The case ε > 0 (and small) is treated as a
perturbation of the case ε = 0 using a Girsanov transform. It could be interesting to see how
this method could be adapted to SDE driven by Poisson measures, but we did not pursue this
path.

Of course, the main question is: what happens when the interactions J are not small? We
answer partially this question in the following Chapter, by describing the long time behavior
of the solution of (1.2) assuming one starts with an initial condition ν close to a given invariant
measure of (1.2).





Chapter 4

Local stability of the stationary solutions

Consider an invariant probability measure of the McKean-Vlasov equation (1.2).
We give a sufficient condition to ensure the local stability of this invariant measure.
Our criteria involves the location of the zeros of an explicit holomorphic function
associated to the considered invariant probability measure. We prove that when
all the complex zeros have negative real part, local stability holds. The material
of this Chapter is available as a preprint [Cor20].

4.1 Introduction

Consider (Xν
t ) the solution of the McKean-Vlasov SDE (1.2)

Xν
t = Xν

0 +

∫ t

0
b(Xν

u)du+ J

∫ t

0
E f(Xν

u)du−
∫ t

0

∫

R+

Xν
u−1{z≤f(Xν

u−)}N(du, dz),

where L(Xν
0 ) = ν.

Understanding the long time behavior of the solution of (1.2) for an arbitrary interaction
parameter J is a difficult open question. We are interested here in the following sub-problem:
given an invariant probability measure of (1.2), at which condition this invariant measure
is locally stable? That is, if we start from an initial condition ν “close” to the invariant
probability measure ν∞, does the solution of (1.2) converge to ν∞? We assume that the
initial condition ν belongs to

M(f2) := {ν ∈ P(R+),

∫

R+

f2(x)ν(dx) < +∞}, (4.1)

and we equip M(f2) with the following weighted total variation distance

∀ν, µ ∈M(f2), d(ν, µ) :=

∫

R+

[1 + f2(x)]|ν − µ|(dx). (4.2)

By Proposition 3.9, the invariant measures of (1.2) belongs to M(f2). Consider (Xν∞
t )t≥0

the solution of (1.2) starting from an invariant measure ν∞. Then, the mean-field interaction
α := J E f(Xν∞

t ) is constant. We denote by ν∞α the invariant measure corresponding to a
current α > 0. Our main result, Theorem 4.13, gives a sufficient condition for ν∞α to be locally
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stable. Our condition involves the location of the roots of an explicit holomorphic function
associated to ν∞α . When all the roots of this function have negative real part, we prove that
the invariant measure is locally stable, in a precise sense. Furthermore, in Theorem 4.14, we
prove that this last criteria is satisfied if

inf
x∈R+

f(x) + b′(x) ≥ 0. (4.3)

To be more precise, we only need a local version of (4.3): in the above inequality, we can
replace R+ by the support of the invariant measure. We significantly generalize the result of
[FL16] and [DV21], valid only for b ≡ 0. This local approach is a first step to study the static
and dynamic bifurcations of (1.2), such as the Hopf bifurcations, leading to periodic solutions
(see Chapter 5). We now detail the main arguments leading to the proof of Theorem 4.13.
Perturbation of constant currents. Let us recall some results from Chapters 2 and 3.
Given a non-negative bounded measurable “external current” a ∈ L∞(R+;R+), we consider
Y a,ν
t,s the solution of the linear non-homogeneous SDE (1.9) starting with law ν at time s and

driven by the current a. Let rνa(t, s) := E f(Y a,ν
t,s ) be the associated spiking rate. We recall

that it solves the Volterra integral equation (1.14) and that Y a,ν
t,0 is a solution of (1.2) if and

only if (1.11) holds, that is
∀t ≥ 0, at = Jrνa(t, 0).

In Section 3.5, we studied the long time behavior of (Y α,ν
t,0 ), the solution of (1.9) when a is

constant: at ≡ α > 0. We proved that Y α,ν
t,0 converges in law to its invariant probability mea-

sure ν∞α , where ν∞α has the explicit expression (3.4). The convergence holds at an exponential
rate. More precisely, denote by B(R+;R) the Borel-measurable functions from R+ to R and
define for any λ ≥ 0 the Banach space

L∞λ := {h ∈ B(R+;R), ||h||∞λ <∞}, with ||h||∞λ := ess sup
t≥0
|ht|eλt. (4.4)

Let γ(α) = ν∞α (f) be the mean number of jumps per unit of time under this invariant
measure. We can find a constant λ∗α > 0 (defined by (3.14)) such that for all λ ∈ (0, λ∗α) and
all ν ∈M(f2):

rνα(t, 0)− γ(α) ∈ L∞λ .
Then, in Section 3.6, we extended this result to non constant current of the form

at = α+ ht,

where h belongs to L∞λ , λ < λ∗α. More specifically, we proved that there exists δ > 0 such
that for all h ∈ L∞λ with ||h||∞λ < δ and all ν ∈M(f2), one has

rνα+h(t, 0)− γ(α) ∈ L∞λ .

The implicit function theorem. We apply the implicit function theorem to the function

Φ(ν,h) := Jrνα+h(·, 0)− (α+ h),

which maps M(f2)× L∞λ to L∞λ . Obviously one has

Φ(ν∞α , 0) = 0.
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By inspecting carefully the perturbative argument of Section 3.6, one can prove that the
function h 7→ Φ(ν,h) is Fréchet differentiable on the Banach space L∞λ . We then compute
DhΦ(ν∞α , 0), the Fréchet derivative of Φ at the point (ν∞α , 0). The key point is thatDhΦ(ν∞α , 0)
is a convolution

∀c ∈ L∞λ , [DhΦ(ν∞α , 0) · c] (t) = −c(t) + J

∫ t

0
Θα(t− u)c(u)du.

Here, the function Θα : R+ → R has a simple expression in terms of the invariant measure
ν∞α (see (4.8)). In order to proceed, we use the following ruse: given h ∈ L∞λ , we extend it to
R by setting ht = 0 for t ∈ R−. It then holds that

H
ν∞α
α+h(t, 0) = γ(α)

∫ 0

−∞
Hδ0
α+h(t, u)du.

This formula, proved in Lemma 4.50, has a simple probabilistic interpretation which relies
both on the fact that ν∞α is the invariant measure of (Y α,ν

t,0 ) and on the fact that the process is
reset to 0 just after a jump. The advantage of this representation is to eliminate the specific
shape of the invariant measure ν∞α . We then study the inversibility of this linear mapping:
it gives a criteria of stability in term of the location of the zeros of the holomorpic function
discussed above. It is worth noting that the implicit function theorem provides an explicit
Newton’s type approximation scheme, which differs from the “standard” Picard iteration
scheme (3.27) we used in Chapters 2 and 3. Remark 4.35 emphasis the difference between
the two schemes. We prove that this Newton scheme converges to some h(ν) ∈ L∞λ , provided
that ν is sufficiently close to ν∞α . This limit h(ν) satisfies

Φ(ν,h(ν)) = 0,

and so α+ h(ν) solves (1.11). This proves that the nonlinear interactions J E f(Xν
u) of (1.2)

converge to the constant current α at an exponential rate, provided that the law of the initial
condition Xν

0 is sufficiently close to ν∞α : it gives the stability of ν∞α .

The layout of this chapter is as follows. Our main results are given in Section 4.2. In Sec-
tion 4.3, we give different interpretations of the result: we study the Fokker-Planck equation
(1.3), linearized around the invariant measure ν∞α . Additionally, we give connections with
the L-derivative and the Linear Functional Derivative. This section can be read indepen-
dently. In Section 4.4, we introduce a functional analysis framework and give estimates on
the kernels (1.13). Section 4.5 is devoted to the proof of Proposition 4.12, which shows the
well-posedness of our stability criteria. Finally, Sections 4.6 and 4.7 are devoted to the proofs
of our main results (Theorem 4.14 and 4.13).

4.2 Notations and results

We assume that:

Assumption 4.1. The drift b : R+ → R is C2, with b(0) ≥ 0 and

sup
x≥0
|b′(x)|+ |b′′(x)| <∞.
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Assumption 4.2. The function f : R+ → R+ is C2, strictly increasing, with f(0) = 0,

supx≥1
|f ′′(x)|
f(x) <∞ and there exists a constant Cf such that

4.2(a) for all x, y ≥ 0, f(xy) ≤ Cf (1 + f(x))(1 + f(y)).

4.2(b) for all A > 0, supx≥0Af
′(x)− f(x) <∞.

4.2(c) for all x ≥ 0, |b(x)| ≤ Cf (1 + f(x)).

Remark 4.3. If a non-decreasing function f satisfies Assumption 4.2(a), there exists another
constant Cf such that for all

∀x, y ≥ 0, f(x+ y) ≤ Cf (1 + f(x) + f(y)).

So under Assumptions 4.1 and 4.2, the Assumptions 2.3 and 2.5 hold. In particular, Theo-
rem 2.8, Proposition 3.9 as well as Proposition 3.25 apply, and the constant λ∗α, defined by
(3.14) is strictly positive.

Remark 4.4. Let b0 ≥ 0, b1 ∈ R and p ≥ 1. Then the following functions b and f satisfy
Assumptions 4.1 and 4.2:

∀x ≥ 0, b(x) = b0 + b1x, and f(x) = xp.

In particular b does not need to be bounded and one may have b(0) = 0.

Consider an invariant measure ν∞ of (1.2). If (Xν∞
t ) starts from the law ν∞, its jumps rate

t 7→ E f(Xν∞
t ) is constant. Define

α := J E f(Xν∞
t ).

We say that ν∞ is non-trivial if α > 0. For such α, define

σα := inf{x ≥ 0 : b(x) + α = 0}, with inf ∅ =∞.

Because b(0) +α > 0, one has σα ∈ R∗+∪{+∞}. Mimicking the proof of Lemma 3.12, we find

Proposition 4.5. Let f and b such that Assumptions 4.1 and 4.2 hold. The non-trivial
invariant measures of (1.2) are {ν∞α | α ∈ (0,∞), α = Jγ(α)}, where ν∞α is given by (3.4)

ν∞α (dx) :=
γ(α)

b(x) + α
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
1[0,σα)(x)dx

and γ(α) is the normalizing factor, given by (3.5).

Note that in Lemma 3.12, it is assumed that b(0) > 0, and so δ0, the Dirac measure at 0, is
not an invariant probability measure. Here, one may have b(0) = 0 and if it is the case, δ0 is
the trivial invariant probability measure of (1.2).

In this work, we focus on the stability of the non-trivial invariant measures, which have the
above explicit expression. For α > 0, we define J(α) to be the corresponding interaction
parameter:

J(α) :=
α

γ(α)
. (4.5)
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Assumption 4.6. The constant α > 0 satisfies one of the following non-degeneracy condition:

σα <∞ and b′(σα) < 0 (4.6)

or σα =∞ and inf
x≥0

b(x) + α > 0. (4.7)

If σα <∞ we have a technical restriction on the size of the support of the initial datum:

Definition 4.7. Define

σ̃α := inf{x > σα | b(x) + α = 0}, with inf ∅ = +∞,
Sα := {[0, β], σα ≤ β < σ̃α},

with the convention that Sα := {R+} when σα = +∞.

Remark 4.8. Note that due to (4.6), if σα < ∞ one has σα < σ̃α (and σ̃α = +∞ if
σα = +∞). In particular, for all σα < x < σ̃α, it holds that b(x) + α < 0. Any S ∈ Sα is
invariant by the dynamics in the following sense: given λ > 0 we can find δ > 0 small enough
such that for all h ∈ L∞λ with ||h||∞λ < δ one has

x ∈ S =⇒
[
∀t ≥ s, Y α+h,δx

t,s ∈ S
]
.

We exploit this property in Section 4.7.3.

Given S ∈ Sα, we denote byMS(f2) the set of probability measure with support included in
S and such that

∫
S f

2(x)µ(dx) <∞. We equip MS(f2) with the distance (4.2).

Definition 4.9. Let λ > 0. An invariant measure ν∞α of (1.2) is said to be locally exponen-
tially stable with rate λ if for all S ∈ Sα and all ε > 0, there exists ρ > 0 such that

∀ν ∈MS(f2), d(ν, ν∞α ) < ρ =⇒ sup
t≥0
|J(α)E f(Xν

t )− α|eλt < ε ,

where (Xν
t ) is the solution of (1.2) starting with law ν.

Remark 4.10. Once it is known that the current J(α)E f(Xν
t ) converges to the constant

α at an exponential rate, it holds that (Xν
t ) converges in law to ν∞α at an exponential rate.

Indeed, it is straightforward to adapt the proof of Proposition 3.15 to our Assumptions 4.1,
4.2 and 4.6.

Definition 4.11. Given α > 0, let ν∞α be the corresponding invariant measure and define

∀t ≥ 0, Θα(t) :=

∫ ∞

0

[
d

dx
rxα(t)

]
ν∞α (dx). (4.8)

Proposition 4.12. Under Assumptions 4.1, 4.2 and 4.6, it holds that for all λ ∈ (0, λ∗α),
the function t 7→ eλtΘα(t) belongs to L1(R+).

The proof is given in Section 4.5. We can thus consider Θ̂α(z), the Laplace transform of Θα,
defined for all z ∈ C with <(z) > −λ∗α.
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Theorem 4.13. Consider a non-trivial invariant measure ν∞α of (1.2), for some α > 0.
Grant Assumptions 4.1, 4.2 and 4.6. Define the “abscissa” of the first zero of J(α)Θ̂α − 1 to
be:

λ′α := − sup
z∈C,<(z)>−λ∗α

{<(z) | J(α)Θ̂α(z) = 1}.

It holds that λ′α ∈ [−∞, λ∗α]. Assume that

λ′α > 0. (4.9)

Then for all λ ∈ (0, λ′α), ν∞α is locally exponentially stable with rate λ, in the sense of Defini-
tion 4.9. That is, for all S ∈ Sα and all ε > 0, there exists ρ > 0 such that

∀ν ∈MS(f2), d(ν, ν∞α ) < ρ =⇒ sup
t≥0
|J(α)E f(Xν

t )− α|eλt < ε,

where (Xν
t ) is the solution of (1.2) starting with initial law ν.

The proof is given in Section 4.7. We now give a sufficient condition for (4.9) to hold, namely

inf
x∈[0,σα)

f(x) + b′(x) ≥ 0. (4.10)

Theorem 4.14. Consider f and b satisfying Assumptions 4.1 and 4.2.

1. Let α > 0 such that Assumption 4.6 holds. Assume furthermore that the condition
(4.10) is satisfied. Then the non-trivial invariant measure ν∞α is locally exponentially
stable, in the sense of Definition 4.9.

2. Assume that infx≥0 f(x) + b′(x) ≥ 0. Then for all J > 0 the nonlinear equation (1.2)
has exactly one non-trivial invariant measure (which is locally exponentially stable).

The proof is given in Section 4.6.

Remark 4.15. This result generalizes the case b ≡ 0, which is well-known. When b ≡ 0,
(1.2) has two invariant measures: a trivial one (δ0, the Dirac mass at zero) and a non-
trivial one. The trivial invariant measure δ0 is known to be unstable, whereas the non-trivial
invariant measure is stable (see [FL16], Proposition 11 and [DV21]). Given the assumptions
of Theorem 4.14, the question of the global convergence to the unique invariant measure is
left open. The situation where

∀x ≥ 0, f(x) + b′(x) = 0

is an interesting limit case for which the invariant probability measure is the uniform distri-
bution on [0, σα].
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4.3 Interpretations of the result

4.3.1 The linearized Fokker-Planck equation near the equilibrium

The objective of this section is to provide a heuristic view point about the stability criteria
(4.9) through a linearized analysis of the PDE (1.3). Let g ∈ C1(R+;R) be a compactly
supported test function. The Itô’s formula applied to (1.2) gives

d

dt
E g(Xt) = E g′(Xt) [b(Xt) + J(α)E f(Xt)] + E [g(0)− g(Xt)] f(Xt). (4.11)

In other words, if ν(t, dx) is the law of Xt, it solves the Fokker-Planck PDE (1.3). Consider
now an invariant measure ν∞α of (1.2), for some α > 0. Using that 〈ν∞α , f〉 = γ(α), one has

∂x [(b(x) + α)ν∞α ] + f(x)ν∞α (x) = γ(α)δ0(dx).

Define φ(t, dx) := ν(t, dx)− ν∞α (x)dx, it solves

∂tφ(t, dx) + ∂x [(b(x) + α)φ(t, dx)] + f(x)φ(t, dx)

+ J(α)〈φ(t), f〉∂xφ(t, dx) + J(α)〈φ(t), f〉∂xν∞α (dx) = 〈φ(t), f〉δ0(dx).

We used again the notation

〈φ(t), f〉 :=

∫ ∞

0
f(x)φ(t, dx).

The term J(α)〈φ(t), f〉∂xφ(t, dx) is of second order in φ. By neglecting it, we obtain the
linearized Fokker-Planck equation

∂tφ(t, dx) + ∂x [(b(x) + α)φ(t, dx)] + J(α)〈φ(t), f〉∂xν∞α (dx) + f(x)φ(t, dx) = 〈φ(t), f〉δ0(dx).
(4.12)

This equation can be written
∂tφ = L∗αφ+ Bαφ,

with

L∗αφ := −∂x [(b+ α)φ]− fφ+ 〈φ, f〉δ0,

Bαφ := −J(α)〈φ, f〉∂xν∞α .

First note that the operator Bαφ is defined such that for any test function g ∈ C1(R+), it
holds that

〈Bαφ, g〉 := J(α)〈φ, f〉〈ν∞α , g′〉.
In particular, the operator ∂xν

∞
α is defined such that

〈∂xν∞α , g〉 = −〈ν∞α , g′〉. (4.13)

Second, remark that L∗α is the generator of the process corresponding to an isolated neuron
subject to a constant current equal to α. Let (Tα(t))t≥0 be the Markov semi-group generated
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by L∗α. Using the Duhamel’s principle (see for instance [EN00, Chapter III, Corollary 1.7]),
the solution of the linearized equation (4.12) satisfies

φ(t) = Tα(t)φ(0)− J(α)

∫ t

0
〈φ(s), f〉Tα(t− s)∂xν∞α ds.

Integrating f against this equation, one obtains a closed integral equation for 〈φ(t), f〉

〈φ(t), f〉 = 〈Tα(t)φ(0), f〉 − J(α)

∫ t

0
〈φ(s), f〉〈Tα(t− s)∂xν∞α , f〉ds.

Claim: One has for all t ≥ 0, −〈Tα(t)∂xν
∞
α , f〉 = Θα(t).

Proof of the claim: Let (Y α,x
t ) be the solution of the SDE (1.9), with constant current α and

starting with law δx at t = 0. For all ν, it holds that

〈Tα(t)ν, f〉 =

∫ ∞

0
E f(Y α,x

t )ν(dx)

=

∫ ∞

0
rxα(t)ν(dx)

= 〈ν, r·α(t)〉.

We shall see that for a fixed value of t, the function x 7→ rxα(t) is C1 (see the proof of
Proposition 4.12). Using (4.13) (with g(x) = rxα(t)), we finally have

〈Tα(t)∂xν
∞
α , f〉 = −

∫ ∞

0

d

dx
rxα(t)ν∞α (dx),

and the claim follows.

Consequently, 〈φ(t), f〉 solves the convolution Volterra equation

〈φ(t), f〉 =

∫ ∞

0
rxα(t)φ(0)(dx) + J(α)

∫ t

0
Θα(t− s)〈φ(s), f〉ds. (4.14)

Claim: For all λ ∈ (0, λ∗α), the function t 7→ eλt
∫∞

0 rxα(t)φ(0)(dx) belongs to L1(R+).
Proof of the claim: Because rxα(t) is the jump rate of an isolated neuron subject to a constant
current α, one has limt∞ rxα(t) = γ(α) = ν∞α (f) exponentially fast. More precisely, define

ξxα(t) := rxα(t)− γ(α),

Proposition 3.17 yields

∀λ ∈ (0, λ∗α), eλtξxα(t) ∈ L1(R+).

Recall that φ(0) is the difference of two probability measures so
∫∞

0 γ(α)φ(0)(dx) = 0. So for
all λ ∈ (0, λ∗α),

t 7→ eλt
∫ ∞

0
rxα(t)φ(0)(dx) = eλt

∫ ∞

0
ξxα(t)φ(0)(dx) ∈ L1(R+).
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Consequently, eλt〈φ(t), f〉 solves a Volterra integral equation where both the “forcing term”
t 7→ eλt

∫∞
0 rxα(t)φ(0)(dx) and the “kernel” t 7→ J(α)eλtΘα(t) belongs to L1(R+). The con-

dition for eλt〈φ(t), f〉 to belongs to L1(R+) is exactly (4.9) [see GLS90, Chapter 2]. If (4.9)
holds then

∀λ ∈ (0, λ′α), t 7→ eλt〈φ(t), f〉 ∈ L1(R+).

This gives the linear stability of the invariant measure ν∞α . From this point of view, Theo-
rem 4.13 is a Principle of Linearized Stability : it legitimates the linearization of the Fokker-
Planck equation above, in the sense that stability of the linearized equation implies stability
of the nonlinear Fokker-Planck equation.

4.3.2 Connection with the L-derivative and the Linear Functional Deriva-
tive

Let P2(R) be the space of probability measures on R having a second moment. Consider a
function P2(R) 3 µ 7→ u(µ) ∈ R that we seek to differentiate with respect to µ. We first review
briefly two notions of differentiability of functions of probability measures: the L-derivative
and the Linear Functional Derivative. We follow the presentation of [CD18].

The L-derivative

Consider L2(Ω,F ,P;R) a Hilbert space defined over some probability space (Ω,F ,P) and
define the lifted function ũ

∀Z ∈ L2(Ω,F ,P;R), ũ(Z) := u(L(Z)).

Because L2(Ω,F ,P;R) is a Banach space, we can define the Fréchet derivative of ũ. This
Fréchet derivative serves as the definition of the L-derivative.

Definition 4.16. A function u : P2(R) → R is said to be L-differentiable at µ0 ∈ P2(R)
if there exists a random variable Z0 ∈ L2(Ω,F ,P;R) with L(Z0) = µ0 and such that ũ is
Fréchet-differentiable at Z0.

If ũ is Fréchet-differentiable at Z0, let Dũ(Z0) its derivative, it can see it as an element of
L2(Ω,F ,P;R) (that is, we identify L2(Ω,F ,P;R) and its dual). Let µ, µ0 in P2(R). We then
have

u(µ) = u(µ0) + EDũ(Z0)(Z − Z0) + O
(√

E(Z − Z0)2
)
,

as
√
E(Z − Z0)2 goes to zero, provided that L(Z) = µ and L(Z0) = µ0. A key result of the

theory is that the element Dũ(Z0) can be represented by a deterministic measurable function,
denoted ∂µu(µ0)(·) : R 7→ R, such that

P(dω)− a.s., Dũ(Z0)(ω) = ∂µu(µ0)(Z0(ω)).

So we have
u(µ) = u(µ0) + E ∂µ(µ0)(Z0)(Z − Z0) + O

(√
E(Z − Z0)2

)
, (4.15)
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as
√
E(Z − Z0)2 goes to zero, provided that L(Z) = µ and L(Z0) = µ0. The function

∂µu(µ0)(·) is the L-derivative of u at µ0. Of course, much work is needed to prove that this
function exists and does not depend on the specific choice of the L2(Ω,F ,P;R) space. We
refer to [CD18, Ch. 5.2] for the complete construction of this object.

The Linear Functional Derivative

We quote [CD18, Ch. 5.4]:

Definition 4.17. A function u : P2(R) → R is said to have a Linear Functional Derivative
if there exists a function

δu

δm
: P2(R)× R 3 (m,x) 7→ δu

δm
(m)(x) ∈ R,

continuous (for the product topology, the space P2(R) being equipped with the 2-Wasserstein
distance, denoted W2), such that, for any bounded subset K ⊂ P2(R), the function x 7→
δu
δm(m)(x) is at most of quadratic growth in x uniformly in m for m ∈ K, and such that for
all m,m′ ∈ P2(R), it holds that

u(m′)− u(m) =

∫ 1

0

∫

R

δu

δm
(tm′ + (1− t)m)(x)(m′ −m)(dx)dt.

Under some regularity conditions on δu
δm (see [CD18, Prop. 5.44 and Prop. 5.48]), it holds

that

u(m′)− u(m) =

∫

R

δu

δm
(m)(x)[m′ −m](dx) + O

(
W2(m′,m)

)
,

as W2(m′,m) goes to zero. Furthermore, the function u is L-differentiable with:

∂µ(µ)(·) = ∂x
δu

δm
(µ)(·).

That is, the L-derivative is the gradient of the Linear Functional Derivative.

The interpretation

Let t ≥ 0 be fixed, define

ut : P2(R) 3 ν 7→ J(α)E f(Xν
t ),

where (Xν
t ) is the solution of the nonlinear equation (1.2), starting at time 0 with law ν. We

compute the Linear Functional Derivative and the L-derivative of ut at ν∞α , assuming these
two objects exist. Consider Ωα : R+ → R the resolvent of J(α)Θα, that is the solution of the
Volterra integral equation

∀t ≥ 0, Ωα(t) = J(α)Θα(t) + J(α)

∫ t

0
Θα(t− u)Ωα(u)du. (4.16)
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Using Lemma 2.22, we can solve (4.14) in terms of Ωα:

〈φ(t), f〉 =

∫ ∞

0
rxα(t)φ(0)(dx) +

∫ t

0
Ωα(t− u)

∫ ∞

0
rxα(u)φ(0)(dx)du.

That is, we have (consider φ(0) = ν − ν∞α )

ut(ν)− ut(ν∞α ) ≈
∫

R+

J(α)

[
rxα(t) +

∫ t

0
Ωα(t− u)rxα(u)du

]
(ν − ν∞α )(dx).

In other words, it holds that

δut
δm

(ν∞α )(x) = J(α)rxα(t) + (Ωα ∗ J(α)rxα) (t)

and so

∂µut(ν
∞
α )(x) = J(α)

d

dx
rxα(t) +

(
Ωα ∗ J(α)

d

dx
rxα

)
(t).

In particular, consider Z0 a random variable with L(Z0) = ν∞α and let Z = Z0 + ε, for some
deterministic ε > 0. Let ν∞α,ε := L(Z) = L(Z0 + ε). Eq. (4.15) gives:

ut(ν
∞
α,ε)− ut(ν∞α ) = εE ∂µut(ν∞α )(Z0) + O(ε) .

Furthermore we have:

E ∂µut(ν∞α )(Z0) =

∫

R+

[
J(α)

d

dx
rxα(t) +

(
Ωα ∗ J(α)

d

dx
rxα

)
(t)

]
ν∞α (dx)

= J(α)Θα(t) + J(α) (Ωα ∗Θα) (t)

(4.16)
= Ωα(t).

To summarize, it holds that

lim
ε↓0

J(α)E f(X
ν∞α,ε
t )− α

ε
= Ωα(t), (4.17)

where ν∞α,ε = L(Z0 + ε) is the invariant measure translated by ε. Now, if ν∞α is locally stable,
(4.17) suggests that Ωα goes to zero exponentially fast: there exists some λ > 0 such that

sup
t≥0
|Ωα(t)|eλt <∞.

So, its Laplace transform is well-defined on <(z) > −λ: z 7→ Ω̂α(z) is holomorphic and so has
no poles on <(z) > −λ. Note that (4.16) yields

∀z ∈ C,<(z) > −λ, Ω̂α(z) =
J(α)Θ̂α(z)

1− J(α)Θ̂α(z)
.

So, the poles of Ω̂α are exactly the zeros of 1−J(α)Θ̂α. Overall, (4.17) gives another explana-
tion of the criteria (4.9), i.e. local stability occurs when all the complex zeros of 1− J(α)Θ̂α

have negative real parts.
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4.4 Preliminaries

4.4.1 Notations

Given t ≥ s ≥ 0 and a ∈ L∞(R+;R+), we consider ϕa
t,s(x) the solution of (2.3). Recall

that we have explicit expressions of Hν
a and Kν

a (see (2.4) and (2.5)). As before, to shorten
notations, we write: ra(t, s) := rδ0a (t, s), Ka(t, s) := Kδ0

a (t, s), Ha(t, s) := Hδ0
a (t, s). When

the current a is constant and equals to α, (1.9) is homogeneous and we write for all t ≥ 0:

Y α,ν
t := Y a,ν

t,0 , rνα(t) := rνa(t, 0), Kν
α(t) := Kν

a(t, 0), Hν
α(t) := Hν

a(t, 0), ϕαt (x) := ϕa
t,0(x).

Recall that in that case, the operation “∗”, defined by (2.6), corresponds to the classical
convolution. Finally given two real numbers A and B we denote by A ∧ B the minimum
between A and B and by A ∨B the maximum.

4.4.2 The Banach algebra

One key ingredient of the proof of Theorem 4.13 is the choice of adapted Banach spaces. In
addition to (4.4) we make use of L1

λ and V1
λ, respectively given by Definitions 3.20 and 3.29.

That is, given ∆ := {(t, s) ∈ R2, t ≥ s} (see (2.11)) and λ ≥ 0,

V1
λ := {κ ∈ B(∆;R), ||κ||1λ <∞}, with ||κ||1λ := sup

t≥0

∫ t

0
|κ(t, s)|eλ(t−s)ds.

L1
λ := {h ∈ B(R+;R), ||h||1λ <∞}, with ||h||1λ :=

∫ ∞

0
|ht|eλtdt.

Recall that for any a, b ∈ V1
λ, a ∗ b ∈ V1

λ with ||a ∗ b||1λ ≤ ||a||1λ · ||b||1λ. Moreover, note that if
a ∈ V1

λ and b ∈ L∞λ then a ∗ b ∈ L∞λ with ||a ∗ b||∞λ ≤ ||a||1λ · ||b||∞λ . Finally, if c ∈ L1
λ, then

∆ 3 (t, s) 7→ c(t− s) belongs to V1
λ and the norms coincide. This allows us to see an element

of L1
λ as an element of V1

λ. Recall that the algebra L1
λ is commutative (for the convolution ‘*’

operator) whereas V1
λ is not.

For any h ∈ L∞λ and ρ > 0, we denote by B∞λ (h, ρ) the open ball

B∞λ (h, ρ) := {c ∈ L∞λ , ||c− h||∞λ < ρ}. (4.18)

Lemma 4.18. The following functions

V1
λ × V1

λ → V1
λ

(a, b) 7→ a ∗ b,
V1
λ × L∞λ → L∞λ

(a, b) 7→ a ∗ b

are C1, with differential given by

(h, k) 7→ a ∗ k + h ∗ b.
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Proof. One has (a+ h) ∗ (b+ k) = a ∗ b+ a ∗ k + h ∗ b+ h ∗ k and moreover

||h ∗ k||1λ ≤ ||h||1λ||k||1λ = O
(
(||h||1λ + ||k||1λ)

)
.

The second result is proved similarly.

One denotes by B1
λ(0, 1) the following open ball of V1

λ

B1
λ(0, 1) := {κ ∈ V1

λ, ||κ||1λ < 1}.

Lemma 4.19. The function

R : B1
λ(0, 1) → V1

λ

κ 7→ ∑
n≥1 κ

(∗)n

is C1 and for all c ∈ V1
λ

DκR(κ) · c = c+R(κ) ∗ c+ c ∗R(κ) +R(κ) ∗ c ∗R(κ).

Proof. First, note that the series converges normally. So R is well defined. Note that the
result is easily proved when κ = 0, for which DκR(0) · c = c. Second, remark that R(κ) is the
resolvent of κ, that is, it solves the Volterra equation

R(κ) = κ+ κ ∗R(κ). (4.19)

Moreover, κ and R(κ) always commute: κ ∗R(κ) = R(κ) ∗ κ. Using (4.19), we have

R(κ+ c) = (κ+ c) + (κ+ c) ∗R(κ+ c)

= (κ+ c+ c ∗R(κ+ c)) + κ ∗R(κ+ c).

So, using Lemma 2.22, we find that

R(κ+ c) = (κ+ c+ c ∗R(κ+ c)) +R(κ) ∗ (κ+ c+ c ∗R(κ+ c))

= R(κ) + c+R(κ) ∗ c+ (c+R(κ) ∗ c) ∗R(κ+ c).

Let ∆c := c+R(κ) ∗ c. We have shown that R(κ+ c) solves the Volterra integral equation

R(κ+ c) = R(κ) + ∆c + ∆c ∗R(κ+ c).

Assume that ||c||1λ is small enough, such that ∆c ∈ B1
λ(0, 1). We find, using Lemma 2.22 that

R(κ+ c) = R(κ) + ∆c +R(∆c) ∗ (R(κ) + ∆c)

= R(κ) + ∆c + ∆c ∗ (R(κ) + ∆c) + O
(
||∆c||1λ

)

= R(κ) + c+R(κ) ∗ c+ c ∗R(κ) +R(κ) ∗ c ∗R(κ) + O
(
||c||1λ

)
.

We used that R(c) = c+ O(c) as ||c||1λ goes to zero. This ends the proof.
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4.4.3 Results on the deterministic flow

Lemma 4.20 (Differentiability of the flow). Let b ∈ C2(R;R) such that supx∈R |b′(x)| +
|b′′(x)| < +∞. Let x ∈ R, s ≥ 0, λ > 0. Consider α > 0 and h ∈ L∞λ .

4.20(a) The equation

∀t ≥ s, ϕt = x+

∫ t

s
[b(ϕu) + α+ hu] du

has a unique continuous solution on [s,+∞). We denote it by ϕα+h
t,s (x). Moreover

setting L := supx∈R |b′(x)|, one has

∀h, h̃ ∈ L∞λ , ∀t ≥ s,
∣∣∣ϕα+h̃
t,s (x)− ϕα+h

t,s (x)
∣∣∣ ≤

∫ t

s
eL(t−u)|h̃u − hu|du. (4.20)

4.20(b) The function x 7→ ϕα+h
t,s (x) is C1(R;R). Let Uα+h

t,s (x) := d
dxϕ

α+h
t,s (x), one has

Uα+h
t,s (x) = exp

(∫ t

s
b′(ϕα+h

θ,s (x))dθ

)
. (4.21)

When h ≡ 0, the above formula simplifies to

Uαt,s(x) =
b(ϕαt−s(x)) + α

b(x) + α
. (4.22)

4.20(c) The function L∞λ 3 h 7→ ϕα+h
t,s (x) ∈ R is C1 and for all c ∈ L∞λ ,

Dhϕ
α+h
t,s (x) · c :=

∫ t

s
cu exp

(∫ t

u
b′(ϕα+h

θ,s (x))dθ

)
du. (4.23)

Moreover setting L := supx∈R |b′(x)| and M := supx∈R |b′′(x)| one has for all h, h̃ ∈
L∞λ , for all x ∈ R and for all t ≥ s
∣∣∣ϕα+h̃
t,s (x)− ϕα+h

t,s (x)−Dhϕ
α+h
t,s (x) · (h̃− h)

∣∣∣ ≤ M

2L3

[
||h̃− h||∞λ e−λseL(t−s)

]2
.

(4.24)

The proof of this lemma is postponed in Section 4.8.

Remark 4.21. If in addition to the assumptions of the lemma, we have almost everywhere
b(0) + α+ h ≥ 0, then the flow stays on R+, i.e.

∀t ≥ s, ∀x ≥ 0, ϕα+h
t,s (x) ≥ 0.

Lemma 4.22 (Asymptotic of the flow when σα < ∞). Grant Assumption 4.1. Let α > 0,
assume that σα <∞ and that (4.6) holds. Define `α := −b′(σα) (`α > 0 by (4.6)). Consider
S ∈ Sα.



87 4.4. Preliminaries

4.22(a) There exists a constant C (only depending on b, α and S) such that for all x ∈ S,

|ϕαt (x)− σα|+
∣∣∣∣
d

dt
ϕαt (x)

∣∣∣∣ ≤ Ce−`αt.

Moreover, there exists a constant c (only depending on b and α) such that

|ϕαt (0)− σα|+
∣∣∣∣
d

dt
ϕαt (0)

∣∣∣∣ ≥ ce−`αt.

4.22(b) Let µ ∈ (0, `α). There exists constants δµ, Cµ > 0 (only depending on b, α, µ and
S) such that for all h ∈ L∞µ with ||h||∞µ < δµ one has

∀x ∈ S, ∀t ≥ s, |ϕα+h
t,s (x)− ϕαt,s(x)| ≤ Cµ||h||∞µ e−µt, (4.25)

|ϕα+h
t,s (x)− σα| ≤ Cµe−µ(t−s). (4.26)

Let λ ≥ µ. For all h, h̃ ∈ L∞λ , one has for all x ∈ S and t ≥ s

|ϕα+h̃
t,s (x)− ϕα+h

t,s (x)| ≤ Cµ
∫ t

s
|h̃u − hu|du (4.27)

and

|ϕα+h̃
t,s (x)− ϕα+h

t,s (x)−Dhϕ
α+h
t,s (x) · (h̃− h)| ≤ Cµ

[
||h̃− h||∞λ e−λs

]2
. (4.28)

Again, the proof of this lemma is postponed in Section 4.8.

4.4.4 Estimates on the kernels H and K

Lemma 4.23. Grant Assumptions 4.1 and 4.2. Let α, δ > 0. Let λ ≥ 0 and h ∈ L∞λ such
that ||h||∞λ < δ and such that for almost all t ≥ 0, b(0) + ht + α ≥ 0. One has:

4.23(a) For all x ≥ 0

∀t ≥ s, ϕα+h
t,s (x) ≤

[
x+

b(0) + α+ δ

L

]
eL(t−s).

4.23(b) There exists a constant C only depending on f , b and α and δ such that

∀x ≥ 0, ∀t ≥ s, f(ϕα+h
t,s (x)) ≤ C(1 + f(x))epL(t−s).

In these inequalities, L is the Lipschitz constant of b and p > 0 is given by (2.2).
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Proof. The first point is easily proved using that for all x ≥ 0, |b(x)| ≤ b(0) + Lx and
Grönwall’s Lemma. To prove the second point, we denote by C any constant only depending
on b, f and α and that may change from line to line. Using that f is non-decreasing, we have

f(ϕα+h
t,s (x)) ≤ f((x+ β)eL(t−s)) By 4.23(a) with β := (b(0) + α+ δ)/L.

4.2(a)

≤ C[1 + f(x+ β)][1 + f(eL(t−s))]
(2.2)

≤ C[1 + f(x+ β)]epL(t−s).
Rk. 4.3
≤ C[1 + f(x)]epL(t−s).

Lemma 4.24. Let b : R+ → R satisfying Assumption 4.1. Let α > 0. Consider δ, λ > 0 and
σ ∈ (0, σα). There exists a constant T > 0 (only depending on b, α, λ, δ and σ) such that

(
h ∈ L∞λ , ess inf

t≥0
ht ≥ −(b(0) + α), ||h||∞λ < δ

)
=⇒ inf

x≥0
inf
s≥0

t≥s+T
ϕα+h
t,s (x) ≥ σ.

Proof. Because ϕα+h
t,s (x) ≥ ϕα+h

t,s (0), it suffices to prove the result for x = 0. Because b is
continuous and because σ < σα, one has κ := infx∈[0,σ] b(x) + α > 0. There exists T0 such

that for all t ≥ T0, one has |ht| ≤ δe−λt ≤ δe−λT0 ≤ κ/2 and so

∀t ≥ T0, ∀x ∈ [0, σ], b(x) + α+ ht ≥ κ/2.

So, it suffices to choose T := T0 + 2σ
κ to end the proof.

Lemma 4.25. Grant Assumptions 4.1 and 4.2. Let α, δ > 0. Let λ ∈ (0, f(σα)). There is
a constant C > 0 (only depending on b, f, α and λ) such that for all h ∈ L∞λ with ||h||∞λ < δ
satisfying inft≥0 ht ≥ −(b(0) + α), one has

∀x ∈ R+, ∀t ≥ s, Hx
α+h(t, s) ≤ Ce−λ(t−s).

and
∀x ∈ R+, ∀t ≥ s, Kx

α+h(t, s) ≤ C(1 + f(x))e−λ(t−s).

Proof. Define for t ≥ s:
Gx(t) := eλ(t−s)Hx

α+h(t, s).

By Lemma 4.24, there exists a constant T (only depending on b, f , α, λ and δ) such that for
all t, s with t− s ≥ T and for all h ∈ L∞λ with ||h||∞λ < δ, one has

inf
x≥0

f(ϕα+h
t,s (x)) ≥ λ.

It follows that for all t ≥ s,
∫ t
s f(ϕα+h

u,s (x))du ≥ (t− s− T )λ, and so

Gx(t) = eλ(t−s) exp

(
−
∫ t

s
f(ϕα+h

u,s (x))du

)
≤ eTλ =: A0.
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This proves the first inequality. Moreover, define for t ≥ s and x ≥ 0:

Fx(t) := eλ(t−s)Kx
α+h(t, s)− λeλ(t−s)Hx

α+h(t, s),

which satisfies for all t ≥ s, Fx(t) = − d
dtGx(t). By the first point, to prove the second

inequality, it suffices to show that Fx is upper bounded by C(1 + f(x)) for some constant C.
We have

F ′x(t) =
{
f ′(ϕα+h

t,s (x))
[
b(ϕα+h

t,s (x)) + α+ ht

]

−λ2 + 2λf(ϕα+h
t,s (x))− f2(ϕα+h

t,s (x))
}
eλ(t−s)Hx

α+h(t, s).

By Assumption 4.2(b), one has

sup
y≥0

f ′(y)[b(y) + α+ δ] + 2λf(y)− f2(y) <∞.

Hence, there exists a constant A1 (only depending on b, f , α, λ and δ) such that for all x ≥ 0,
for all h ∈ L∞λ with ||h||∞λ < δ,

sup
t≥s, x≥0

F ′x(t) ≤ A1.

We conclude using the Landau inequality: let η :=
√

2A0
A1

. Consider t, s with t ≥ s + η. By

the Mean value theorem, there exists ζ ∈ [t− η, t] such that

Fx(ζ) =
Gx(t− η)−Gx(t)

η
.

So |Fx(ζ)| ≤ 2A0
η . We deduce that

Fx(t) = Fx(ζ) +

∫ t

ζ
F ′x(θ)dθ ≤ 2A0

η
+A1η = 2

√
2A0A1.

Finally, using Lemma 4.23(b), there exists a constant C (only depending on b, f , α, δ and η)
such that

∀x ≥ 0, sup
s≥0

s≤t≤s+η

f(ϕα+h
t,s (x)) ≤ C(1 + f(x)).

Altogether, this proves the result.

4.5 Proof of Proposition 4.12

Define for all t ≥ 0

Ψα(t) := −
∫ σα

0

d

dx
Hx
α(t)ν∞α (x)dx. (4.29)

Lemma 4.26. Grant Assumptions 4.1 and 4.2. Let α > 0 be such that Assumption 4.6 holds.
Then for all λ ∈ (0, f(σα)), the function Ψα belongs to L1

λ ∩ L∞λ . Moreover, Ψα(0) = 0.
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Proof. First note that for all x ≥ 0, one has Hx
α(0) = 1 and so d

dxH
x
α(0) = 0 and Ψα(0) = 0.

Claim: one has for all t, x ≥ 0:

d

dx
Hx
α(t) = −Hx

α(t)
f(ϕαt (x))− f(x)

b(x) + α
.

Proof of the claim. From

Hx
α(t) = exp

(
−
∫ t

0
f(ϕαu(x))du

)
,

we deduce by the dominated convergence theorem that for any fixed t ≥ 0, the function
x 7→ Hx

α(t) is C1 with

d

dx
Hx
α(t) = −Hx

α(t)

∫ t

0
f ′(ϕαu(x))

d

dx
ϕαu(x)du.

By Lemma 4.20, one has
d

dx
ϕαu(x) =

b(ϕαu(x)) + α

b(x) + α
.

So, ∫ t

0
f ′(ϕαu(x))

d

dx
ϕαu(x)du =

f(ϕαt (x))− f(x)

b(x) + α
.

This ends the proof of the claim.
Note that the integrand of (4.29) has a constant sign (because f is increasing). Plugging the
explicit expression of ν∞α (equation (3.4)), we find

Ψα(t) = γ(α)

∫ σα

0
Hx
α(t)

f(ϕαt (x))− f(x)

(b(x) + α)2
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
dx

= γ(α)

∫ ∞

0
exp

(
−
∫ t

0
f(ϕαθ+u(0))dθ

)
f(ϕαt+u(0))− f(ϕαu(0))

b(ϕαu(0)) + α
Hα(u)du.

To obtain the last equality we made first the change of variable x = ϕαu(0) and then y = ϕαθ (0).
Hence, we find:

Ψα(t) = γ(α)

∫ ∞

0
Hα(t+ u)

f(ϕαt+u(0))− f(ϕαu(0))

b(ϕαu(0)) + α
du. (4.30)

We now distinguish between the two cases σα <∞ and σα =∞.
Case σα =∞. Denote by L the Lipschitz constant of b, one has using Lemma 4.23(b)

∀t ≥ 0, f(ϕαt (0)) ≤ CepLt.

Hence, (4.7) gives the existence of a constant C such that

f(ϕαt+u(0))− f(ϕαu(0))

b(ϕαu(0)) + α
≤ Cf(ϕαt+u(0)) ≤ CepL(t+u).

Let λ > 0 and ε > 0. By Lemma 4.25 (with f(σα) = ∞), there is another constant Cε such
that

Hα(t+ u) ≤ Cεe−(λ+ε+pL)(t+u),
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and so Ψα(t) ≤ Cεe−(λ+ε)t. This proves that Ψα ∈ L1
λ ∩ L∞λ for all λ > 0.

Case σα < ∞. Let `α := −b′(σα). Assumption 4.6 yields `α > 0. Let λ ∈ (0, f(σα)). By
Lemma 4.22, there is a constant C > 0 (that may change from line to line) such that

∀u ≥ 0, b(ϕαu(0)) + α =
d

du
ϕαu(0) ≥ Ce−`αu.

Using moreover that

f(ϕαt+u(0))−f(ϕαu(0)) =

∫ ϕαt+u(0)

ϕαu(0)
f ′(θ)dθ

Ass. 4.2(b)

≤ C(1+f(σα))
∣∣ϕαt+u(0)− ϕαu(0)

∣∣ Lem. 4.22
≤ Ce−`αu,

we deduce that there exists another constant C such that

f(ϕαt+u(0))− f(ϕαu(0))

b(ϕαu(0)) + α
≤ C.

Let ε ∈ (0, f(σα)− λ). By Lemma 4.25 there exists a constant Cε such that

∀t,∀u, Hα(t+ u) ≤ Cεe−(λ+ε)(t+u).

Finally, we have Ψα(t) ≤ Cεe
−(λ+ε)t, hence Ψα(t) ∈ L1

λ ∩ L∞λ as required. This ends the
proof.

Similarly to (4.29), define

∀t ≥ 0, Ξα(t) :=

∫ σα

0

d

dx
Kx
α(t)ν∞α (x)dx. (4.31)

Lemma 4.27. Grant Assumptions 4.1 and 4.2. Let α > 0 be such that Assumption 4.6 holds.
Then for all λ ∈ (0, f(σα)), the function Ξα belongs to L1

λ ∩ L∞λ . Moreover one has

Ξα(t) =
d

dt
Ψα(t). (4.32)

Proof. The proof is similar to the one of the previous lemma. We find

Ξα(t) = −γ(α)

∫ ∞

0
Kα(t+ u)

f(ϕαt+u(0))− f(ϕαu(0))

b(ϕαu(0)) + α
du

+ γ(α)

∫ ∞

0
Hα(t+ u)f ′(ϕαt+u(0))

b(ϕαt+u(0)) + α

b(ϕαu(0)) + α
du.

Using similar arguments, for all λ ∈ (0, f(σα)), Ξα belongs to L1
λ ∩ L∞λ . Finally, using that

for all x ≥ 0

Kx
α(t) = − d

dt
Hx
α(t),

eq. (4.32) follows.

We now give a proof of Proposition 4.12.
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Proof of Proposition 4.12. First, by (2.12), we have for all x ≥ 0

rxα = Kx
α + rα ∗Kx

α.

This proves that x 7→ rxα(t) is C1 and

d

dx
rxα =

d

dx
Kx
α + rα ∗

[
d

dx
Kx
α

]
.

Integrating this equality with respect to ν∞α (dx), we find that

Θα = Ξα + rα ∗ Ξα. (4.33)

Consider λ ∈ (0, λ∗α). Proposition 3.25 gives

ξα := rα − γ(α) ∈ L1
λ.

We have

Θα = Ξα + γ(α) ∗ Ξα + ξα ∗ Ξα,

and because

γ(α) ∗ Ξα(t) = γ(α)

∫ t

0
Ξα(s)ds = γ(α) (Ψα(t)−Ψα(0)) = γ(α)Ψα(t),

we deduce that

Θα = Ξα + γ(α)Ψα + ξα ∗ Ξα.

Hence Θα ∈ L1
λ, which ends the proof.

Remark 4.28. Using (4.33), we have, for any z ∈ C with <(z) > 0

Θ̂α(z) = Ξ̂α(z) [1 + r̂α(z)]

= Ξ̂α(z)

[
1 +

K̂α(z)

1− K̂α(z)

]
(using rα = Kα +Kα ∗ rα)

=
Ξ̂α(z)

zĤα(z)
(using K̂α(z) = 1− zĤα(z)) (4.34)

=
Ψ̂α(z)

Ĥα(z)
(using Ψα(0) = 0).

The left hand side and the right hand side being two holomorphic functions on <(z) > −λ∗α,
the equality is valid on <(z) > −λ∗α and so the equation J(α)Θ̂α(z) = 1 is equivalent to

J(α)Ψ̂α(z)− Ĥα(z) = 0. (4.35)

In this new formulation of (4.9), the stability is given by the location of the roots of a holo-
morphic function which is explicitly known in term of f, b and α.
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4.6 Proof of Theorem 4.14

Assume that

lim inf
x↑σα

f(x) + b′(x) ≥ 0. (4.36)

Under (4.36), we can integrate by parts Ψα and Ξα:

Lemma 4.29. Consider f and b satisfying Assumptions 4.1 and 4.2. Let α > 0 be such that
Assumption 4.6 is satisfied. Assume furthermore that (4.36) holds. Then:

1. The following limit exists and is finite

ν∞α (σα) := lim
x↑σα

ν∞α (x) <∞.

2. Define Cα := b(0)+α
γ(α) ν

∞
α (σα) and

Υα(t) := CαH
σα
α (t) +

∫ ∞

0
Hα(t+ u)

[
f(ϕαu(0)) + b′(ϕαu(0))

] b(0) + α

b(ϕαu(0)) + α
du. (4.37)

It holds that for all t ≥ 0

Ψα(t) =
γ(α)

b(0) + α
[Hα(t)−Υα(t)] . (4.38)

3. Define Λα(t) := − d
dtΥα(t). One has for all t ≥ 0

Λα(t) = CαK
σα
α (t) +

∫ ∞

0
Kα(t+ u)

[
f(ϕαu(0)) + b′(ϕαu(0))

] b(0) + α

b(ϕαu(0)) + α
du. (4.39)

Moreover, for all t ≥ 0

Ξα(t) =
γ(α)

b(0) + α
[Λα(t)−Kα(t)] . (4.40)

Remark 4.30 (A probabilistic interpretation of Cα and Λα). Recall that by Lemma 4.26:
Ψα(0) = 0. Using (4.32), we find Ξα(t) = d

dtΨα(t) whence
∫∞

0 Ξα(t) = 0. So (4.40) yields

∫ ∞

0
Λα(t)dt = 1.

Assume now that (4.10) holds, such that for all t ≥ 0, Λα(t) ≥ 0. We deduce that Λα(t) is
a probability density function. The interpretation is the following. Consider τ1 the first jump
time of a Poisson process with time-dependent intensity u 7→ f(ϕαu(0)) + b′(ϕαu(0)). The law
of τ1 is

L(τ1)(du) =∞P(τ1 =∞) + (f + b′)(ϕαu(0)) exp

(
−
∫ u

0
(f + b′)(ϕαθ (0))dθ

)
du.
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Consider then τ2 the first jump time of a second Poisson process with time-dependent intensity
f(ϕαt+τ1(0)). The law of τ2 is given by

L(τ2)(dt) = P(τ1 =∞)Kσα
α (t)+

∫ ∞

0
Kϕαu(0)
α (t)(f + b′)(ϕαu(0)) exp

(
−
∫ u

0
(f + b′)(ϕαθ (0))dθ

)
du.

In view of (4.21) and (4.22), (4.39) can be rewritten:

Λα(t) = CαK
σα
α (t) +

∫ ∞

0
Kϕαu(0)
α (t)(f + b′)(ϕαu(0)) exp

(
−
∫ u

0
(f + b′)(ϕαθ (0))dθ

)
du.

Using that 1 =
∫∞

0 L(τ2)(dt) =
∫∞

0 Λα(t)dt, we deduce that

Cα = P(τ1 =∞)

and so Λα(t) is the density of τ2:

L(τ2)(dt) = Λα(t)dt.

Proof of Lemma 4.29. To prove Point 1, we use the explicit formula of the invariant measure
(3.4). When σα = +∞, we have ν∞α (σα) = 0. The result follows from infx≥0 b(x) +α > 0 and
from lim infx→∞ f(x) > 0 (in particular there is no need of (4.36) when σα = ∞). Assume
now σα <∞. Define for all x ∈ [0, σα)

Gα(x) :=
f(x)

b(x) + α
− 1

σα − x
.

We claim that:

lim
x↑σα

ν∞α (x) = − γ(α)

b′(σα)σα
exp

(
−
∫ σα

0
Gα(y)dy

)
<∞.

Indeed

b(x) + α = −b′(σα)(σα − x) +O(σα − x)2 as x→ σα, x < σα,

so
f(x)

b(x) + α
= − f(σα)

b′(σα)

1

σα − x
+O(1) as x→ σα, x < σα.

We then have

ν∞α (x) =
γ(α)

b(x) + α
exp

(
−
∫ x

0
Gα(y)dy

)
exp

(
−
∫ x

0

dy

σα − y

)

=

[
− γ(α)

b′(σα)(σα − x)
+O(1)

]
exp

(
−
∫ x

0
Gα(y)dy

)
σα − x
σα

as x→ σα, x < σα.

=

[
− γ(α)

b′(σα)σα
+ O(1)

]
exp

(
−
∫ σα

0
Gα(y)dy

)
as x→ σα, x < σα.

Note that when f(σα) + b′(σα) > 0, we have − f(σα)
b′(σα) > 1 and so limx→σα Gα(x) = ∞ and

ν∞α (σα) = 0. When f(σα) + b′(σα) = 0, we have − f(σα)
b′(σα) = 1 and so limx→σα Gα(x) < ∞,
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which proves that Gα(x) is integrable between 0 and σα.
To prove Point 2, we integrate by parts the right-hand side of (4.29). By Point 1, one has

Ψα(t) =
γ(α)

b(0) + α
[Hα(t)− CαHσα

α (t)] +

∫ σα

0
Hx
α(t)

d

dx
ν∞α (x)dx.

Differentiating (3.4) with respect to x, one gets for all x ∈ [0, σα)

d

dx
ν∞α (x) = −γ(α)

f(x) + b′(x)

(b(x) + α)2
exp

(
−
∫ x

0

f(y)

b(y) + α
dy

)
.

We now make the change of variables y = ϕαθ (0) and x = ϕαu(0) and obtain

Ψα(t) =
γ(α)

b(0) + α
[Hα(t)− CαHσα

α (t)]− γ(α)

∫ ∞

0
Hϕαu(0)
α (t)

f(ϕαu(0)) + b′(ϕαu(0))

b(ϕαu(0)) + α
Hα(u)du.

Using that H
ϕαu(0)
α (t)Hα(u) = Hα(t + u) we obtain the stated formula. Recall now that

Ξα(t) = d
dtΨα(t) so to prove Point 3, it suffices to differentiate Point 2 with respect to t.

Proof of Theorem 4.14, first point. It suffices to verify that under the additional Assump-
tion (4.10), the criteria of stability (4.9) holds. Consider Λα and Υα given by (4.39) and
(4.37). By Lemma 4.26 and 4.27, it holds that Ψα,Ξα ∈ L∞λ ∩ L1

λ, for all λ < f(λ∗α). The
same holds for Hα and Kα. From (4.38) and (4.40), we deduce that for all λ < f(λ∗α),
Λα,Υα ∈ L∞λ ∩ L1

λ. In view of

Υα(t) =

∫ ∞

t
Λα(v)dv,

an integration by parts of the Laplace transform of Λα(t) shows that for all z ∈ C with
<(z) > −f(σα)

Λ̂α(z) = 1− zΥ̂α(z).

Here we used the fact that
∫∞

0 Λα(v)dv = 1. Similarly we have

K̂α(z) = 1− zĤα(z).

From (4.40), it holds that for all z ∈ C with <(z) > −f(σα)

Ξ̂α(z) =
γ(α)z

b(0) + α

[
Ĥα(z)− Υ̂α(z)

]
.

Using (4.34) we have for all z ∈ C with <(z) > −λ∗α

Θ̂α(z) =
γ(α)

b(0) + α

Ĥα(z)− Υ̂α(z)

Ĥα(z)
.

We deduce that the equation J(α)Θ̂α(z) = 1 on <(z) > −λ∗α is equivalent to

b(0)Ĥα(z) + αΥ̂α(z) = 0.
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Note that z = 0 is not a solution because

b(0)Ĥα(0) + αΥ̂α(0) = b(0)

∫ ∞

0
Hα(t)dt+ α

∫ ∞

0
Υα(t)dt > 0.

Hence, to check that (4.9) holds, it suffices to find λ′α > 0 such that the equation

b(0)K̂α(z) + αΛ̂α(z) = b(0) + α (4.41)

has no solution on <(z) > −λ′α, z 6= 0 (we have to eliminate z = 0 which is solution of (4.41)).
First, equation (4.41) has no solution for <(z) > 0 because:

<(z) > 0 =⇒ |b(0)K̂α(z) + αΛ̂α(z)| < b(0)|K̂α(z)|+ α|Λ̂α(z)| < b(0) + α.

Now if z = iw with w > 0 it holds that

<
[
b(0)(1− K̂α(iw)) + α(1− Λ̂α(iw))

]
=

∫ ∞

0
[1− cos(wt)](b(0)Kα(t) + αΛα(t))dt.

Because for t ∈ R+, 1− cos(wt) > 0, the right hand side is null only if almost everywhere

b(0)Kα(t) + αΛα(t) = 0.

This leads to a contradiction because for all t > 0, Kα(t) > 0 and Λα(t) ≥ 0. Following
the argument of Lemma 3.23, the solutions of (4.41) are within a cone and are isolated. We
deduce that

λ′α := − sup{<(z) | z ∈ C∗, <(z) > −λ∗α, equation (4.41) holds}

is strictly positive. This ends the proof of the first point.

Proof of Theorem 4.14, second point. Assume that infx≥0 f(x) + b′(x) ≥ 0. By Proposi-
tion 4.5, to show uniqueness of the non-trivial invariant measure, it suffices to prove that
the continuous function α 7→ α

γ(α) is strictly increasing on R∗+. Note that by (4.21) and (4.22),
we have

∀t ≥ 0, [b(ϕαt (0)) + α] exp

(
−
∫ t

0
b′(ϕαu(0))du

)
= b(0) + α.

We deduce that for all α > 0

α

γ(α)

(3.10)
= α

∫ ∞

0
Hα(t)dt

=
α

b(0) + α

∫ ∞

0
[b(ϕαt (0)) + α] exp

(
−
∫ t

0
b′(ϕαu(0))du

)
Hα(t)dt

=
α

b(0) + α

∫ ∞

0
[b(ϕαt (0)) + α] exp

(
−
∫ t

0
(f + b′)(ϕαu(0))du

)
dt

The changes of variable θ = ϕαu(0) and x = ϕαt (0) shows that

α

γ(α)
=

α

b(0) + α

∫ σα

0
exp

(
−
∫ x

0

(f + b′)(θ)
b(θ) + α

dθ

)
dx.
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Note that the function α 7→ α
b(0)+α is non-decreasing and α 7→ σα is strictly increasing.

Moreover, because f + b′ ≥ 0, for all fixed x, the function

α 7→ exp

(
−
∫ x

0

(f + b′)(θ)
b(θ) + α

dθ

)

is non-decreasing. It ends the proof.

4.7 Proof of Theorem 4.13

4.7.1 Structure of the proof

Let α > 0. We recall that J(α) := α
γ(α) > 0. Let ν∞α be the corresponding invariant measure.

Define:
∀ν ∈M(f2),∀h ∈ L∞λ , Φ(ν,h) := J(α)rνα+h − (α+ h). (4.42)

Proposition 4.31. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Let λ∗α > 0 be given by (3.14). Then for all λ ∈ (0, λ∗α), there
exists a constant δ > 0 (only depending on b, f, α and λ) such that

∀ν ∈M(f2), ∀h ∈ B∞λ (0, δ), Φ(ν,h) ∈ L∞λ .

Such result was proved in Chapter 3 (see Proposition 3.36), with slightly different assumptions.
We recall the main steps and adapt the proof to our assumptions in Section 4.7.2.

Proposition 4.32. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Let λ ∈ (0, λ∗α) and S ∈ Sα. There exists δ > 0 (only depending
on b, f, α, λ and S) such that

1. The function Φ :MS(f2)×B∞λ (0, δ)→ L∞λ is continuous.

2. For a fixed ν ∈ MS(f2), the function Φ(ν, ·) is Fréchet differentiable at h ∈ B∞λ (0, δ).
We denote by DhΦ(ν,h) ∈ L(L∞λ , L

∞
λ ) its derivative.

3. The function (ν,h) 7→ DhΦ(ν,h) is continuous.

The proof is given in Section 4.7.3. We are looking for the zeros of Φ: if Φ(ν,h) = 0, then
a := α+ h solves (1.11) and Xν

t = Y a,ν
t,0 solves (1.2). So

at = α+ ht = J(α)Ef(Xν
t ),

and
ht = J(α)Ef(Xν

t )− α ∈ L∞λ .
The strategy is thus to apply the implicit function theorem. We have Φ(ν∞α , 0) = 0. Consider
the differential of Φ with respect to the external current h at the point (ν,h) = (ν∞α , 0):

DhΦ(ν∞α , 0) : L∞λ → L∞λ
c 7→ −c+ J(α)Dhr

ν∞α
α · c
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Proposition 4.33. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Let λ∗α > 0 be given by Proposition 4.31. Then it holds that

∀c ∈ L∞λ , DhΦ(ν∞α , 0) · c = −c+ J(α)Θα ∗ c,

where the function Θα : R+ → R is given by (4.8).

We prove this proposition in Section 4.7.4.

Proposition 4.34. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Assume moreover that (4.9) holds. Let Ωα be the resolvent of
J(α)Θα, that is the solution of (4.16). Then for all λ′ ∈ (0, λ′α), Ωα belongs to L1

λ′, and the
linear operator DhΦ(ν∞α , 0) ∈ L(L∞λ′ ;L

∞
λ′ ) is invertible, with inverse given by

[DhΦ(ν∞α , 0)]−1 : L∞λ′ → L∞λ′
c 7→ −c− Ωα ∗ c.

(4.43)

Proof. First, by Lemma 2.20 eq. (4.16) has a unique solution. So Ωα(t) is well-defined on R+.
We extend Θα and Ωα to R by setting

∀t ∈ R, Θα(t) := Θα(t)1R+(t) and Ωα(t) := Ωα(t)1R+(t).

Let λ′ ∈ (0, λ′α). From (4.16), it holds that for all t ∈ R,

Ωα(t)eλ
′t = J(α)Θα(t)eλ

′t +

∫

R
J(α)Θα(t− u)eλ

′(t−u)Ωα(u)eλ
′udu.

We apply the Whole-line Paley-Wiener theorem (Theorem 3.24) with k(t) := Θα(t)eλ
′t. It

holds that for all y ∈ R

k̂(iy) = J(α)

∫ ∞

0
e−iyt+λ

′tΘα(t)dt = J(α)Θ̂α(iy − λ′)
λ′<λ′α
6= 1.

So Ωα(t)eλ
′t ∈ L1(R). That is Ωα ∈ L1

λ′ . Consider now c ∈ L∞λ′ . The eq. DhΦ(ν∞α , 0) · d = c
writes

d = −c+ J(α)Θα ∗ d.
Solving this using the resolvent Ωα (see Lemma 2.22), we find

d = −c− Ωα ∗ c.

By Lemma 4.18, it holds that d ∈ L∞λ′ . Moreover if d = 0, then c = 0. Overall Φ(ν∞α , 0) is
invertible, with inverse given by (4.43). This ends the proof.

Consequently, if (4.9) holds, we can define the following iteration scheme:

h0 := 0, hn+1 = hn − [DhΦ(ν∞α , 0)]−1 · Φ(ν,hn). (4.44)
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Equivalently, setting an := hn + α one has

an+1 = α+ hn+1

= α+ hn − (−Φ(ν,hn)− Ωα ∗ Φ(ν,hn))

= J(α)rνan + Ωα ∗ (J(α)rνan − an),

and so
a0 := α, an+1 = J(α)rνan + Ωα ∗ (J(α)rνan − an). (4.45)

Remark 4.35. This scheme is actually a refinement of the “standard” Picard scheme (3.27):

an+1 = J(α)rνan , a0 := α.

This Picard scheme may not converge if J(α) is not small enough. Note that (4.44) is an
approximation of the Newton scheme, which would be:

h0 := 0, hn+1 := hn − [DhΦ(ν,hn)]−1 · Φ(ν,hn).

We prefer to use (4.44) for simplicity (by doing so we lost in the speed of convergence of the
scheme, but it does not matter here).

We now prove that the scheme (4.44) converges to some h(ν) ∈ L∞λ′ with Φ(ν,h(ν)) = 0. This
gives the proof of Theorem 4.13.

Proof of Theorem 4.13. Let 0 < λ′ < λ′α. We have hn+1 = Tν(hn), with:

Tν : L∞λ′ → L∞λ′
h 7→ h− [DhΦ(ν∞α , 0)]−1 · Φ(ν,h)

Claim. Let ε > 0 be fixed. We can find small enough ρ, ρ′ > 0 with ρ′ < ε such that
d(ν, ν∞α ) < ρ implies

Tν(B∞λ′ (0, ρ
′)) ⊂ B∞λ′ (0, ρ′).

Indeed we have
DhTν(h) = I − [DhΦ(ν∞α , 0)]−1DhΦ(ν,h),

which is close to zero because (ν,h) 7→ DhΦ(ν,h) is continuous at (ν∞α , 0). It follows that for
ρ and ρ′ small enough, we have

∀ν ∈MS(f2),∀h ∈ L∞λ′ , d(ν, ν∞α ) < ρ and ||h||∞λ′ ≤ ρ′ =⇒ |||DhTν(h)|||∞λ′ ≤ 1
2 . (4.46)

Without loss of generality, such ρ′ can be chosen smaller that ε. Moreover, for ρ small enough

||Tν(0)||∞λ′ ≤ |||[DhΦ(ν∞α , 0)]−1|||∞λ′ ||Φ(ν, 0)||∞λ′ ≤ ρ′

2 .

It follows that if d(ν, ν∞α ) < ρ and ||h||∞λ′ ≤ ρ′, then

||Tν(h)||∞λ′ ≤||Tν(h)− Tν(0)||∞λ′ + ||Tν(0)||∞λ′
≤ 1

2 ||h||∞λ′ + ρ′

2

≤ ρ′.
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We use that B∞λ′ (0, ρ
′) 3 h 7→ Tν(h) is 1

2 -Lipschitz (as a consequence of (4.46)). It follows
that Tν has a unique fixed point h(ν) ∈ L∞λ′ such that ||h(ν)||∞λ′ ≤ ρ′ < ε. Moreover we have

lim
n→∞

||hn − h(ν)||∞λ′ = 0.

This fixed point satisfies [DhΦ(ν∞α , 0)]−1·Φ(ν,h(ν)) = 0. So Proposition 4.34 yields Φ(ν,h(ν)) =
0. Consequently we have

J(α)E f(Xν
t ) = α+ h(ν).

We deduce that ν∞α is exponentially stable, in the sense of Definition 4.9.

Remark 4.36. This construction follows precisely the standard proof of the implicit function
theorem. At any step n, the Picard iteration hn+1 = Tν(hn) is continuous in ν. We know
in this case that the fixed point h(ν) is itself continuous in ν because by (4.46), the Lipschitz
constant of Tν is uniformly bounded in ν.

4.7.2 Proof of Proposition 4.31

We follow the proof of Proposition 3.36 and stress the differences, due to our different as-
sumptions. For instance, in Proposition 3.36, we assumed b to be bounded and assume the
uniform in time control (3.3) of the deterministic flow. Such assumption is replaced here by
Assumption 4.6.

Given α, λ > 0 and h ∈ L∞λ we write:

h 7→ H̄α
h := Hα+h −Hα (4.47)

h 7→ K̄α
h := Kα+h −Kα

Lemma 4.37. Consider f and b satisfying Assumptions 4.1, 4.2. Let α > 0 be such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)). There exists a constant δ > 0 and a function
η ∈ L1 ∩ L∞(R+,R+) such that for all (t, s) ∈ ∆ and h ∈ L∞λ with ||h||∞λ < δ, it holds

|H̄α
h |(t, s) ≤ ||h||∞λ e−λtη(t− s),

|K̄α
h |(t, s) ≤ ||h||∞λ e−λtη(t− s).

In particular, H̄α
h ∗ 1 ∈ V1

λ and

||H̄α
h ||1λ ≤ ||h||∞λ ||η||1, ||H̄α

h ∗ 1||1λ ≤
||h||∞λ ||η||1

λ
.

The same inequalities holds for K̄α
h .

Remark 4.38. The constant δ and the function η only depend on α, b, f and λ. This result
is a generalization of Lemma 3.32, (with a = α+ h). Among the differences, we now assume
that the perturbation h is small (||h||∞λ < δ).
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Proof. We prove only the result for H̄α
h . Using the inequality |e−A − e−B| ≤ e−A∧B|A − B|,

valid for all A,B ≥ 0, we have

|H̄α
h |(t, s) ≤ exp

(
−
∫ t

s
f(ϕα+h

u,s (0)) ∧ f(ϕαu,s(0))du

)∫ t

s

∣∣∣f(ϕα+h
u,s (0))− f(ϕαu,s(0))

∣∣∣ du.

Let λ ∈ (0, f(σα)). We distinguish the cases σα = +∞ and σα <∞.
Case σα =∞. We choose

δ :=
1

2

[
inf
x≥0

b(x) + α

]
> 0.

Let h ∈ L∞λ , with ||h||∞λ < δ. For all u ∈ [s, t], it holds that

∣∣∣f(ϕα+h
u,s (0))− f(ϕαu,s(0))

∣∣∣ =

∣∣∣∣∣

∫ ϕα+h
u,s (0)

ϕαu,s(0)
f ′(θ)dθ

∣∣∣∣∣
Ass. 4.2(b)

≤ Cf(ϕα+h
u,s (0)∨ϕαu,s(0))

∣∣∣ϕα+h
u,s (0)− ϕαu,s(0)

∣∣∣ .

So, using that δ < α, Lemma 4.23 yields the existence of a constant C such that
∣∣∣f(ϕα+h

u,s (0))− f(ϕαu,s(0))
∣∣∣ ≤ CepL(u−s)

∣∣∣ϕα+h
u,s (0)− ϕαu,s(0)

∣∣∣ .

Moreover, by Lemma 4.20 we have

∣∣∣ϕα+h
u,s (0)− ϕαu,s(0)

∣∣∣ ≤
∫ u

s
eL(u−θ)|hθ|dθ ≤

||h||∞λ
L

e−λseL(u−s).

We deduce that there exists another constant C such that
∫ t

s

∣∣∣f(ϕα+h
u,s (0))− f(ϕαu,s(0))

∣∣∣ du ≤ C||h||∞λ e−λse(p+1)L(t−s) = C||h||∞λ e−λte((p+1)L+λ)(t−s).

To conclude, note that
d

dt
ϕα+h
t,s (0) ≥ δ

2 ,

and so ϕα+h
t,s (0) ≥ δ(t−s)

2 : we can find a constant C (only depending on b, δ, α and λ) such
that

exp

(
−
∫ t

s
f(ϕα+h

u,s (0)) ∧ f(ϕαu,s(0))du

)
≤ Ce−((p+1)L+λ+1)(t−s),

and the result follows.
Case σα < ∞. Define µ := λ ∧ `α/2. By Lemma 4.22, there exists constants δ > 0 and Cµ
such that for all h ∈ L∞λ with ||h||∞µ < δ one has

|ϕα+h
t,s (0)− σα| ≤ Cµe−µ(t−s), (4.48)

and

|ϕα+h
t,s (0)− ϕαt,s(0)| ≤ Cµ

∫ t

s
|hu|du. (4.49)

Let h ∈ L∞λ with ||h||∞λ < δ. Because µ ≤ λ, one has h ∈ L∞µ . Let ε := (f(σα) − λ)/2. By
(4.48) and by continuity of f at σα, there exists another constant Cµ such that

|H̄α
h(t, s)| ≤ Cµe−(λ+ε)(t−s)

∫ t

s

∣∣∣ϕα+h
u,s (0)− ϕαu,s(0)

∣∣∣ du.
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Moreover by (4.49) one has
∫ t

s

∣∣∣ϕα+h
u,s (0)− ϕαu,s(0)

∣∣∣ du ≤ Cµ
∫ t

s

∫ u

s
|hθ|dθdu

≤ Cµ||h||∞λ e−λteλ(t−s) (t− s)2

2
.

Altogether there exists another constant Cµ such that

|H̄α
h(t, s)| ≤ Cµ||h||∞λ e−λt(t− s)2e−ε(t−s).

This ends the proof.

Proposition 4.39. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Let λ ∈ (0, λ∗α). There exists a constant δ > 0 (only depending on
b, f, α and λ) such that for any h ∈ L∞λ with ||h||∞λ < δ:

1. The following function V α
h belongs to V1

λ:

V α
h := K̄α

h + ξα ∗ K̄α
h − γ(α)H̄α

h ∈ V1
λ. (4.50)

2. Let Qαh be the solution of the Volterra equation

Qαh = V α
h + V α

h ∗Qαh, (4.51)

It holds that Qαh ∈ V1
λ.

3. The function
ξα+h(t, s) := rα+h(t, s)− γ(α)

satisfies ξα+h ∈ V1
λ. Moreover one has the explicit decomposition

ξα+h = ξα +Qαh +Qαh ∗ ξα + γ(α)(Qαh ∗ 1). (4.52)

Proof. This is Proposition 3.34 with a := α + h, ∆K := V α
h and ∆r := Qαh. Note that δ has

to be chosen smaller than the δ of Lemma 4.37 and such that

δ < α ∧ 1

||η||1(1 + λ−1)(1 + ||ξα||1λ + γ(α))
,

where η is given in Lemma 4.37.

Finally, we consider a general initial condition ν ∈M(f2).

Proposition 4.40. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be
such that Assumption 4.6 holds. Let λ ∈ (0, λ∗α). Consider δ > 0 be given by the previous
proposition. For all h ∈ L∞λ such that ||h||∞λ < δ and for all ν ∈M(f2) define:

ξνα+h(t) := rνα+h(t)− γ(α).

It holds that ξνα+h ∈ L∞λ . Moreover, we have the explicit decomposition

ξνα+h = Kν
α+h − γ(α)Hν

α+h + ξα+h ∗Kν
α+h. (4.53)
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Again, this is Proposition 3.36 with a := α+ h. In particular, (4.53) yields

Φ(ν,h) = J(α)ξνα+h − h ∈ L∞λ ,
which ends the proof of Proposition 4.31.

4.7.3 Regularity of Φ: Proof of Proposition 4.32

Continuity of ν 7→ Φ(ν, h).

Proposition 4.41. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such
that Assumption 4.6 holds. Let λ ∈ (0, λ∗α) and fix h ∈ L∞λ such that ||h||∞λ < δ, where δ is
given by Proposition 4.31. The function

M(f2) 3 ν 7→ Φ(ν,h) ∈ L∞λ
is continuous.

Proof. Let a := α + h. Fix µ, ν ∈ M(f2). Solving the Volterra equation (2.7) in term of its
resolvent ra gives

rνa = Kν
a + ra ∗Kν

a.

It follows that
rνa − rµa = Kν

a −Kµ
a + ra ∗ (Kν

a −Kµ
a).

Using that ra = γ(α) + ξa, where ξa ∈ V1
λ, we have

rνa − rµa = Kν
a −Kµ

a + γ(α) ∗ (Kν
a −Kµ

a) + ξa ∗ (Kν
a −Kµ

a).

Moreover the identity
1 ∗Kν

a = 1−Hν
a,

yields
rνa − rµa = Kν

a −Kµ
a − γ(α)(Hν

a −Hµ
a) + ξa ∗ (Kν

a −Kµ
a).

To conclude we use:
Claim: There exists a constant C > 0 only depending on b, f , α, λ and δ such that

|Hν
a −Hµ

a |(t) + |Kν
a −Kµ

a |(t) ≤ Ce−λtd(ν, µ).

Proof of the Claim. By Lemma 4.25, there is a constant C > 0 such that for all x ≥ 0 and
t ≥ 0

Hx
a(t) ≤ Ce−λt and Kx

a(t) ≤ C(1 + f(x))e−λt.

So

|Hν
a−Hµ

a |(t) =

∣∣∣∣
∫ ∞

0
Hx

a(t)ν(dx)−
∫ ∞

0
Hx

a(t)µ(dx)

∣∣∣∣ ≤
∫ ∞

0
Hx

a(t)|ν − µ|(dx) ≤ Ce−λtd(ν, µ).

Similarly,

|Kν
a −Kµ

a |(t) ≤
∫ ∞

0
Kx

a(t)|ν − µ|(dx) ≤ Ce−λtd(ν, µ).

This ends the proof.
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Differentiability of h 7→ Φ(ν, h).

Lemma 4.42. Consider b and f satisfying Assumptions 4.1 and 4.2. Consider α > 0 and
λ ∈ (0, f(σα)). Let x ≥ 0 and t ≥ s be fixed. The function L∞λ 3 h 7→ Hx

α+h(t, s) ∈ R is C1

and

∀c ∈ L∞λ ,
[
DhH

x
α+h · c

]
(t, s) = −Hx

α+h(t, s)

∫ t

s
f ′(ϕα+h

u,s (x))
[
Dhϕ

α+h
u,s (x) · c

]
du. (4.54)

Similarly L∞λ 3 h 7→ Kx
α+h(t, s) ∈ R is C1 and

∀c ∈ L∞λ ,
[
DhK

x
α+h · c

]
= − d

dt

[
DhH

x
α+h · c

]
(t, s). (4.55)

Proof. The result follows from Lemma 4.20(c), from the fact that f is C1 and from the explicit
expressions of H and K. It suffices to apply the chain rule for Fréchet derivatives.

Lemma 4.43. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)) and S ∈ Sα. There exists δ > 0 and a function
η ∈ L1∩L∞(R+,R+) (both only depending on b, f , α, λ and S) such that for all ν ∈MS(f2),
for all h, h̃ ∈ L∞λ with ||h||∞λ < δ and ||h− h̃||∞λ < δ/2, one has

∀x ∈ S,∀t ≥ s,
∣∣∣Hx

α+h̃
(t, s)−Hx

α+h(t, s)−DhH
x
α+h(t, s) · (h̃− h)

∣∣∣

≤
[
||h̃− h||∞λ e−λs

]2 (
1 + f2(x)

)
e−λ(t−s)η(t− s), (4.56)

where DhH
x
α+h is given by (4.54). A similar result holds for Kx

α+h.

Proof. Let h, h̃ ∈ L∞λ such that ||h||∞λ < δ and ||h̃ − h||∞λ < δ/2, where δ will be specified
later. Fix t ≥ s. We use the following inequality, valid for every A,B ∈ R:

|e−B − e−A + (B −A)e−A| ≤ (B −A)2
(
e−A + e−B

)
, (4.57)

with

A :=

∫ t

s
f(ϕα+h

u,s (x))du and B :=

∫ t

s
f(ϕα+h̃

u,s (x))du.

The Taylor formula gives for all u ≥ s

f(ϕα+h̃
u,s (x)) =f(ϕα+h

u,s (x)) + f ′(ϕα+h
u,s (x))

[
ϕα+h̃
u,s (x)− ϕα+h

u,s (x)
]

+

∫ ϕα+h̃
u,s (x)

ϕα+h
u,s (x)

(ϕα+h̃
u,s (x)− v)f ′′(v)dv

=f(ϕα+h
u,s (x)) + f ′(ϕα+h

u,s (x))
[
Dhϕ

α+h
u,s (x) · (h̃− h)

]

+ f ′(ϕα+h
u,s (x))

[
ϕα+h̃
u,s (x)− ϕα+h

u,s (x)−Dhϕ
α+h
u,s (x) · (h̃− h)

]

+

∫ ϕα+h̃
u,s (x)

ϕα+h
u,s (x)

(ϕα+h̃
u,s (x)− v)f ′′(v)dv.
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So

B −A =

∫ t

s
f ′(ϕα+h

u,s (x))Dhϕ
α+h
u,s (x) · (h̃− h)du+ ε1(t, s) + ε2(t, s),

with:

ε1(t, s) :=

∫ t

s
f ′(ϕα+h

u,s (x))
[
ϕα+h̃
u,s (x)− ϕα+h

u,s (x)−Dhϕ
α+h
u,s (x) · (h̃− h)

]
du,

ε2(t, s) :=

∫ t

s

∫ ϕα+h̃
u,s (x)

ϕα+h
u,s (x)

(ϕα+h̃
u,s (x)− v)f ′′(v)dvdu.

Note that e−A = Hx
α+h(t, s) and e−B = Hx

α+h̃
(t, s). We deduce from (4.57) that

∣∣∣Hx
α+h̃

(t, s)−Hx
α+h(t, s)−DhH

x
α+h(t, s) · (h̃− h)

∣∣∣ ≤
(B −A)2(e−A + e−B) + e−A|ε1(t, s)|+ e−A|ε2(t, s)|.

We denote by C any constant that may depend on b, f, λ, δ and S and may change from line
to line. We distinguish the case σα =∞ and σα <∞.
Case σα =∞. Let δ := 1

2 infx≥0 b(x) + α. First, using Assumption 4.2(b) and Lemma 4.23,
there exists a constant C such that

∀x ≥ 0,∀u ≥ s,
∣∣∣f ′(ϕα+h

u,s (x))
∣∣∣ ≤ C[1 + f(x)]epL(u−s).

So

|ε1(t, s)| ≤ C[1 + f(x)]epL(t−s)
∫ t

s

∣∣∣ϕα+h̃
u,s (x)− ϕα+h

u,s (x)−Dhϕ
α+h
u,s (x) · (h̃− h)

∣∣∣ du
(4.24)

≤ C[1 + f(x)]epL(t−s)
[
||h̃− h||∞λ e−λs

]2
e2L(t−s).

By Lemma 4.25, for all θ > 0 we can find a constant C (that also depends on θ) such that

∀t ≥ s, sup
x≥0

Hx
α+h(t, s) ≤ Ce−θ(t−s),

which implies that there exists C such that

e−A|ε1(t, s)| ≤ C
[
||h̃− h||∞λ

]2
[1 + f(x)]e−(λ+1)(t−s).

Secondly, we have for all v ∈ [ϕα+h
t,s (x), ϕα+h̃

t,s (x)],

|f ′′(v)|
(4.2)

≤ C(1 + f(v)) ≤ C(1 + f(x))eLp(t−s),

and so using (4.20) we deduce that

e−A|ε2(t, s)| ≤ C
[
||h̃− h||∞λ e−λs

]2
[1 + f(x)]e−(λ+1)(t−s).
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Finally we have by (4.20)

|B−A| ≤ C(1+f(x))eLp(t−s)
∫ t

s

∣∣∣ϕα+h̃
u,s (x)− ϕα+h

u,s (x)
∣∣∣ du ≤ C(1+f(x))

[
||h̃− h||∞λ e−λs

]
eL(p+1)(t−s).

So there exists another constant C such that

(B −A)2(e−A + e−B) ≤ C
[
||h̃− h||∞λ e−λs

]2
[1 + f(x)]e−(λ+1)(t−s).

This ends to proof.
Case σα <∞. Define µ := λ∧ `α/2. By Lemma 4.22, the exists a constant δ > 0 and C such
that for all h ∈ L∞λ with ||h||∞µ < δ one has

∀x ∈ S, ∀t ≥ s, |ϕα+h
t,s (x)− σα| ≤ Ce−µ(t−s).

Using (4.28), there exists C such that

|ε1(t, s)| ≤ C(t− s)
[
||h̃− h||e−λs

]2
.

Using (4.27), we deduce that the same inequality is satisfied by |ε2(t, s)|. Moreover, let
ε ∈ (λ, f(σα)), there exists a constant C (that also depends on ε) such that

∀x ∈ S, ∀t ≥ s, Hx
α+h(t, s) +Hx

α+h̃
(t, s) ≤ Ce−(λ+ε)(t−s).

Finally, by (4.27)

(B −A)2 ≤ C
[
||h̃− h||∞λ e−λs

]2
(t− s)2.

Combining the estimates, the result follows.

Lemma 4.44. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)) and S ∈ Sα. There exists δ > 0 and a function
η ∈ L1 ∩ L∞(R+,R+) (both only depending on b, f , α, λ and S) such that for all h, c ∈ L∞λ
with ||h||∞λ < δ

∀x ∈ S,∀t ≥ s,
∣∣[DhH

x
α+h · c

]
(t, s)

∣∣ ≤ (1 + f(x))
[
||c||∞λ e−λs

]
e−λ(t−s)η(t− s).

Moreover, for all h, h̃, c ∈ L∞λ with ||h||∞λ ∨ ||h̃||∞λ < δ and for all x ∈ S
∣∣∣
[
DhH

x
α+h̃
· c
]
(t, s)−

[
DhH

x
α+h · c

]
(t, s)

∣∣∣ ≤
(
1 + f2(x)

) [
||c||∞λ ||h̃− h||∞λ e−2λs

]
e−λ(t−s)η(t−s).

Similar inequalities holds for DhK
x
α+h.

Proof. Let δ > 0 be given by Lemma 4.43. We denote by C any constant only depending on
b, f, α, λ and S. We start with the first inequality. Let c ∈ L∞λ .
Case σα =∞. We have, using Assumption 4.2(b) and (4.23)
∣∣∣∣
∫ t

s
f ′(ϕα+h

u,s (x))
[
Dhϕ

α+h
u,s (x) · c

]
du

∣∣∣∣ ≤ C(1 + f(x))eLp(t−s)
∫ t

s

∫ u

s
|cθ| exp

(∫ u

θ
b′(ϕα+h

v,s (x))dv

)
dθdu

≤ C(1 + f(x))
[
||c||∞λ e−λs

]
e(p+1)L(t−s).
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So there exists a constant C such that
∣∣[DhH

x
α+h · c

]
(t, s)

∣∣ ≤ C(1 + f(x))||c||∞λ e−(λ+1)(t−s).

Case σα <∞. The proof is similar. We use that exp
(∫ u
θ b
′(ϕα+h

v,s (x))dv
)

is bounded (because
b′(σα) < 0).
We now prove the second inequality. The triangular inequality yields

∣∣∣
[
DhH

x
α+h̃
· c
]

(t, s)−
[
DhH

x
α+h · c

]
(t, s)

∣∣∣

≤
∣∣∣Hx

α+h̃
(t, s)−Hx

α+h(t, s)
∣∣∣
∣∣∣∣
∫ t

s
f ′(ϕα+h̃

u,s (x))
[
Dhϕ

α+h̃
u,s (x) · c

]
du

∣∣∣∣

+Hx
α+h(t, s)

∫ t

s

∣∣∣f ′(ϕα+h̃
u,s (x))− f ′(ϕα+h

u,s (x))
∣∣∣
[
Dhϕ

α+h
u,s (x) · c

]
du

+Hx
α+h(t, s)

∫ t

s

∣∣∣f ′(ϕα+h̃
u,s (x))

∣∣∣
∣∣∣Dhϕ

α+h̃
u,s (x) · c−Dhϕ

α+h
u,s (x) · c

∣∣∣ du

=: A1 +A2 +A3.

Case σα = +∞. First one has
∣∣∣∣
∫ t

s
f ′(ϕα+h̃

u,s (x))
[
Dhϕ

α+h̃
u,s (x) · c

]
du

∣∣∣∣ ≤ C(1 + f(x))epL(t−s)
∫ t

s

∣∣∣Dhϕ
α+h̃
u,s (x) · c

∣∣∣ du

≤ C(1 + f(x))
[
||c||∞λ e−λs

]
eL(p+1)(t−s).

Moreover, following the same arguments of Lemma 4.37, for all θ ≥ 0 there exists a constant
C (also depending on θ) such that

∀x ≥ 0,∀t ≥ s,
∣∣∣Hx

α+h̃
(t, s)−Hx

α+h(t, s)
∣∣∣ ≤ C(1 + f(x))

[
||h̃− h||∞λ e−λs

]
e−θ(t−s).

We deduce that A1 satisfies the inequality stated in the lemma. For A2, we have using
Assumption 4.2

∣∣∣f ′(ϕα+h̃
u,s (x))− f ′(ϕα+h

u,s (x))
∣∣∣ ≤ C(1 + f(x))eLp(t−s)

∣∣∣ϕα+h̃
u,s (x)− ϕα+h

u,s (x)
∣∣∣

≤ C(1 + f(x))
[
||h̃− h||∞λ e−λs

]
eL(p+1)(t−s).

So, A2 also satisfied the stated inequality. Finally, for A3, we have

A3 ≤ Hx
α+h(t, s) C(1 + f(x))eLp(t−s)

∫ t

s

∣∣∣Dhϕ
α+h̃
u,s (x) · c−Dhϕ

α+h
u,s (x) · c

∣∣∣ du.

Moreover by (4.23) one has

∣∣∣Dhϕ
α+h̃
t,s (x) · c−Dhϕ

α+h
t,s (x) · c

∣∣∣ ≤
∫ t

s
|cu|

∣∣∣∣exp

(∫ t

u
b′(ϕα+h̃

θ,s (x))dθ

)
− exp

(∫ t

u
b′(ϕα+h

θ,s (x))dθ

)∣∣∣∣ du

Using the inequality |eA − eB| ≤ |A−B|(eA + eB)) one obtains
∣∣∣∣exp

(∫ t

u
b′(ϕα+h

θ,s (x))dθ

)
− exp

(∫ t

u
b′(ϕα+h

θ,s (x))dθ

)∣∣∣∣ ≤ CeL(t−u)

∫ t

u
|ϕα+h̃
θ,s (x)− ϕα+h

θ,s (x)|dθ

(4.20)

≤ Ce2L(t−s)||h− h̃||∞λ e−λs
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So ∣∣∣Dhϕ
α+h̃
t,s (x) · c−Dhϕ

α+h
t,s (x) · c

∣∣∣ ≤ C
[
||c||∞λ ||h− h̃||∞λ e−2λs

]
e2L(t−s).

We deduce that A3 also satisfies the inequality stated in the lemma. This ends the proof.
Case σα <∞. The proof is similar using, as before, the estimates of Lemma 4.22.

Lemma 4.45. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 be such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)) and S ∈ Sα. There exists δ > 0 (only depending
on b, f , α, λ and S) such that for all ν ∈ MS(f2), the following functions are Fréchet
differentiable

B∞λ (0, δ) → L∞λ
h 7→

[
t 7→ Hν

α+h(t, 0)
]
,

B∞λ (0, δ) → L∞λ
h 7→

[
t 7→ Kν

α+h(t, 0)
]
.

Moreover, the functions MS(f2)×B∞λ (0, δ) 3 (ν,h) 7→ DhH
ν
α+h ∈ L(L∞λ , L

∞
λ ) and (ν,h) 7→

DhK
ν
α+h are continuous.

Proof. Lemma 4.43 (with s = 0) proves the result for ν = δx. By integrating the inequality
(4.56) with respect to ν, the result is extended to any ν ∈ MS(f2). The continuity of
(ν,h) 7→ DhH

ν
α+h follows from the second estimate of Lemma 4.44. The proof for Kν

α+h is
similar.

Similarly we have

Lemma 4.46. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)). There exists δ > 0 (only depending on b, f , α and
λ) such that the following functions are C1:

B∞λ (0, δ) → V1
λ

h 7→
[
(t, s) 7→ Hα+h(t, s)

]
,

B∞λ (0, δ) → V1
λ

h 7→
[
(t, s) 7→ Kα+h(t, s)

]
.

and

B∞λ (0, δ) → V1
λ

h 7→
[
(t, s) 7→ (H̄α

h ∗ 1)(t, s)
]
,

B∞λ (0, δ) → V1
λ

h 7→
[
(t, s) 7→ (K̄α

h ∗ 1)(t, s)
]
.

Proof. The proof for the first two functions follows immediately from Lemma 4.43. We prove
the result for H̄α

h ∗ 1 (recall that H̄α
h is defined by (4.47)). Note that Lemma 4.18 cannot

be applied because 1 /∈ V1
λ. Nevertheless, by Lemma 4.43, there exists δ > 0 and η ∈

L1 ∩ L∞(R+,R+) such that for all h, h̃ ∈ L∞λ with ||h||∞λ < δ and ||h̃− h||∞λ < δ/2 one has,
for all t ≥ u:

∣∣∣Hα+h̃(t, u)−Hα+h(t, u)−DhHα+h(t, u) · (h̃− h)
∣∣∣ ≤

[
||h̃− h||∞λ e−λu

]2
e−λ(t−u)η(t− u).
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Let t ≥ s. We integrate this inequality with respect to u on [s, t] obtain

∣∣∣
(
H̄α

h̃
∗ 1
)

(t, s)−
(
H̄α

h ∗ 1
)

(t, s)−
(
DhHα+h · (h̃− h) ∗ 1

)
(t, s)

∣∣∣

≤
[
||h̃− h||∞λ

]2
e−λt

∫ t

s
e−λuη(t− u)du

≤
[
||h̃− h||∞λ

]2
e−λte−λs||η||1.

So,

||H̄α
h̃
∗ 1− H̄α

h ∗ 1−
(
DhHα+h · (h̃− h) ∗ 1

)
||1λ ≤

[
||h̃− h||∞λ

]2 ||η||1
2λ

.

This proves that h 7→ H̄α
h is Fréchet differentiable. The continuity of the derivative follows

from Lemma 4.44: it suffices to similarly integrate the estimates for u between s and t.

Lemma 4.47. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. There exists δ > 0, only depending on b, f , α and λ, such that the
following function is C1

B∞λ (0, δ) → V1
λ

h 7→ ξα+h := rα+h − γ(α).

Proof. The proof relies on formula (4.52). First, one proves that the function h 7→ V α
h is C1

from B∞λ (0, δ) to V1
λ. This follows from its explicit expression (4.50):

V α
h = K̄α

h + ξα ∗ K̄α
h − γ(α)H̄α

h

We use here Lemma 4.46. Now, it is clear from Lemma 4.37 that for all h ∈ L∞λ with
||h||∞λ < δ one has

||V α
h ||1λ ≤ ||η||1

[
1 + ||ξα||1λ + γ(α)

]
||h||∞λ < 1.

Using Lemma 4.19 we deduce that the function

h 7→ R(V α
h ) = Qαh

is C1. It remains to check that h 7→ Qαh ∗ 1 is also C1. From (4.51), we have

Qαh ∗ 1 = V α
h ∗ 1 +Qαh ∗ (V α

h ∗ 1),

and so using Lemma 4.18, it suffices to show that

h 7→ V α
h ∗ 1 = (K̄α

h ∗ 1) + ξα ∗ (K̄α
h ∗ 1)− γ(α)(H̄α

h ∗ 1)

is C1. This is a consequence of Lemma 4.46. Finally, (4.52) ends the proof.

To end the proof of Proposition 4.32, it remains to show that:
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Lemma 4.48. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)) and S ∈ Sα. There exists δ > 0 small enough (δ
only depending on b, f , α, λ and S) such that for all ν ∈ MS(f2), the following function is
Fréchet differentiable

B∞λ (0, δ) → L∞λ
h 7→ ξνα+h,

with a differential at point h given by, for all c ∈ L∞λ :

Dhξ
ν
α+h ·c = DhK

ν
α+h ·c−γ(α)DhH

ν
α+h ·c+ξα+h∗

[
DhK

ν
α+h · c

]
+[Dhξα+h · c]∗Kν

α+h. (4.58)

Moreover, the function

MS(f2)×B∞λ (0, δ) → L(L∞λ , L
∞
λ )

(ν,h) 7→ Dhξ
ν
α+h

is continuous.

Proof. Recall (4.53)
ξνα+h = Kν

α+h − γ(α)Hν
α+h + ξα+h ∗Kν

α+h.

Using Lemmas 4.18, 4.45 and 4.47, we deduce that h 7→ ξνα+h is Fréchet differentiable, with a
derivative given by (4.58). The continuity of (ν,h) 7→ Dhξ

ν
α+h then follows by Lemmas 4.45

and 4.47.

4.7.4 Proof of Proposition 4.33

In this section we grant Assumptions 4.1 and 4.2 and consider α > 0 such that Assumption 4.7
holds. We fix λ ∈ (0, λ∗α) and S ∈ Sα. By Proposition 4.32, there exists δ > 0 (only depending
on b, f , α, λ and S) such that for all h ∈ L∞λ , with ||h||∞λ < δ, the jump rate starting from
ν ∈MS(f2) satisfies

rνα+h = γ(α) + ξνα+h,

for some function h 7→ ξνα+h ∈ C1(B∞λ (0, δ), L∞λ ). We write ν∞ := ν∞α to simplify the notation.
The aim of this section is to compute explicitly Dhξ

ν∞
α , the Fréchet derivative of h 7→ ξν∞α+h

at h = 0. We have

rν∞α+h = Kν∞
α+h +Kα+h ∗ rν∞α+h.

In particular, using that γ(α) ≡ rν∞α , taking h = 0 gives

γ(α) = Kν∞
α +Kα ∗ γ(α).

So we deduce that ξν∞α+h(t) solves

ξν∞α+h = Gα(h) +Kα+h ∗ ξν∞α+h, (4.59)

with
Gα(h) := (Kν∞

α+h −Kν∞
α ) + (Kα+h −Kα) ∗ γ(α). (4.60)
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Definition 4.49. Given s ∈ R+ and h ∈ L∞(R+), we denote by h[s] the function

∀t ∈ R, h[s](t) := ht1{t≥s}.

Lemma 4.50. Consider b and f such that Assumptions 4.1 and 4.2 hold. Let α > 0 and
h ∈ L∞(R+) with ||h||∞ < α. For all t ≥ s ≥ 0 we have

Hν∞
α+h(t, s) = γ(α)

∫ s

−∞
Hα+h[s]

(t, u)du.

Similarly, we have

Kν∞
α+h(t, s) = γ(α)

∫ s

−∞
Kα+h[s]

(t, u)du.

Proof. First note that the second equality is obtained by taking the derivative of the first
equality with respect to t. To prove the first equality, we show that:
Claim: for all T ≥ 0,

Hν∞
α+h(t, s) = γ(α)

∫ s

−T
Hα+h[s]

(t, u)du+Hν∞
α+h[s]

(t,−T ).

Proof of the claim. We rely on a probabilistic argument. Consider (Y
α+h[s],ν∞
u,−T )u∈[−T,t] the

solution of (1.9) starting with law ν∞ at time −T and driven by then current h[s]. At time

s, one has Y
α+h[s],ν∞
s,−T

L
= ν∞α . So

Hν∞
α+h(t, s) = P(Y

α+h[s],ν∞
·,−T does not jump between s and t).

Let τ be the time of the last jump before s:

τ := sup{−T < u < s | Y α+h[s],ν∞
u−,−T 6= Y

α+h[s],ν∞
u,−T },

with the convention that τ = −T if there is no jump between −T and s. We have

Hν∞
α+h(t, s) = E

[
P(Y

α+h[s],ν∞
·,−T does not jump between s and t | τ)

]

= E
[
H
ϕαs,τ (0)

α+h[s]
(t, s)1{τ>−T}

]
+Hν∞

α+h[s]
(t,−T ).

For u ∈ [−T, s], the jump rate E f(Y
α+h[s],ν∞
u,−T ) is constant and equal to γ(α) = ν∞(f). So,

using Lemma 2.16, the law of τ is

L(τ)(du) = γ(α)Hα(s, u)1(−T,s](u)du+Hν∞
α (s,−T )δ−T (du).

Consequently, using h[s](u) = 0 for u < s we have

Hν∞
α+h(t, s) = γ(α)

∫ s

−T
H
ϕαs,u(0)

α+h[s]
(t, s)Hα(s, u)du+Hν∞

α+h[s]
(t,−T ).

= γ(α)

∫ s

−T
H
ϕαs,u(0)

α+h[s]
(t, s)Hα+h[s]

(s, u)du+Hν∞
α+h[s]

(t,−T ).
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Finally, for all u ≤ s ≤ t and h̃ ∈ L∞(R) with ||h̃||∞ < α one has (by the Markov property
at time s)

Hα+h̃(t, u) = Hα+h̃(s, u)H
ϕα+h̃
s,u (0)

α+h̃
(t, s).

Using this identity with h̃ = h[s], the claim follows. It suffices then to let T goes to infinity
to obtain the stated formula, using that

lim sup
T→∞

Hν∞
α+h[s]

(t,−T ) ≤ lim sup
T→∞

Hν∞
α (s,−T ) = 0.

Similarly to the definition of Gα (eq. (4.60)), let:

Lα(h) := (Hν∞
α+h −Hν∞

α ) + (Hα+h −Hα) ∗ γ(α).

Lemma 4.51. Consider b and f satisfying Assumptions 4.1 and 4.2. Let α > 0 such that
Assumption 4.6 holds. Let λ ∈ (0, f(σα)). There exists δ > 0 (only depending on b, f , α and
λ) such that the functions h 7→ Lα(h) and h 7→ Gα(h) are C1(B∞λ (0, δ), L∞λ ). Moreover one
has

Lα(h)(t) = −1 + γ(α)

∫ t

−∞
Hα+h(t, u)du

and

Gα(h)(t) = −γ(α) + γ(α)

∫ t

−∞
Kα+h(t, u)du.

Finally it holds that for all c ∈ L∞λ

[DhGα(h) · c] (t) = − d

dt
[DhLα(h) · c] (t).

Remark 4.52. In these formulas, the perturbation h is extended to R by setting ht := 0 for
t < 0. In other words, we have h ≡ h[0].

Proof. By Lemmas 4.45 and 4.46, the functions Gα(h) and Lα(h) are C1. Moreover we have
using Lemma 4.50 with s = 0:

Hν∞
α+h(t) + (Hα+h ∗ γ(α))(t) = γ(α)

∫ t

−∞
Hα+h(t, u)du.

Setting h ≡ 0 in this equality, one obtains for all t ≥ 0

Hν∞
α (t) + (Hα ∗ γ(α))(t) = γ(α)

∫ t

−∞
Hα(t− u)du = γ(α)

∫ ∞

0
Hα(u)du = 1.

This proves the first identity. The second identity is proved similarly. Finally note that

∀t ≥ 0,
d

dt
Lα(h)(t) = −Gα(h)(t),

and so the equality on the Fréchet derivatives follows.
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Lemma 4.53. Let λ ∈ (0, f(σα)). The derivative of h 7→ Gα(h) at h = 0 is, for all c ∈ L∞λ :

[DhGα(0) · c](t) = Ξα ∗ c(t) =

∫ t

0
Ξα(t− u)cudu,

where the function Ξα is given (4.31).

Proof. Here, h is null so we are in the time homogeneous setting and so ϕαt,s(0) = ϕαt−s(0),
etc. By Lemma 4.51 and eq. (4.54), one has for all c ∈ L∞λ ,

[DhLα(0) · c](t) = γ(α)

∫ t

−∞
[DhHα · c](t, s)ds

= −γ(α)

∫ t

−∞
Hα(t− s)

∫ t

s
f ′(ϕαu−s(0))

[
Dhϕ

α
u−s(0) · c

]
duds

= −γ(α)

∫ t

−∞
Hα(t− s)

∫ t

s
f ′(ϕαu−s(0))

∫ u

s
cθ exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
dθduds.

To obtain the last equality we use (4.23) with h ≡ 0. So, by Fubini:

[DhLα(0)·c](t) = −γ(α)

∫ t

−∞
cθ

[∫ θ

−∞
Hα(t− s)

∫ t

θ
f ′(ϕαu−s(0)) exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
duds

]
dθ.

Using

exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
= exp

(∫ u−s

θ−s
b′(ϕαv (0))dv

)
=
b(ϕαu−s(0)) + α

b(ϕαθ−s(0)) + α
,

we deduce that
∫ t

θ
f ′(ϕαu−s(0)) exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
du =

f(ϕαt−s(0))− f(ϕαθ−s(0))

b(ϕαθ−s(0)) + α
.

By the change of variable s = θ − v one gets

[DhLα(0) · c](t) = −γ(α)

∫ t

−∞
cθ

[∫ ∞

0
Hα((t− θ) + v)

f(ϕα(t−θ)+v(0))− f(ϕαv (0))

b(ϕαv (0)) + α
dv

]
dθ

= −(Ψα ∗ c)(t).

where Ψα(t) is given by (4.30). We use here that cθ = 0 for all θ < 0. Finally, we deduce
from Lemma 4.51 and from Ψα(0) = 0 that

[DhGα(0) · c](t) = − d

dt
[DhLα(0) · c](t) = Ξα ∗ c(t),

with

Ξα(t) = − d

dt
Ψα(t) =

∫ σα

0

d

dx
Kx
α(t)ν∞α (x)dx.

This ends the proof.

We now give the proof of Proposition 4.33.
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Proof of Proposition 4.33. We compute the Fréchet derivative of (4.59) at h ≡ 0 and obtain
for all c ∈ L∞λ :

Dhξ
ν∞
α · c = Ξα ∗ c+Kα ∗ (Dhξ

ν∞
α · c) .

We used here ξν∞α = 0. We apply now Lemma 2.22 and obtain

Dhξ
ν∞
α · c = Ξα ∗ c+ rα ∗ Ξα ∗ c.

To conclude, it suffices to note that Ξα + rα ∗ Ξα = Θα (see (4.33)).

4.8 Proof of Lemmas 4.20 and 4.22

Proof of Lemma 4.20

Proof. Our assumptions are very close to the classical setting, except we only assume that
h ∈ L∞λ . The drift b is assumed to be globally Lipschitz continuous. Thus, a classical
fixed point argument on the space C([s, T ];R) applies. For T > s, we introduce the function
F : C([s, T ];R)→ C([s, T ];R) defined by

Fx,h(ψ)(t) := x+

∫ t

s
b(ψu)du+

∫ t

s
(α+ hu)du.

The Banach space C([s, T ];R) is equipped with the infinite norm on [s, T ]. The function
(x,h, ψ) 7→ Fx,h(ψ) is C1. Moreover, for n large enough, the n-fold iteration of Fx,h is
contracting, with a constant of contraction independent of x and h. We deduce that Fx,h
has a unique fixed point ϕα+h

t,s (x) and that the function (x,h) 7→ ϕα+h
t,s (x) is C1. We refer to

[Hal69, Th. 3.3] for more details. The estimate (4.20) is obtained using Grönwall’s Lemma.
The function Uα+h

t,s (x) := d
dxϕ

α+h
t,s (x) solves the linear variational equation

d

dt
Uα+h
t,s (x) = b′(ϕα+h

t,s (x))Uα+h
t,s (x),

with Uα+h
s,s (x) = 1. The explicit solution of this ODE is given by (4.21). When h ≡ 0, note

that t 7→ b(ϕαt (x)) + α satisfies the same ODE, and so (4.22) follows by uniqueness.

Similarly, Dhϕ
α+h
t,s (x) · c solves the linear variational equation

∀t ≥ s, d

dt

[
Dhϕ

α+h
t,s (x) · c

]
= b′(ϕα+h

t,s (x))
[
Dhϕ

α+h
t,s (x) · c

]
+ ct (4.61)

Dhϕ
α+h
s,s (x) · c = 0,

whose explicit solution is given by (4.23). We now prove that (4.24) holds. Let

∀t ≥ s, yt := ϕα+h̃
t,s (x)− ϕα+h

t,s (x)−Dhϕ
α+h
t,s (x) · (h̃− h).

One has

ẏt = b(ϕα+h̃
t,s (x)) + h̃t − b(ϕα+h

t,s (x))− ht −
[
b′(ϕα+h

t,s (x))Dhϕ
α+h
t,s (x) · (h̃− h) + h̃t − ht

]
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So

ẏt = b′(ϕα+h
t,s (x))yt + εx(t, s),

with

εx(t, s) :=

∫ ϕα+h̃
t,s (x)

ϕα+h
t,s (x)

b′′(u)(ϕα+h̃
t,s (x)− u)du.

Solving this ODE, we find

yt =

∫ t

s
Uα+h
t,u (x)εx(u, s)du.

By (4.21) one has

|yt| ≤
∫ t

s
eL(t−u)|εx(u, s)|du.

Using that M := supx∈R |b′′(x)| <∞, one has

|εx(t, s)| ≤ M

2
|ϕα+h̃
t,s (x)− ϕα+h

t,s (x)|2.

Moreover (4.20) yields

|ϕα+h̃
t,s (x)− ϕα+h

t,s (x)| ≤ ||h̃− h||∞λ e−λs
eL(t−s)

L
,

and so finally

|yt| ≤
M

2L3

[
||h̃− h||∞λ e−λseL(t−s)

]2
.

Proof of Lemma 4.22

Proof. We only prove the second point. We start with (4.25). Recall that `α := −b′(σα) > 0.
Given µ ∈ (0, `α), consider h ∈ L∞µ and fix s ≥ 0 and x ∈ S. For all t ≥ s, set y(t) :=

ϕα+h
t,s (x)− ϕαt,s(x). It solves for all t ≥ s

ẏ(t) = b(ϕαt,s(x) + y(t))− b(ϕαt,s(x)) + ht

= b′(ϕαt,s(x))y(t) + ht + εx(t, y(t)),

with εx(t, y(t)) :=
∫ ϕαt,s(x)+y(t)

ϕαt,s(x) b′′(u)(ϕαt,s(x) + y(t)− u)du. So

y(t) =

∫ t

s
Uαt,u(x)hudu+

∫ t

s
Uαt,u(x)εx(u, y(u))du.

Let M := supx≥0 |b′′(x)|. One has |εx(t, y(t))| ≤ M
2 y

2(t). Eq. (4.21) yields

Uαt,u(x) = exp

(∫ t−u

0
b′(ϕαv (x))dv

)
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Let θ := (`α−µ)/2. It follows by Point 1 that there exists a constant Cµ such that |Uαt,u(x)| ≤
Cµe

−(µ+θ)(t−u). So

|y(t)| ≤ Cµ
∫ t

s
e−(µ+θ)(t−u)|hu|du+

MCµ
2

∫ t

s
e−(µ+θ)(t−u)y2(u)du.

Note that

Cµ

∫ t

s
e−(µ+θ)(t−u)|hu|du ≤ Cµ||h||∞µ e−(µ+θ)t

∫ t

s
eθudu

≤ 2Cµ
θ
||h||∞µ e−µt.

Consider the deterministic time

t0 := inf{t ≥ s : MCµ|y(t)| ≥ θ}.

For all t ∈ [s, t0] one has

|y(t)| ≤ 2Cµ
θ
||h||∞µ e−µt +

θ

2

∫ t

s
e−(µ+θ)(t−u)|y(u)|du.

We now use a Grönwall Lemma for Volterra integral equation (see [GLS90, Th. 8.2 p. 257])
with the kernel k(t) = θ

2e
−(µ+θ)t. The solution of the Volterra equation p = k + k ∗ p is

p(t) = θ
2e
−(µ+θ/2)t. So

|y(t)| ≤ 2Cµ
θ
||h||∞µ

[
e−µt +

∫ t

s
p(t− u)e−µudu

]

≤ 2Cµ
θ
||h||∞µ

[
e−µt +

θ

2

∫ t

s
e−(µ+θ/2)(t−u)e−µudu

]
.

≤ 4Cµ
θ
||h||∞µ e−µt.

Consequently if

||h||∞µ ≤ δµ :=
θ2

4MC2
µ

,

one has t0 = +∞, which ends the proof. Formula (4.26) then follows by (4.25) and by Point
1. We now prove (4.27). Using that `α > 0, we deduce the existence of κ > 0 such that

∀x ∈ R+, |x− σα| ≤ κ =⇒ b′(x) ≤ 0.

By Point 1, there exists t0 such that for all x ∈ S and for all t ≥ t0, |ϕαt (x) − σα| ≤ κ/2.
Moreover, by (4.25), there exists t1 such that for all h ∈ L∞µ with ||h||∞µ < δµ:

∀x ∈ S, ∀t ≥ t1, |ϕα+h
t,s (x)− ϕαt,s(x)| ≤ κ/2.

Let t∗ = max(t0, t1) and given h, h̃ ∈ L∞µ , let z(t) := ϕα+h̃
t,s (x)− ϕα+h

t,s (x). For all t ≥ s+ t∗,
one has

ż(t) = h̃t − ht +

∫ ϕα+h̃
t,s

ϕα+h
t,s

b′(u)du ≤ |h̃t − ht|.
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The same holds for −ż(t), and so

∀t ≥ s+ t∗, |z(t)| ≤ |z(s+ t∗)|+
∫ t

s+t∗
|h̃u − hu|du.

To conclude, it suffices to use (4.20): for all t ≥ s one has

|z(t)| ≤ eL(t−s)
∫ t

s
|h̃u − hu|du,

and so for t = s+ t∗:

|z(s+ t∗)| ≤ eLt∗
∫ s+t∗

s
|h̃u − hu|du.

We deduce that for all t ≥ s

|ϕα+h̃
t,s (x)− ϕα+h

t,s (x)| ≤ eLt∗
∫ t

s
|h̃u − hu|du,

which ends the proof. Finally, we mimic the proof of (4.24) to obtain (4.28), using (4.27).

4.9 Discussions and perspectives

We studied the local stability of the invariant measures of (1.2). To do so, one method is to
use the Fokker-Planck equation (1.4). A difficulty with these nonlinear transport equations is
that the nonlinear flow (that is the family of functions ν 7→ Tt(ν) := L(Xν

t ), where L(Xν
0 ) = ν

and t ≥ 0) is usually not differentiable with respect to the initial condition (see [DV21]). So,
techniques for nonlinear semi-group theory are difficult to apply. A second difficulty with (1.4)
is the boundary condition (1.5), which is nonlinear with respect to the solution. To overcome
these problems, we used the Volterra integral equation (1.14). By defining appropriate Banach
spaces, we reduced the problem of the local stability of an invariant measure to the application
of the implicit function theorem. We emphasis that our criteria involving (4.8) is not specific to
(1.2) and to the Volterra equation (1.14). Consider for instance the following McKean-Vlasov
diffusion in Rd:

dXt = b(Xt)dt+ E f(Xt)dt+ dWt, (4.62)

starting from some ν ∈ P(Rd). Here f, b ∈ C(Rd;Rd) are some continuous functions and (Wt)
is a standard Brownian motion in Rd. Given α ∈ Rd, consider the following linear SDE

dY α,x
t = b(Y α,x

t )dt+ αdt+ dWt, (4.63)

starting at time 0 from the deterministic point x ∈ Rd. Assume that b and f are such (4.62)
has a unique path-wise solution. Assume furthermore that (4.63) has a unique invariant
measure, denoted ν∞α and that ν∞α is globally attractive:

∀x ∈ Rd, L(Y α,x
t )

L−→
t→∞

ν∞α .
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Define γ(α) := ν∞α (f). Assume that for some α ∈ Rd, γ(α) = α, such that ν∞α is an invariant
measure of (4.62). Define for all x ∈ Rd

rxα(t) := E f(Y α,x
t ),

and let Θα be (compare with (4.8))

∀t ≥ 0, Θα(t) :=

∫

Rd
∇rxα(t)ν∞α (dx).

Here, ∇rxα(t) is the Jacobian matrix of the function x 7→ rxα(t). In particular Θα(t) is a d× d
matrix. Let Id be the d×d identity matrix. We claim that the invariant measure ν∞α of (4.63)
is locally stable if the complex roots of the equation

det
(

Θ̂α(z)− Id
)

= 0

are all located on the left-half plane, “det” denoting the determinant of the d× d matrix. It
would be interesting to prove rigorously such result, possibly using the connection with the
L-derivative described in Section 4.3.2. Such tools are for instance used in [AD20] to obtain
global in time estimates for nonlinear diffusions. Finally, it would be interesting to study
more complex interactions. Consider for instance the McKean-Vlasov SDE

dXt = b(Xt)dt+

∫

Rd
f(Xt, y)µt(dy)dt+ dWt, µt = L(Xt),

where f : Rd × Rd → Rd. What stability criteria can be written in this case? What is the
nature of the spectrum? We suspect that the spectrum is not necessarily discrete as before.
The particular case where the interaction is symmetric (that is f(x, y) = f̃(x − y) for some
function f̃ : Rd → Rd) has been intensively studied, see for instance [BRTV98; BRV98; HT12;
Tug13; Tug14].

Going back to (1.2), we mention few extensions of this work. First, assume b(0) = 0, such
that the Dirac measure δ0 is an invariant probability measure of (1.2). We claim that δ0 is
locally stable if:

b′(0) + Jf ′(0) < 0. (4.64)

This can be seen by adapting slightly the proof of Theorem 4.13. Let J ≥ 0 be fixed. Similarly
to (4.42), define

∀ν ∈M(f2),∀h ∈ L∞λ , Φ(ν,h) := Jrνh − h. (4.65)

We have for all c ∈ L∞λ , DhΦ(δ0, 0) · c = JDhr0 · c− c. The Volterra equation (1.14) gives

rh = Kh +Kh ∗ rh,

and so, using that K0 = 0 (because f(0) = b(0) = 0), we have

Dhr0 · c = DhK0 · c.

Using the explicit expression of Kh, given by (2.5) and (4.21), we find that

[DhK0 · c] (t) = f ′(0)Dhϕ
0
t · c = (Θ0 ∗ c)(t),
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with
∀t ≥ 0, Θ0(t) := f ′(0)eb

′(0)t.

So, the equation JΘ̂0(z) = 1 has a unique solution given by z = Jf ′(0) − b′(0), which is
located on the left half-plane if and only (4.64) holds. Of course, the study of the stability of
δ0 is much simpler than the study of the stability of the non-trivial invariant measures. More
direct methods are available to do so: we refer to [RT16, Prop. 8] and to [LM20, Prop. 3.2]
for probabilistic proofs in a slightly different framework. Finally, we mention an extension
of this work to excitatory and inhibitory neurons. Consider the McKean-Vlasov SDE (2.20).
Assume that the functions be, bi : R → R are globally Lipschitz and fe, fi : R → R+ are null
on R−. Because Xe

0 , Xi
0, Ne and Ni are all independent, it holds that for all t, Xe

t and Xi
t

are independent. In particular, the invariant measures of (2.20) are of the form µ⊗ ν, where
µ, ν are two probability measures on R. We say that such an invariant probability measure is
non-trivial if

ν(fe) > 0 and µ(fi) > 0.

Otherwise, at least one of the two neurons never spikes under µ ⊗ ν (and so we can study
separately the spiking neuron). Given α > −be(0) and β > −bi(0), define for all x ∈ R:

ν∞,eα (x) :=
γe(α)

be(x) + α
exp

(
−
∫ t

0

fe(y)

be(y) + α
dy

)
1{x∈[0,σeα)}, σeα := inf{x ≥ 0, be(x) + α = 0}.

and

ν∞,iβ (x) :=
γi(α)

bi(x) + β
exp

(
−
∫ t

0

fi(y)

bi(y) + β
dy

)
1{x∈[0,σiβ)}, σiβ := inf{x ≥ 0, bi(x) + β = 0}.

In these equations, γe(α) and γi(β) are the normalizing factors. We furthermore assume that

inf
x∈R−

be(x) ≥ be(0) and inf
x∈R−

bi(x) ≥ bi(0). (4.66)

Under this additional assumption, the non-trivial invariant measures of (2.20) are ν∞,eα ⊗ν∞,iβ ,
where α, β ∈ R solves the following nonlinear 2D system

{
α = Jeeγe(α) + Jieγi(β), α > −be(0)

β = Jeiγe(α) + Jiiγi(β), β > −bi(0).

We define Θe
α(t) and Θi

β(t) similarly to (4.8). Consider ν∞,eα ⊗ ν∞,iβ a non-trivial invariant
measure of (2.20). This invariant probability measure is locally stable if all the complex roots
of

det

(
−1 + JeeΘ̂e

α(z) JieΘ̂i
β(z)

JeiΘ̂e
α(z) −1 + JiiΘ̂i

β(z)

)
= 0,

are located on the left half-plane, “det” denoting the determinant of the 2×2 matrix. A further
study of such excitatory/inhibitory mean-field model (both theoretically and numerically)
would be interesting. The case where (4.66) is not satisfied is particularly intriguing. For
instance, if be(x) = bi(x) = 1 + x, a fraction of the mass of an invariant measure is possibly
located on R−. Because fe, fi are null on R−, this fraction of neurons does not spike anymore.
This fraction might depends on the initial condition, making the analysis more challenging.
Finally, in the next Chapter, we study situations where (4.9) is broken for some interaction
parameter J . We shall see that this typically leads to periodic solutions through an Hopf
bifurcation.





Chapter 5

Periodic solutions via Hopf bifurcations

We give sufficient conditions such that the McKean-Vlasov equation (1.2) admits
periodic solutions, through a Hopf bifurcation. Our spectral conditions involve
the location of the roots of the explicit holomorphic function described in Chap-
ter 4. The proof relies on two main ingredients. First, we introduce a discrete
time Markov Chain modeling the phases of the successive spikes of a neuron. The
invariant measure of this Markov Chain is related to the shape of the periodic so-
lutions. Secondly, we use the Lyapunov-Schmidt method to obtain self-consistent
oscillations. The material of this Chapter is available as a preprint [CTV20b].

5.1 Introduction

Consider the McKean-Vlasov SDE (1.2)

Xt = X0 +

∫ t

0
b(Xu)du+ J

∫ t

0
E f(Xu)du−

∫ t

0

∫

R+

Xu−1{z≤f(Xu−)}N(du, dz).

We recall that N(du, dz) is a Poisson measure on R2
+ with intensity the Lebesgue measure

dudz, and is independent of the initial condition X0 of law ν. As before, the deterministic
constant J is non-negative. We assume that the functions f : R+ → R+ and b : R+ → R
satisfy Assumptions 4.1 and 4.2. Furthermore, we assume that the law of the initial condition
belongs to

M(f2) := {ν ∈ P(R+),

∫

R+

f2(x)ν(dx) <∞}.

Under these assumptions, (1.2) has a unique path-wise solution (see Theorem 2.8). We study
the existence of periodic solution of (1.2), that is:

Definition 5.1. A family of probability measures (ν(t))t∈[0,T ] is said to be a T -periodic solu-
tion of (1.2) if

1. ν(0) ∈M(f2).

2. For all t ∈ [0, T ], ν(t) = L(Xt) where (Xt)t∈[0,T ] is the solution of (1.2) starting from
X0 ∼ ν(0).

121
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3. It holds that ν(T ) = ν(0).

In this case, we can obviously extend (ν(t)) for t ∈ R by periodicity. Considering now the
solution (Xt)t≥0 of (1.2) defined for t ≥ 0, it remains true that ν(t) = L(Xt) for any t ≥ 0.
Moreover, we can also consider the solution of (1.2) defined on [t0,+∞) for any t0 ∈ R with
initial condition L(Xt0) = ν(t0).

Equivalently, such (ν(t))t∈[0,T ] is a periodic solution of the Fokker-Planck PDE (1.3). We give
sufficient conditions for the existence of a Hopf bifurcation around an invariant probability
measure of (1.2).

Similarly, given a : R → R+ a continuous and T -periodic function, we say that (ν(t))t∈[0,T ]

is a T -periodic solution of the non-homogeneous linear equation (1.9) if for all t ∈ [0, T ], it

holds that ν(t) = L(Y
a,ν(0)
t,0 ), where Y

a,ν(0)
t,0 is the solution of (1.9) starting at time 0 with law

ν(0).

There is a qualitative difference between the particle systems, solution of (1.1), and the
solution of the limit equation (1.2): for a fixed value of N , the particle system is Harris
ergodic (see [DO16], where this result is proved under stronger assumptions on b and f) and
so it admits a unique, globally attractive, invariant measure. In particular, there are no stable
oscillations when the number of particles is finite. For the limit equation however, the long
time behavior is richer: for fixed values of the parameters there can be multiple invariant
measures (see Chapter 6) and, as shown here, there can exist periodic solutions. One example
is the following: consider for all x ≥ 0, f(x) = x10, b(x) = 2 − 2x. Numerically, we find a
Hopf bifurcation for J = 0.71. The periodic solution for J = 0.8 is reported Figure 5.1. We
refer to Chapter 6, Section 6.4.3 for detailed analysis of this example.

In [LM20], the authors study a “metastable” behavior of the particle system. They give
examples of drifts b and rate functions f where the particle system follows the long time
behavior of the mean-field model for an exponential large time, before finally converging to
its (unique) invariant probability measure.

In [DV17], numerical evidences are given for the existence of a Hopf bifurcation in a close
setting: the dynamics between the jumps is (as in [DGLP15]) given by

Ẋt = −(Xt − EXt) + J E f(Xt).

In particular the potentials of each neuron are attracted to their common mean. This last
phenomenon models the behavior of “electrical synapses”, while J E f(Xt) models the chem-
ical synapses. Oscillations with both electrical and chemical synapses is also studied in a
different model in [PDRDM19]. In this work, the mean-field equation is a 2D-ODE and so
the analysis of the Hopf bifurcation is standard. Finally, oscillations with multi-populations,
in particular with both excitatory and inhibitory neurons have been extensively studied in
neuroscience. For instance in [DL17], it is shown that multi-populations of mean-field Hawkes
processes can oscillate. Again, the dynamics is reduced to a finite dimension ODE.

It is well-known that the long time behavior of McKean-Vlasov SDEs can be significantly
different from markovian SDEs. In [Sch85b] and [Sch85a], the author give simple examples of
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such nonlinear SDEs which oscillate. Again, in these examples, the dynamic can be reduced
to an ordinary differential equation. To go beyond ODEs, the framework of Delay differential
equation is often used: see for instance [Sta87] for the study of Hopf bifurcations for such
equations, based on the Lyapunov-Schmidt method. In [LP20a; LP20b] the authors study
periodic solutions of a McKean-Vlasov SDE using a slow-fast approach. Another approach is
to use the center manifold theory to reduce infinite dimensional problem to manifold of finite
dimension: we refer to [HI11] (see also [GPPP12] for an application to some McKean-Vlasov
SDE). Finally, in [Kie12] an abstract framework is presented to study Hopf bifurcations for
some classes of regular PDEs. Even though our proof is not based on the PDE (1.3), we
follow the methodology of [Kie12] to obtain our main result.

0 5 10 15 20

0

2

4

6

t

E
f
(X

t)

Jump rate

(a)

0 2 4 6 8 10

0

100

200

300

400

500

t

S
p
ik

es

Raster plot of the first 500 neurons

(b)

Figure 5.1: Consider the following example where for all x ≥ 0, f(x) = x10, b(x) = 2 − 2x
and J = 0.8. Using a Monte-Carlo method, we simulate the particle system with N = 8 · 105

neurons, starting at t = 0 with i.i.d. uniformly distributed random variables on [0, 1]. “Stable”
oscillations appear. (a) Empirical mean number of spikes per unit of time. (b) Each red cross
corresponds to a spike of one of the first 500 neurons (spike raster plot). See Chapter 6,
Section 6.4.3 for a detailed analysis of this example.

Recall that by Proposition 4.5 the (non-trivial) invariant measures of (1.2) are {ν∞α | α >
0, α = Jγ(α)}, where for all α > 0, ν∞α is given by (3.4). The constant γ(α) satisfies
ν∞α (f) = γ(α). For all α > 0, let J(α) be defined by (4.5):

J(α) :=
α

γ(α)
.

Let ν∞α be an invariant measure of (1.2). Consider Θα(t) defined by (4.8):

∀t ≥ 0, Θα(t) :=

∫ ∞

0

[
d

dx
rxα(t)

]
ν∞α (dx).

We recall that rxα(t) = E f(Y α,δx
t,0 ), where Y α,δx

t,0 is the solution of (1.9) driven by the constant
current α and starting at time 0 with law δx. By Theorem 4.13, the invariant measure ν∞α is
locally stable if the complex zeros of the equation

J(α)Θ̂α(z) = 1
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have negative real part.

Under Assumptions 4.1 and 4.2, the function α 7→ J(α) is C2 on R∗+. Assume J is small
enough such that for some α > 0 one has J(α)||Θα||1 < 1, and so ν∞α is locally stable. There
are two “canonical” ways to break (4.9) at some bifurcation point α0: either there exists some
τ0 > 0 such that J(α0)Θ̂α0(± i

τ0
) = 1 or J(α0)Θ̂α0(0) = 1. The first case is the subject of this

chapter: we give explicit sufficient conditions to have a Hopf bifurcation.

In the second case, the following lemma shows that J ′(α0) = 0. So, at least in the non-
degenerate case where J ′′(α0) 6= 0, the function α 7→ J(α) is not strictly monotonic in
the neighborhoods of α0: this is a static bifurcation which typically leads to bistability (or
multistability, etc.).

Lemma 5.2. Under Assumptions 4.1 and 4.2, it holds that for all α > 0,

J ′(α) =
1− J(α)Θ̂α(0)

γ(α)
.

Proof. First, recall that J(α) = α
γ(α) . So it suffices to show that γ′(α) = Θ̂α(0). By (3.10),

one has γ(α)−1 = Ĥα(0). So we have to prove that

d

dα
Ĥα(0) = − Θ̂α(0)

[γ(α)]2
.

It holds that
d

dα
ϕαt (0) =

∫ t

0

b(ϕαt (0)) + α

b(ϕαu(0)) + α
du.

So, using Fubini, we have

d

dα
Hα(t) = −Hα(t)

∫ t

0
f ′(ϕαu(0))

d

dα
ϕαu(0)du

= −Hα(t)

∫ t

0

∫ t

θ

f ′(ϕαu(0)) [b(ϕαu(0)) + α]

b(ϕαθ (0)) + α
dudθ

= −Hα(t)

∫ t

0

f(ϕαt (0))− f(ϕαθ (0))

b(ϕαθ (0)) + α
dθ.

Consider Ψα defined by (4.29). We have

d

dα
Ĥα(0) =

∫ ∞

0

d

dα
Hα(t)dt

= −
∫ ∞

0
Hα(t)

∫ t

0

f(ϕαt (0))− f(ϕαθ (0))

b(ϕαθ (0)) + α
dθdt

= −
∫ ∞

0

∫ ∞

0
Hα(u+ θ)

f(ϕαu+θ(0))− f(ϕαθ (0))

b(ϕαθ (0)) + α
dθdu (using Fubini

and the change of variables u = t− θ).

= −Ψ̂α(0)

γ(α)
.
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To obtain the last line, we used (4.30). Using Remark 4.28 (with z = 0), we have Θ̂α(0) =
Ψ̂α(0)

Ĥα(0)
= γ(α)Ψ̂α(0) and so d

dαĤα(0) = − Θ̂α(0)

[γ(α)]2
as required. This ends the proof.

The chapter is structured as follows: in Section 5.2, we state the spectral assumptions and
the main result, Theorem 5.9. We give a layout of its proof at the end of Section 5.2. In
Section 5.3, we give the proof of Theorem 5.9.

5.2 Assumptions and main result

Consider ν∞α0
an invariant measure of (1.2), for some α0 > 0. The interaction parameter is

J = J(α0). We assume that the stability criterion (4.9) is not satisfied for α0:

Assumption 5.3. Assume that there exist α0 > 0 and τ0 > 0 such that

J(α0)Θ̂α0( i
τ0

) = 1 and
d

dz
Θ̂α0( i

τ0
) 6= 0.

Assumption 5.4 (Non-resonance condition). Assume that for all n ∈ Z\{−1, 1},

J(α0)Θ̂α0( inτ0 ) 6= 1.

Remark 5.5 (Local uniqueness of the invariant measure in the neighborhood of α0). Under
Assumption 5.4, we have in particular J(α0)Θ̂α(0) 6= 1 and so, by Lemma 5.2

J ′(α0) 6= 0.

Fix J in the neighborhood of J(α0). Recall that the values of α such that ν∞α is an invariant
measure of (1.2) are precisely the solutions of J(α) = J . So, in the neighborhood of α = α0,
the invariant measure of (1.2) is (locally) unique.

Lemma 5.6. Under Assumption 5.3, there exist η0, %0 > 0 and a function Z0 ∈ C1((α0 −
η0, α0 + η0);C) with Z0(α0) = i

τ0
such that for all z ∈ C with |z − i

τ0
| < %0 and for all α > 0

with |α− α0| < η0 we have

J(α)Θ̂α(z) = 1 ⇐⇒ z = Z0(α). (5.1)

Proof. Application of the implicit function theorem to (α, z) 7→ J(α)Θ̂α(z)− 1.

Assumption 5.7. Assume that α 7→ Z0(α) crosses the imaginary part with non-vanishing
speed, that is

<Z′0(α0) 6= 0, where Z′0(α) =
d

dα
Z0(α).

Remark 5.8. Using (5.1), Assumption 5.7 is equivalent to

<




∂
∂α

(
J(α)Θ̂α

)∣∣∣
α=α0

( i
τ0

)

J(α0) ∂∂z Θ̂α0( i
τ0

)


 6= 0.
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Our main result is the following.

Theorem 5.9. Consider b, f satisfying Assumptions 4.1 and 4.2. Let α0, τ0 > 0 be such that
4.6, 5.3 and 5.4 and 5.7 hold. Then, there exists a family of 2πτv-periodic solutions of (1.2),
parametrized by v ∈ (−v0, v0), for some v0 > 0. More precisely, there exists a continuous
curve {(νv(·), αv, τv), v ∈ (−v0, v0)} such that

1. For all v ∈ (−v0, v0), (νv(t))t∈R is a 2πτv-periodic solution of (1.2) with J = J(αv).

2. The curve passes through (ν∞α0
, α0, τ0) at v = 0. In particular we have for all t ∈ R,

ν0(t) ≡ ν∞α0
.

3. The “periodic current” av, defined by

t 7→ av(t) := J(αv)

∫

R+

f(x)νv(t, dx), (5.2)

is continuous and 2πτv-periodic. Moreover, its mean over one period is αv:

1

2πτv

∫ 2πτv

0
av(u)du = αv.

4. Furthermore, v is the amplitude of the first harmonic of av, that is for all v ∈ (−v0, v0)

1

2πτv

∫ 2πτv

0
av(u) cos(u/τv)du = v and

1

2πτv

∫ 2πτv

0
av(u) sin(u/τv)du = 0.

Every other periodic solution in a neighborhood of ν∞α0
is obtained from a phase-shift of one

such νv. More precisely, there exist small enough constants ε0, ε1 > 0 (only depending on
b, f, α0 and τ0) such that if (ν(t))t∈R is any 2πτ -periodic solution of (1.2) for some value of
J > 0 such that

|τ − τ0| < ε0 and sup
t∈[0,2πτ ]

∣∣∣∣J
∫

R+

f(x)ν(t, dx)− α0

∣∣∣∣ < ε1,

then there exists a shift θ ∈ [0, 2πτ) and v ∈ (−v0, v0) such that J = J(αv) and

∀t ∈ R, ν(t) ≡ νv(t+ θ).

Remark 5.10. Given the “periodic current” aν defined by (5.2), the shape of the solution is
known explicitly: for all v ∈ (−v0, v0), it holds that

νv = ν̃av ,

where ν̃av , defined by (5.22) below, is known explicitly in terms of b, f and av.

Notation 5.11. For T > 0, we denote by C0
T the space of continuous and T -periodic functions

from R to R and by C0,0
T the subspace of centered functions

C0,0
T := {h ∈ C0

T ,

∫ T

0
h(t)dt = 0}.
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We now give an outline of the proof of Theorem 5.9. The proof is divided in two main parts.

The first part is devoted to the study of an isolated neuron subject to a periodic external
current. That is, given τ > 0 and a ∈ C0

2πτ , we study the jump rate of an isolated neuron
driven by a. We give in Section 5.3.1 estimates on the kernels Ka and Ha. We want to
characterize the “asymptotic” jump rate of a neuron driven by this external periodic current.
That is, informally

∀t ∈ R, ρa(t) = lim
k∈N, k→∞

ra(t,−2πkτ).

In order to characterize such limit ρa, we introduce in Section 5.3.2 a discrete-time Markov
Chain corresponding to the phases of the successive spikes of the neuron driven by a. We prove
that this Markov Chain has a unique invariant measure, which is proportional to ρa. This
serves as a definition of ρa. Given this periodic jump rate ρa ∈ C0

2πτ , we give in Section 5.3.3
an explicit description of the associated time-periodic probability densities, that we denote
(ν̃a(t))t∈[0,2πτ ]. Consequently, to find a 2πτ -periodic solution of (1.2), it is equivalent to find
a ∈ C0

2πτ such that
a = Jρa. (5.3)

One classical difficulty with Hopf bifurcation is that the period 2πτ itself is unknown: τ varies
when the interaction parameter J varies. To address this problem, we make in Section 5.3.4
a change of time to only consider 2π-periodic functions. We define

∀d ∈ C0
2π,∀τ > 0, ρd,τ = Tτ (ρT1/τ (d)), with ∀t ≥ 0, Tτ (d)(t) := d(τt). (5.4)

We shall see that this change of time has a simple probabilistic interpretation by scaling b, f
and d appropriately. In Section 5.3.5, we prove that the function C0

2π×R∗+ 3 (d, τ) 7→ ρd,τ ∈
C0

2π is C2-Fréchet differentiable. Furthermore, if the mean over one period of d is α, that is if
d = α+ h for some h ∈ C0,0

2π , we prove that the mean number of spikes over one period only
depends on α, namely

1

2π

∫ 2π

0
ρα+h,τ (u)du = γ(α). (5.5)

In the second part of the proof, we find self-consistent periodic solutions using the Lyapunov-
Schmidt method. We introduce in Section 5.3.6 the following functional

C0,0
2π × R∗+ × R∗+ 3 (h, α, τ) 7→ G(h, α, τ) := (α+ h)− J(α)ρα+h,τ .

Using (5.5), this functional takes values in C0,0
2π . The roots of G, described by Proposition 5.27,

match with the periodic solutions of (1.2). For instance if G(h, α, τ) = 0, we set a := Tτ (α+h)
which solves (5.3) with J = J(α) and so it can be used to define a periodic solution of (1.2).
Conversely, to any periodic solution of (1.2), we can associate a root of G. So Theorem 5.9
is equivalent to Proposition 5.27. Sections 5.3.7, 5.3.8, 5.3.9 and 5.3.10 are then devoted to
the proof of Proposition 5.27. In Section 5.3.7, we prove that the linear operator DhG(0, α, τ)
can be written using a convolution involving Θα, given by (4.8). We then follow the method
of [Kie12, Ch. I.8]. In Section 5.3.8, we study the range and the kernel of DhG(0, α0, τ0): we
prove that under the spectral Assumptions 5.3 and 5.4, DhG(0, α0, τ0) is a Fredholm operator
of index zero, with a kernel of dimension two. The problem of finding the roots of G is a priori
of infinite dimension (h belongs to C0,0

2π ). In Section 5.3.9 we apply the Lyapunov-Schmidt
method to obtain an equivalent problem of dimension two. Finally in Section 5.3.10 we study
the reduced 2D-problem.



Chapter 5. Periodic solutions via Hopf bifurcations 128

5.3 Proof of Theorem 5.9

5.3.1 Preliminaries

Let T > 0, s ∈ R and a ∈ C0
T such that

inf
t∈[0,T ]

at > −b(0). (5.6)

For x ≥ 0, we consider ϕa
t,s(x) the solution of the ODE (2.3).

d

dt
ϕa
t,s(x) = b(ϕa

t,s(x)) + at

ϕa
s,s(x) = x.

By Assumption 4.1, this ODE has a unique solution. Recall moreover that the kernels Hν
a(t, s)

and Kν
a(t, s), defined by (1.13), have the explicit expressions (2.4) and (2.5):

Hν
a(t, s) =

∫

R+

exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
ν(dx),

Kν
a(t, s) =

∫

R+

f(ϕa
t,s(x)) exp

(
−
∫ t

s
f(ϕa

u,s(x))du

)
ν(dx).

The function s 7→ ϕa
t,s(0) belongs to C1((−∞, t];R+) and

d

ds
ϕa
t,s(0) = − [b(0) + as] exp

(∫ t

s
b′(ϕa

θ,s(0))dθ

)
. (5.7)

In particular, under the assumption (5.6), s 7→ ϕa
t,s(0) is strictly decreasing on (−∞, t], for all

t. Let σa(t) be given by (2.19), that is:

σa(t) := lim
s→−∞

ϕa
t,s(0) ∈ R∗+ ∪ {+∞}. (5.8)

Given d ∈ C0
T and η > 0, we define the following open balls of C0

T :

BT
η (d) := {a ∈ C0

T , sup
t∈[0,T ]

|at − dt| < η}. (5.9)

Lemma 5.12. Let T > 0 and b : R+ → R such that Assumption 4.1 holds. Let α0 > 0
satisfying Assumption 4.6. There exists η0 > 0 such that for all a ∈ BT

η0(α0), it holds that

1. If σα0 =∞, then for all t ∈ [0, T ], σa(t) = +∞.

2. If σα0 <∞, then the function t 7→ σa(t) belongs to C0
T and

inf
a∈BTη0 (α0)

inf
t∈[0,T ]

σa(t) > 0.
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Proof. Assume first that σα0 =∞, and let η0 := 1
2 infx≥0 b(x) + α0, which is strictly positive

by assumption. Then it holds that

inf
t≥0

inf
x≥0

b(x) + at ≥
η0

2
,

and so
ϕa
t,s(0) ≥ η0

2
(t− s). (5.10)

Letting s tend to −∞, we deduce that σa(t) = +∞.
Assume now that σα0 < ∞. Using (4.6), we can apply the implicit function theorem to the
function

(x, ε) 7→ b(x) + α0 + ε

at the point (σα0 , 0). We deduce that there exists a constant ε1 > 0 and a function ε 7→ σ̃α0+ε,
which belongs to C1([0, ε1];R∗+) and such that

∀ε ∈ [0, ε1], b(σ̃α0+ε) + α0 + ε = 0.

In addition, we have σα0 = σ̃α0 . By definition, σα0+ε := inf{x ≥ 0 | b(x) + α0 + ε = 0} and
so σα0+ε ≤ σ̃α0+ε. We have b′(σα0) < 0. Because b is C1, we can find 0 < ε0 < ε1 and b0 > 0
such that

∀ε ∈ [0, ε0],∀u ∈ [σα0+ε, σ̃α0+ε], b′(u) ≤ −b0.
So

0 = b(σ̃α0+ε) + α0 + ε = b(σ̃α0+ε)− b(σα0+ε) =

∫ σ̃α0+ε

σα0+ε

b′(u)du ≤ −b0(σ̃α0+ε − σα0+ε).

We deduce that for all ε ∈ [0, ε0], σ̃α0+ε = σα0+ε. We choose η0 := ε0
2 . Let a ∈ C0

T such that
supt∈[0,T ] |at − α0| ≤ η0. By Grönwall’s inequality, we have

∀t ≥ s, ϕa
t,s(0) ≤ ϕα0+ε0

t,s (0) ≤ σα0+ε0 .

In particular σa(t) < ∞. We prove that this function is right-continuous in t. We fix t ≥ s
and ε ∈ [0, ε0], we have

ϕa
t+ε,s(0)− ϕa

t,s(0) = ϕa
t+ε,t(ϕ

a
t,s(0))− ϕa

t,s(0)

=

∫ t+ε

t
b(ϕa

t+u,s(0))du+

∫ t+ε

t
audu.

So if A0 := supx∈[0,σα0+ε0 ] |b(x)| <∞, we deduce that

|ϕa
t+ε,s(0)− ϕa

t,s(0)| ≤ (A0 + ||a||∞)ε. (5.11)

Letting s tend to −∞ we deduce that t 7→ σa(t) is right-continuous. Left-continuity is proved
similarly. Using ϕa

t+T,s+T (0) = ϕa
t,s(0), we deduce that t 7→ σa(t) is T -periodic. Finally,

because s 7→ ϕa
t,s(0) is strictly decreasing, and takes value 0 when s = t, we deduce that

σa(t) > 0. More precisely, let
m0 := − min

x∈[0,σα0+ε0 ]
b′(x).
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It holds that m0 > 0. Moreover, using (5.7), we deduce that

d

ds
ϕa
t,s(0) ≤ −(b(0) + α0 − η0)e−m0(t−s),

and so

∀s ≤ t, ϕa
t,s(0) ≥ (b(0) + α0 − η0)

1− e−m0(t−s)

m0
. (5.12)

It ends the proof.

Inspecting the proof of Lemma 5.12, we deduce that

Lemma 5.13. Grant Assumptions 4.1 and 4.2. Let α0 > 0 such that Assumption 4.6 holds.
There exist λ0, η0, s0 > 0 (only depending on α0 and b) such that for all T > 0, for all
a ∈ BT

η0(α0), it holds that

∀t, s, t− s ≥ s0 =⇒ ϕa
t,s(0) ≥ λ0.

Moreover, if σα0 =∞, λ0 can be chosen arbitrarily large. Finally, it holds that

sup
T>0

sup
a∈BTη0 (α0)

sup
t≥s

[Ha(t, s) +Ka(t, s)] ef(λ0)(t−s) <∞.

Proof. Case σα0 <∞: the lower bound of the flow follows from (5.12). The bounds on H and
K then follow directly from their explicit expressions (2.4) and (2.5) and the upper bound
f(ϕa

t,s(0)) ≤ f(σα0+ε0).
Case σα0 = ∞: the lower bound of the flow is a consequence of (5.10). Similarly, the bound
on H follows from (2.4). Using (2.2) and the global Lipschitz property of b (say with constant
L), there exists a constant C such that

f(ϕa
t,s(0)) ≤ CeLp(t−s).

The bound on K follows.

5.3.2 Study of the non-homogeneous linear equation

In this section, we study the asymptotic jump rate of an “isolated” neuron driven by a periodic
continuous function. Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6
holds. Let λ0, η0 > 0 be given by Lemma 5.13 and T > 0. Consider a ∈ BT

η0(α0) and let ra
be the solution of the Volterra equation ra = Ka +Ka ∗ ra. We consider the following limit

∀t ∈ [0, T ], ρa(t) = lim
k→+∞

ra(t,−kT ).

The goal of this section is to show that ρa is well defined and to study some of its properties.
First, (1.14) and (2.10) write

∀t ∈ R, ra(t,−kT ) = Ka(t,−kT ) +

∫ t

−kT
Ka(t, s)ra(s,−kT )ds,

1 = Ha(t,−kT ) +

∫ t

−kT
Ha(t, s)ra(s,−kT )ds.
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Letting k →∞, we find that ρa has to solve

∀t ∈ R, ρa(t) =

∫ t

−∞
Ka(t, s)ρa(s)ds. (5.13)

1 =

∫ t

−∞
Ha(t, s)ρa(s)ds. (5.14)

Note that if ρa is a solution of (5.13), then it automatically holds that the function t 7→∫ t
−∞Ha(t, s)ρa(s)ds is constant (its derivative is null). In Lemma 5.15 below, we prove that

the solutions of eq. (5.13) form a linear space of dimension 1. Consequently (5.13) together
with (5.14) have a unique solution: this will serve as the definition of ρa.

A probabilistic interpretation of (5.13) and (5.14)

Let x be a T -periodic solution of (5.13). We have for all t ∈ [0, T ]

x(t) =

∫ T

−∞
Ka(t, s)x(s)ds, (recall Ka(t, s) = 0 for s > t)

=
∑

k≥0

∫ T−kT

−kT
Ka(t, s)x(s)ds

=
∑

k≥0

∫ T

0
Ka(t, u− kT )x(u)du (by the change of variable u = s+ kT ).

Define for all t, s ∈ [0, T ]

KT
a (t, s) :=

∑

k≥0

Ka(t, s− kT ).

Note that by Lemma 5.13 we have normal convergence:

∀t, s ∈ [0, T ], Ka(t, s− kT ) ≤ Ce−f(λ0)kT ,

for some constant C only depending on b, f , α0, η0, λ0 and T . We deduce that x solves

x(t) =

∫ T

0
KT

a (t, s)x(s)ds. (5.15)

Using that a is T -periodic, we have

∀t ≥ s, Ka(t+ T, s+ T ) = Ka(t, s). (5.16)

Moreover, Ka is a probability density so

∀s ∈ R,
∫ ∞

s
Ka(t, s)dt = 1. (5.17)

From (5.16) and (5.17), we deduce that

∀s ∈ [0, T ],

∫ T

0
KT

a (t, s)dt = 1. (5.18)
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In view of (5.18), KT
a (·, s) can be seen as the transition probability kernel of a Markov

Chain acting on the continuous space [0, T ]. The interpretation of this Markov Chain is the
following. Let (Y ν,a

t )t≥0 be the solution of (1.9), starting at time 0 with law ν and driven by
the T -periodic current a. Define (τi)i≥1 the times of the successive jumps of (Y a,ν

t )t≥0. Let
φi ∈ [0, T ) and ∆i ∈ N be defined by:

φi := τi −
⌊τi
T

⌋
T, τi+1 − τi =: ∆i+1T + φi+1 − φi. (5.19)

That is, φi is the phase of the i-ith jump, while ∆i is the number of “revolutions” between
τi−1 and τi:

∆i = #{k ∈ N, kT ∈ [τi−1, τi)}.
In other words, if one considers that a period is a “lap”, ∆i is the number of times we cross
the start line of the lap between two spikes.

Then, (φi,∆i)i≥0 is Markov, with a transition probability given by

∀A ∈ B([0, T ]), ∀n ∈ N, P(φi+1 ∈ A,∆i+1 = n|φi) =

∫

A
Ka(t+ nT, φi)dt.

In particular, (φi)i≥0 is Markov, with a transition probability given by KT
a . With

some slight abuse of notations, we also write KT
a for the linear operator which maps y ∈

L1([0, T ]) to

KT
a (y) := t 7→

∫ T

0
KT

a (t, s)y(s)ds ∈ L1([0, T ]). (5.20)

Lemma 5.14. Let a ∈ C0
T . The linear operator KT

a : L1([0, T ]) → L1([0, T ]) is a compact
operator. Moreover, if y ∈ L1([0, T ]), then KT

a (y) ∈ C0
T .

Proof. First, the function [0, T ]2 3 (t, s) 7→ KT
a (t, s) is (uniformly) continuous. Let ε > 0,

there exists η > 0 such that

|t− t′|+ |s− s′| ≤ η =⇒ |KT
a (t, s)−KT

a (t′, s′)| ≤ ε.

It follows that

∣∣KT
a (y)(t)−KT

a (y)(t′)
∣∣ ≤

∫ T

0

∣∣KT
a (t, s)−KT

a (t′, s)
∣∣ |y(s)| ds ≤ ε||y||1,

and so the function KT
a (y) is continuous. Note that

∀s ∈ [0, T ], KT
a (T, s) = KT

a (0, s),

and so KT
a (y) is T -periodic. This shows that KT

a (y) ∈ C0
T . To prove that KT

a is a compact
operator, we use the Weierstrass approximation Theorem: there exists a sequence of poly-
nomial functions (t, s) 7→ Pn(t, s) such that supt,s∈[0,T ]

∣∣Pn(t, s)−KT
a (t, s)

∣∣ →n 0 as n → ∞.

For each n ∈ N, the linear operator L1([0, T ]) 3 y 7→ Pn(y) := t 7→
∫ T

0 Pn(t, s)y(s)ds is of
finite-rank. Moreover, the sequence Pn converges to KT

a for the norm operator, and so KT
a is

a compact operator (as the limit of finite-rank operators, see [Bre11, Ch. 6]).
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Lemma 5.15. Let a ∈ C0
T . The Markov Chain (φi)i≥0 with transition probability kernel KT

a

has a unique invariant probability measure πa ∈ C0
T . Consequently, the solutions of (5.13) in

C0
T span a vector space of dimension 1.

Proof. The proof follows directly from the Krein–Rutman Theorem, which is a generalization
of the Perron-Frobenius Theorem for compact operators. We give the proof for the sake of
completeness, and because some of its elements will be reused later. Let (KT

a )′ : L∞([0, T ])→
L∞([0, T ]) be the dual operator of KT

a . We have:

∀v ∈ L∞([0, T ]), (KT
a )′(v) = t 7→

∫ T

0
KT

a (s, t)v(s)ds.

From (5.18), we deduce that 1 is an eigenvalue of (KT
a )′ (its associated eigenvector is 1,

the constant function equal to 1). By the Fredholm alternative [Bre11, Th. 6.6] , we have
dim N(I −KT

a ) = dim N(I − (KT
a )′) and so there exists π ∈ L1([0, T ]) such that:

π = KT
a (π), ||π||1 = 1.

We now prove that π can be chosen positive. Let δ := inft,s∈[0,T ]K
T
a (t, s). The kernel KT

a is
positive and continuous on [0, T ]2 so δ > 0. We write π+ for the positive part of π and π−
for its negative part and define β := min(||π+||1, ||π−||1). We have KT

a (π+)(t) ≥ δβT and
KT

a (π−)(t) ≥ δβT . Consequently

||KT
a (π)||1 =||KT

a (π+)−KT
a (π−)||1

≤||KT
a (π+)− δβT ||1 + ||KT

a (π−)− δβT ||1
≤||π||1 − 2δβT.

But the identity KT
a (π) = π implies that β = 0 and so either π+ or π− is null. So π has a

constant sign and may be chosen positive. Note moreover that

π(t) =

∫ T

0
KT

a (t, s)π(s)ds ≥ δ
∫ T

0
π(s)ds ≥ δ.

Finally, if π1 and π2 are two non-negative solutions of (5.15) with ||π1||1 = ||π2||1 = 1,
then π3 := π1 − π2 also solves (5.15) and has a constant sign. Consequently, ||π3||1 =
|||π1||1 − ||π2||1| = 0 and we deduce that π3 = 0, proving that the space of solutions in
L1([0, T ]) of (5.15) is of dimension 1. Finally Lemma 5.14 gives the continuity of π and
π(T ) = π(0). Consequently π can be extended to C0

T and solves (5.13). This ends the
proof.

We define for all θ ∈ R the following shift operator

Sθ : C0
T → C0

T

x 7→ (x(t+ θ))t.

Corollary 5.16. Given a ∈ C0
T , eq. (5.13) and (5.14) have a unique solution ρa ∈ C0

T .
Moreover, it holds that for all θ ∈ R,

ρSθ(a) = Sθ(ρa). (5.21)
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Proof. By Lemma 5.15, the solution ρa of eq. (5.13) and (5.14) is

ρa =
πa
ca
,

where πa is the invariant measure (on [0, T ]) of the Markov Chain with transition probability
kernel KT

a and ca is given by

ca :=

∫ t

−∞
Ha(t, s)πa(s)ds.

Note that ca is constant in time. Define for all t, s ∈ [0, T ]:

HT
a (t, s) :=

∑

k≥0

Ha(t, s− kT ).

We have ca = HT
a (πa). Moreover, we have

∀t, s, θ ∈ R, ϕ
Sθ(a)
t,s (0) = ϕa

t+θ,s+θ(0),

because both sides satisfy the same ODE with the same initial condition at t = s. We deduce
from (2.4) and (2.5) that

HSθ(a)(t, s) = Ha(t+ θ, s+ θ), KSθ(a)(t, s) = Ka(t+ θ, s+ θ).

So Sθ(ρa) solves (5.13) and (5.14), where the kernels are replaced by KSθ(a) and HSθ(a). By
uniqueness it follows that ρSθ(a) = Sθ(ρa).

Remark 5.17. Using that
∫ T

0 πa(s)ds = 1, we find that the average number of spikes over
one period [0, T ] is given by

1

T

∫ T

0
ρa(s)ds =

1

caT
.

The probabilistic interpretation of ca is the following: remembering the Markov chain defined
by (5.19), we have

P(∆i+1 > k|φi) = Ha((k + 1)T, φi),

and so, if L(φi) = πa, we deduce that

E∆i+1 = EE(∆i+1|φi) = E


∑

k≥0

P(∆i+1 > k|φi)


 = HT

a (πa) = ca.

In other words, ca is the expected number of “revolutions” between two successive spikes,
assuming the phase of each spike follows its invariant measure πa.We shall see in Proposi-
tion 5.26 that ca only depends on the mean of a. Furthermore, it holds that for a ≡ α > 0

cα = HT
α (1/T ) =

1

T

∫ ∞

0
Hα(t)dt =

1

Tγ(α)
,

and so for all t, ρα(t) = γ(α).
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5.3.3 Shape of the solutions

Let a ∈ C0
T such that (5.6) holds. Let σa(t) be defined by (5.8), such that s 7→ ϕa

t,s(0) is a
bijection from (−∞, t] to [0, σa(t)). We denote by x 7→ βat (x) its inverse. Note that t 7→ σa(t)
is T -periodic and

∀t ∈ R, ∀x ∈ [0, σa(t)), βat+T (x) = βat (x) + T.

Using that ϕa
t,t(0) = 0, we have βat (0) = t.

Notation 5.18. Given a ∈ C0
T , we define for all t ∈ R

ν̃a(t, x) :=
ρa(βat (x))

b(0) + a(βat (x))
exp

(
−
∫ t

βa
t (x)

(f + b′)(ϕa
θ,βa

t (x)(0))dθ

)
1[0,σa(t))(x), (5.22)

where ρa is the unique solution of the eq. (5.13) and (5.14).

By the change of variables u = βat (x), one obtains that for any non-negative measurable test
function g ∫ ∞

0
g(x)ν̃a(t, x)dx =

∫ t

−∞
g(ϕa

t,u(0))ρa(u)Ha(t, u)du. (5.23)

Note moreover that when a is constant and equal to α > 0 (a ≡ α), (5.22) matches with the
definition of the invariant measure ν∞α given by (3.4):

∀t ∈ R, σα(t) = σα and ν̃α(t) = ν∞α .

The main result of this section is

Proposition 5.19. Let a ∈ C0
T such that inft∈R at > −b(0). It holds that (ν̃a(t, ·))t is the

unique T -periodic solution of (1.9).

Proof. Existence. We first prove that ν̃a(t, ·) is indeed a T -periodic solution. We follow the
same strategy as in Proposition 3.9. First note that, by (5.23), one has

∫ ∞

0
f(x)ν̃a(t, x)dx =

∫ t

−∞
Ka(t, u)ρa(u)du = ρa(t).

Consider the solution (Y
a,ν̃a(0)
t,0 ) of (1.9) starting with law ν̃a(0) at time s = 0 and let

r
ν̃a(0)
a (t, 0) = E f(Y

a,ν̃a(0)
t,0 ).

Claim: It holds that for all t ≥ 0, r
ν̃a(0)
a (t, 0) = ρa(t).

Proof of the Claim. Recall that r
ν̃a(0)
a (t, 0) is the unique solution of the Volterra equation

r
ν̃a(0)
a (t, 0) = K

ν̃a(0)
a (t, 0) +Ka ∗ rν̃a(0)

a (t, 0).

So, to prove the claim is suffices to show that ρa also solves this equation. For all u ≤ 0 ≤ t,
one has

K
ϕa
0,u(0)

a (t, 0)Ha(0, u) = Ka(t, u).



Chapter 5. Periodic solutions via Hopf bifurcations 136

Consequently, we deduce from (5.23) that

K
ν̃a(0)
a (t, 0) =

∫ 0

−∞
Ka(t, u)ρa(u)du.

So

ρa(t) =

∫ t

−∞
Ka(t, u)ρa(u)du = K

ν̃a(0)
a (t, 0) +

∫ t

0
Ka(t, u)ρa(u)du,

and the conclusion follows.

Finally, using Proposition 2.19 and the claim, we deduce that for any non-negative measurable
function g

E g(Y
a,ν̃a(0)
t,0 ) =

∫ t

0
g(ϕa

t,u(0))Ha(t, u)ρa(u)du+

∫ ∞

0
g(ϕa

t,0(x))Hx
a(t, 0)ν̃a(0, x)dx.

By (5.23) (with t = 0 and g(x) = g(ϕa
t,0(x))Hx

a(t, 0)), the second term is equal to

∫ 0

−∞
g(ϕa

t,u(0))Ha(t, u)ρa(u)du,

and so

∀t ≥ 0, E g(Y
a,ν̃a(0)
t,0 ) =

∫ t

−∞
g(ϕa

t,u(0))Ha(t, u)ρa(u)du
(5.23)

=

∫ ∞

0
g(x)ν̃a(t, x)dx.

This ends the proof of the existence.

Uniqueness. Consider (ν(t))t∈[0,T ] a T -periodic solution of (1.9) and define ρ(t) = E f(Y
a,ν(0)
t,0 ).

The function ρ is T -periodic. Moreover, it holds that for all k ≥ 0, ρ(t) = E f(Y
a,ν(0)
t,−kT ) and so

(1.14) and (2.10) yields

ρ(t) = K
ν(0)
a (t,−kT ) +

∫ t

−kT
Ka(t, u)ρ(u)du

1 = H
ν(0)
a (t,−kT ) +

∫ t

−kT
Ha(t, u)ρ(u)du.

Letting k go to infinity, we deduce that ρ solves (5.13) and (5.14). By uniqueness, we deduce
that for all t, ρ(t) = ρa(t) (and so ρ is continuous). Finally define τt the time of the last spike

of Y
a,ν(0)
t,−kT before t (with the convention that τt = −kT if there is no spike between −kT and

t). The law of τt is

L(τt)(du) = δ−kT (du)H
ν(0)
a (t,−kT ) + ρa(u)Ha(t, u)du.

Consequently, for any non-negative test function g

E g(Y
a,ν(0)
t,−kT ) = E g(Y

a,ν(0)
t,−kT 1τt=−kT ) + E g(ϕa

t,τt(0))1τt∈(−kT,t]

=

∫ ∞

0
g(ϕa

t,−kT (x))Hx
a(t,−kT )ν(0)(dx) +

∫ t

−kT
g(ϕa

t,u(0))ρa(u)Ha(t, u)du.
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Using that E g(Y
a,ν(0)
t,−kT ) = E g(Y

a,ν(0)
t,0 ) and letting again k to infinity we deduce that

E g(Y
a,ν(0)
t,0 ) =

∫ t

−∞
g(ϕa

t,u(0))ρa(u)Ha(t, u)du.

So for all t, ν(t) ≡ ν̃a(t).

5.3.4 Reduction to 2π-periodic functions

Convention: For now on, we prefer to work with the reduced period τ , such that

T =: 2πτ, τ > 0.

Consider d ∈ C0
2πτ and let a be the 2π-periodic function defined by:

∀t ∈ R, a(t) := d(τt).

We define
∀t ∈ R, ρa,τ (t) := ρd(τt),

where ρd is the unique solution of (5.13) and (5.14) (with kernels Kd and Hd). Because ρd is
2πτ -periodic, ρa,τ is 2π-periodic. Note that when a ≡ α is constant we have

∀τ > 0, ∀t ∈ R, ρα,τ (t) = γ(α). (5.24)

To better understand how ρa,τ depends on τ , consider (Y d,ν
t,s ) the solution of (1.9), starting

with law ν and driven by d. Note that for all t ≥ s

Y d,ν
τt,τs = Y d,ν

τs,τs +

∫ τt

τs
b(Y d,ν

u,τs)du+

∫ τt

τs
dudu−

∫ τt

τs

∫

R+

Y d,ν
u−,τs1{τz≤τf(Y d,ν

u−,τs)}
N(du, dz)

= Y d,ν
τs,τs +

∫ t

s
τb(Y d,ν

τu,τs)du+

∫ t

s
τaudu−

∫ t

s

∫

R+

Y d,ν
τu−,τs1{z≤τf(Y d,ν

τu−,τs)}
Ñ(du, dz).

Here, Ñ := N ◦ g−1 is the push-forward measure of N by the function

g(t, z) := (τt, z/τ).

Note that Ñ(du, dz) is again a Poisson measure of intensity dudz, and so (Y d,ν
τt,τs) is a (weak)

solution of (1.9) for f̃ := τf , b̃ := τb and ã := τa. So, in particular (taking ν = δ0), if we
define:

d

dt
ϕa,τ
t,s (0) = τb(ϕa,τ

t,s (0)) + τa(t); ϕa,τ
s,s (0) = 0,

Ha,τ (t, s) := exp

(
−
∫ t

s
τf(ϕa,τ

u,s (0))du

)
,

Ka,τ (t, s) := τf(ϕa,τ
t,s (0)) exp

(
−
∫ t

s
τf(ϕa,τ

u,s (0))du

)
, (5.25)

we have
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Lemma 5.20. Let τ > 0 and a ∈ C0
2π. Set, for all t ∈ R, d(t) := a( tτ ). Then it holds that

∀t ≥ s, Ha,τ (t, s) = Hd(τt, τs) and Ka,τ (t, s) = τKd(τt, τs).

In view of this result, we deduce that ρa,τ solves

ρa,τ (t) =

∫ t

−∞
Ka,τ (t, s)ρa,τ (s)ds, 1 = τ

∫ t

−∞
Ha,τ (t, s)ρa,τ (s)ds, (5.26)

or equivalently, setting

∀t, s ∈ [0, 2π], K2π
a,τ (t, s) :=

∑

k≥0

Ka,τ (t, s− 2πk) and H2π
a,τ (t, s) :=

∑

k≥0

Ha,τ (t, s− 2πk),

(5.27)
one has, using the same operator notation as in (5.20)

ρa,τ = K2π
a,τ (ρa,τ ), 1 = τH2π

a,τ (ρa,τ ).

Note that ρ·,τ and ρ· are linked by (5.4). Consequently eq. (5.26) define a unique 2π-periodic
continuous function

ρa,τ =
πa,τ
ca,τ

, (5.28)

where πa,τ is the unique invariant measure of the Markov Chain with transition probability
kernel K2π

a,τ and ca,τ is the constant given by

ca,τ := τH2π
a,τ (πa,τ ).

5.3.5 Regularity of ρ

The goal of this section is to study the regularity of ρa,τ with respect to a and τ . For η0 > 0,
recall that B2π

η0 is the open ball of C0
2π defined by (5.9). The main result of this section is

Proposition 5.21. Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6
holds. Let τ0 > 0. There exists ε0, η0 > 0 small enough (only depending on b, f , α0 and τ0)
such that the function

B2π
η0 (α0)× (τ0 − ε0, τ0 + ε0) → C0

2π

(a, τ) 7→ ρa,τ

is C2 Fréchet differentiable.

The proof of Proposition 5.21 relies on (5.28) and on Lemma 5.24 below, which states that
the function (a, τ) 7→ πa,τ is C2. Recall Notation 5.11

C0,0
2π := {u ∈ C0

2π|
∫ 2π

0
u(s)ds = 0}.
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Let a ∈ B2π
η0 and τ > 0. Because

∫ 2π
0 πa,τ (u)du = 1, the space C0

2π can be decomposed in the
following way

C0
2π = Span(πa,τ )⊕ C0,0

2π .

We denote by K2π
a,τ

∣∣
C0

2π
the restriction of K2π

a,τ to C0
2π (recall that the linear operator h 7→

K2π
a,τh it defined for all h ∈ L1([0, 2π])). Similarly, we denote by I|C0

2π
the identity operator

on C0
2π. Given a linear operator L, we denote by N(L) its kernel (null-space) and by R(L)

its range.

Lemma 5.22. Grant Assumptions 4.1 and 4.2, let α0 > 0 such that Assumption 4.6 holds
and let a ∈ B2π

η0 (α0), where η0 > 0 is given by Lemma 5.13. It holds that

N(I|C0
2π
− K2π

a,τ

∣∣
C0

2π
) = Span(πa,τ ) and R(I|C0

2π
− K2π

a,τ

∣∣
C0

2π
) = C0,0

2π .

Proof. We proved in Lemma 5.15 that N(I −K2π
a,τ ) = Span(πa,τ ). It remains to show that

R(I|C0
2π
− K2π

a,τ

∣∣
C0

2π
) = C0,0

2π . By the Fredholm alternative, we have

R(I −K2π
a,τ ) = N(I − (K2π

a,τ )′)⊥,

where (K2π
a,τ )′ ∈ L (L∞([0, 2π]);L∞([0, 2π])) is the dual operator of

K2π
a,τ ∈ L

(
L1([0, 2π]);L1([0, 2π])

)
. In the proof of Lemma 5.15, it is shown that

1 ∈ N(I − (K2π
a,τ )′),

where 1 denotes the constant function equal to 1 on [0, 2π]. The Fredholm alternative [Bre11,
Th. 6.6] yields

dim N(I − (K2π
a,τ )′) = dim N(I −K2π

a,τ ) = 1.

So
N(I − (K2π

a,τ )′) = Span(1).

It follows that

R(I −K2π
a,τ ) = Span(1)⊥ = {u ∈ L1([0, 2π])|

∫ 2π

0
u(s)ds = 0}.

Finally, using that for h ∈ L1([0, 2π]), one has K2π
a,τh ∈ C0

2π, one obtains the result for the
restrictions to C0

2π.

As a consequence, the linear operator I −K2π
a,τ : C0,0

2π → C0,0
2π is invertible, with a continuous

inverse.

Lemma 5.23. Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6 holds.
Let τ0 > 0. There exists η0, ε0 > 0 small enough (only depending on b, f , α0 and τ0) such
that the following function is C2 Fréchet differentiable

B2π
η0 (α0)× (τ0 − ε0, τ0 + ε0) → L(C0

2π;C0
2π)

(a, τ) 7→ H2π
a,τ .

The same result holds for K2π
a,τ .
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Proof. We only prove the result for H, the proof for K being similar. Let ε0 > 0 be chosen
arbitrary such that ε0 < τ0.
Step 1. We introduce relevant Banach spaces: E denotes the set of continuous functions

E := C([0, 2π]2;R), equipped with ||w||E := sup
t,s
|w(t, s)|

E0 := {w ∈ E, ∀s ∈ [0, 2π], w(2π, s) = w(0, s)}, equipped with || · ||E .
We define the following application Φ,

E0 → L(C0
2π;C0

2π)

w 7→ Φ(w) :=

[
h 7→

(∫ 2π
0 w(t, s)h(s)ds

)
t∈[0,2π]

]
.

Note that Φ is linear and continuous, so in particular C2. So, to prove the result, it suffices
to show that

B2π
η0 (α0)× (τ0 − ε0, τ0 + ε0) → E0

(a, τ) 7→ (H2π
a,τ (t, s))t,s∈[0,2π]2

is C2, where H2π
a,τ (t, s) is explicitly given by the series (5.27).

Step 2. Let k ∈ N be fixed. We prove that the function

B2π
η0 (α0)× (τ0 − ε0, τ0 + ε0) → E

(a, τ) 7→ (Ha,τ (t, s− 2πk))t,s∈[0,2π]2

is C2. To proceed, we use the explicit expression of Ha,τ (t, s), given by (5.25). Note that we
have first to show that the function (a, τ) 7→ ϕa,τ

t,s (0) ∈ R is C2. This follows (see [Fle80, Th.
3.10.2]) from the fact that b : R+ → R is C2 and so the solution of the ODE (5.25) is C2 with
respect to a and τ . Moreover, we have for all h ∈ C0

2π,

Daϕ
a,τ
t,s (0) · h =

∫ t

s
τh(u) exp

(
τ

∫ t

u
b′(ϕa,τ

θ,s (0))dθ

)
du.

A similar expression holds for d
dτϕ

a,τ
t,s (0). Using that f is C2, we deduce that the function

(a, τ) 7→ (Ha,τ (t, s− 2πk))t,s∈[0,2π]2 ∈ E
is C2 Furthermore, we have for instance

DaHa,τ (t, s) · h = −Ha,τ (t, s)

∫ t

s
τf ′(ϕa,τ

u,s (0))
[
Daϕ

a,τ
u,s · h

]
du.

So, proceeding as in the proof of Lemma 5.13, we deduce the existence of η0, λ0, A0 > 0 (only
depending on b, f , α0, τ0 and ε0) such that for all h ∈ C0

2π and for all τ ∈ (τ0− ε0, τ0 + ε0), it
holds that

sup
t,s∈[0,2π]2

sup
a∈B2π

η0
(α0)

|DaHa,τ (t, s− 2πk) · h| ≤ A0||h||∞e−2πkλ0 .

Similar estimates hold for the second derivative with respect to a and for the first and second
derivative with respect to τ .
Step 3. We have

∑

k≥0

sup
t,s∈[0,2π]2

sup
a∈B2π

η0
(α0)

sup
h∈C0

2π ,||h||∞≤1

|DaHa,τ (t, s− 2πk) · h| ≤
∑

k≥0

A0e
−2πkλ0 <∞.
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Using [Car67, Th. 3.6.1], we deduce that a 7→ (H2π
a,τ (t, s))t,s ∈ E is Fréchet differentiable,

with for all h ∈ C0
2π

DaH
2π
a,τ (t, s) · h =

∑

k≥0

DaHa,τ (t, s− 2πk) · h.

Note that this last series converges again normally, and so a 7→ (H2π
a,τ (t, s))t,s∈[0,2π]2 is in fact

C1. Applying again [Car67, Th. 3.6.1], we prove similarly that a 7→ (H2π
a,τ (t, s))t,s∈[0,2π]2 is

C2. The same arguments show that τ 7→ (H2π
a,τ (t, s))t,s∈[0,2π]2 is C2.

Step 4. It remains to prove that (a, τ) 7→ (H2π
a,τ (t, s))t,s∈[0,2π]2 ∈ E0 is C2 (we have proved the

result for E, not E0, in the previous step). Let t, s ∈ [0, 2π] be fixed, define

w ∈ E, E ts(w) := w(t, s) ∈ R.

The application E ts is linear and continuous. Moreover, we have seen that H2π
a,τ ∈ E0, so

∀s ∈ [0, 2π], E2π
s (H2π

a,τ ) = E0
s (H2π

a,τ ).

Differentiating with respect to a, we deduce that for all h ∈ C0
2π,

∀s ∈ [0, 2π], E2π
s (DaH

2π
a,τ · h) = E0

s (DaH
2π
a,τ · h),

and so DaH
2π
a,τ ∈ L(C0

2π, E0). The same results holds for the second derivative with respect
to a and the two derivatives with respect to τ . This ends the proof.

Lemma 5.24. Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6 holds.
Let τ0 > 0. There are ε0, η0 > 0 small enough (only depending on b, f , α0 and τ0) such that
the function

B2π
η0 (α0)× (τ0 − ε0, τ0 + ε0) → C0

2π

(a, τ) 7→ πa,τ

is C2 Fréchet differentiable.

Remark 5.25. Recall that πa,τ is the unique invariant measure of the Markov Chain having
K2π

a,τ has kernel transition probability. So, we study the smoothness of the invariant measure
with respect to the parameters (a, τ), knowing the smoothness of the transition probability
kernel (a, τ) 7→ K2π

a,τ . We refer to [GM86] for such sensibility result in the setting of finite
discrete-time Markov Chains. Our approach is different and based on the implicit function
theorem. In this proof, we consider independent functions a and h (that is we do not have
a = α0 + h).

Proof. Let α0 and τ0 be fixed. Let δ0, ε0 > 0 be given by Lemma 5.23. Consider the following
C2-Fréchet differentiable function:

F : C0,0
2π ×B2π

η0 (α0)× (τ0 − ε0, τ0 + ε0) → C0,0
2π

(h,a, τ) 7→ (α0 + h)−K2π
a,τ (α0 + h).

It holds that F (0, α0, τ0) = 0. Moreover

DhF (0, α0, τ0) = I −K2π
α0,τ0 ∈ L(C0,0

2π , C
0,0
2π ),
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which is invertible with continuous inverse by Lemma 5.22. So the implicit function theorem
applies: there exists (V 0,0

2π , V 0
2π, Vτ0) open neighborhoods of (0, α0, τ0) in C0,0

2π ×C0
2π×R∗+ and

a C2-Fréchet differentiable function U : V 0
2π × Vτ0 → V 0,0

2π such that

∀h,a, τ ∈ V 0,0
2π × V 0

2π × Vτ0 , F (h,a, τ) = 0⇐⇒ h = U(a, τ).

By uniqueness of the invariant measure of the Markov chain with transition kernel K2π
a,τ , we

deduce that

πa,τ = α0 + U(a, τ),

which is a C2-Fréchet differentiable function of (a, τ).

Proof of Proposition 5.21. Recall that ρa,τ =
πa,τ
ca,τ

, where the constant ca,τ is given by

ca,τ = τH2π
a,τ (πa,τ ).

Furthermore, it holds that πα0,τ0 = 1
2π and ρα0,τ0 = γ(α0) (see (5.24)). So cα0,τ0 = 1

2πγ(α0) > 0.
Hence for ε0, η0 small enough, it holds that

∀a ∈ B2π
η0 (α0),∀τ ∈ (τ0 − ε0, τ0 + ε0), ca,τ > 0.

So, using Lemmas 5.23 and 5.24, it holds that c and ρ are C2, which ends the proof.

As a first application of this result, we prove that the mean number of spikes of a neuron
driven by a periodic input only depends on the mean of the input current.

Proposition 5.26. Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6
holds. Let τ0 > 0 and consider η0 be given by Proposition 5.21. Let h ∈ C0,0

2π such that
α0 + h ∈ B2π

η0 (α0). It holds that

cα0+h,τ0 = cα0,τ0 =
1

2πγ(α0)
.

We denote by cα0 this last quantity. In particular, the mean number of spikes per period

1

2π

∫ 2π

0
ρα0+h,τ0(u)du = γ(α0)

only depends on α0 (which is the mean of the external current (α0 + h(t))t∈[0,2π]).

Proof. Let a ∈ B2π
η0 (α0). We prove that

∀h ∈ C0,0
2π , Daca,τ0 · h = 0.

We have ca,τ0 = τ0H
2π
a,τ0 (πa,τ0). Differentiating with respect to a, one gets

Daca,τ0 · h = τ0

[
DaH

2π
a,τ0 · h

]
(πa,τ0) + τ0H

2π
a,τ0Daπa,τ0 · h.
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Recall that πa,τ0 = K2π
a,τ0πa,τ0 so

Daπa,τ0 · h =
[
DaK

2π
a,τ0 · h

]
πa,τ0 +K2π

a,τ0 [Daπa,τ0 · h] .

Using Lemma 5.22, one has

Daπa,τ0 · h =
[
I −K2π

a,τ0

]−1 [
DaK

2π
a,τ0 · h

]
πa,τ0 . (5.29)

Define on C0,0
2π the linear operator

∀h ∈ C0,0
2π , 1

2π(h)(t) :=

∫ 2π

0
1{t≥s}h(s)ds =

∫ t

0
h(s)ds.

We have
1 ∗Ka,τ0 = 1−Ha,τ0 , (5.30)

so on C0,0
2π ,

H2π
a,τ0 = 1

2π
[
I −K2π

a,τ0

]
. (5.31)

So
H2π

a,τ0

[
I −K2π

a,τ0

]−1
= 1

2π.

Consequently, we have

Daca,τ0 · h = τ0

[
DaH

2π
a,τ0 · h

]
(πa,τ0) + τ01

2π
[
DaK

2π
a,τ0 · h

]
πa,τ0

Differentiating (5.31), one has

DaH
2π
a,τ0 · h = −12π

[
DaK

2π
a,τ0 · h

]
,

and so for all h ∈ C0,0
2π , Daca,τ0 · h = 0. Then for all h ∈ C0,0

2π such that α0 + h ∈ B2π
η0 (α0),

one has

cα0+h,τ0 − cα0,τ0 =

∫ 1

0
[Dacα0+th,τ0 · h] dt = 0.

Finally we have πα0,τ0 = 1
2π and, by (5.24), ρα0,τ0 = γ(α0). By definition (5.28), we have

cα0,τ0 =
πα0,τ0
ρα0,τ0

. It ends the proof.

5.3.6 Strategy to handle the nonlinear equation (1.2)

Grant Assumptions 4.1, 4.2 and let α0 > 0 such that Assumption 4.6 holds. Let τ0 > 0 be
given by Assumption 5.3. For η0, ε0 > 0, define G : B2π

η0 (α0)∩C0,0
2π × (α0− η0, α0 + η0)× (τ0−

ε0, τ0 + ε0)→ C0,0
2π such that

G(h, α, τ) := (α+ h)− J(α)ρα+h,τ . (5.32)

Using Propositions 5.21 and 5.26, we choose η0, ε0 small enough such that G is C2-Fréchet
differentiable and indeed takes values in C0,0

2π . For any constant α, τ > 0, we have, by (5.24),
ρα,τ = γ(α). Recalling that J(α)γ(α) = α, we have

∀(α, τ) ∈ (α0 − η0, α0 + η0)× (τ0 − ε0, τ0 + ε0), G(0, α, τ) = 0. (5.33)

Those are the trivial roots of G. To construct the periodic solutions to (1.2), we find the
non-trivial roots of G. In fact, Theorem 5.9 is deduced from the following proposition.
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Proposition 5.27. Consider b, f and α0, τ0 > 0 such that Assumptions 4.1, 4.2, 4.6, 5.3, 5.4
and 5.7 hold. Let G be defined by (5.32). There exists X × Vα0 × Vτ0 an open neighborhood
of (0, α0, τ0) in (C0,0

2π , || · ||∞)× R∗+ × R∗+ such that:

1. There exists a continuous curve {(hv, αv, τv), v ∈ (−v0, v0)} of real 2π-periodic solutions
of (5.3) passing through (0, α0, τ0) at v = 0 and such that for all v ∈ (−v0, v0)

(hv, αv, τv) ∈ X × Vα0 × Vτ0 and G (hv, αv, τv) = 0.

Moreover, it holds that

∀v ∈ (−v0, v0),
1

2π

∫ 2π

0
hv(t) cos(t)dt = v and

1

2π

∫ 2π

0
hv(t) sin(t)dt = 0.

In particular, hv 6≡ 0 for v 6= 0.

2. For all (h, α, τ) ∈ X × Vα0 × Vτ0, with h 6≡ 0, it holds that

G(h, α, τ) = 0 ⇐⇒ [∃v ∈ (−v0, v0), ∃θ ∈ [0, 2π), (h, α, τ) ≡ (Sθ(hv), αv, τv)] .

We here prove that our main result is a consequence of this proposition.

Proof that Proposition 5.27 implies Theorem 5.9. Let (hv, αv, τv) be the continuous curve given
by Proposition 5.27. Define av

∀t ∈ R, av(t) := αv + hv(t/τv).

The function av is 2πτv-periodic and continuous. From G(hv, αv, τv) = 0, we deduce that

av = J(αv)ρav .

Consider ν̃av defined by (5.22). By Proposition 5.19, (ν̃av(t)) is a 2πτv-periodic solution of
(1.2) and (ν̃av , αv, τv) satisfies all the properties stated in Theorem 5.9: this gives the existence
part of the proof. We now prove uniqueness.

Let ε0 > 0 small enough such that (τ0− ε0, τ0 + ε0) ⊂ Vτ0 , Vτ0 being given by Proposition 5.27.
Let J, τ > 0 be fixed, consider ν(t) a 2πτ -periodic solution of (1.2) such that

|τ − τ0| < ε0 and sup
t∈[0,2πτ ]

∣∣∣∣J
∫

R+

f(x)ν(t, dx)− α0

∣∣∣∣ < ε1,

for some constant ε1 > 0 to be specified later. Define a

∀t ∈ R, a(t) := J

∫

R+

f(x)ν(t, dx).

The function a is 2πτ -periodic. Let (Xt)t≥0 be the solution of the nonlinear equation (1.2),
starting with the initial condition ν(0) ∈M(f2). Under Assumptions 4.1 and 4.2, Theorem 2.8
applies and so the function t 7→ E f(Xt) is continuous. So a ∈ C0

2πτ . We write

a(t) =: α+ h(t/τ),
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for some constant α and some h ∈ C0,0
2π . Because ν(t) is a periodic solution of (1.2), it holds

that
a = Jρa,

or equivalently,
α+ h = Jρα+h,τ . (5.34)

We have by assumption

|α− α0| =
∣∣∣∣

1

2π

∫ 2π

0
J

∫

R+

f(x)ν(τu, dx)du− 1

2π

∫ 2π

0
J(α0)

∫

R+

f(x)ν∞α0
(dx)du

∣∣∣∣ < ε1.

Recall that α0 satisfies Assumption 4.6. By Lemma 5.12 and using the continuity of b′, we
can assume that ε1 is small enough such that Assumption 4.6 is also satisfied by α. Let η0 be
given by Proposition 5.21 (η0 only depends on b, f, α0 and τ0). Provided that ε1 ≤ η0, we can
apply Proposition 5.26 at (α, τ). It holds that

1

2π

∫ 2π

0
ρα+h,τ (u)du = γ(α),

so
α = Jγ(α).

This proves that J = J(α). So (5.34) implies that G(h, α, τ) = 0. By the uniqueness part of
Proposition 5.27, there exists θ ∈ [0, 2π) and v ∈ (−v0, v0) such that

∀t, h(t) = hv(t+ θ), α = αv, τ = τv.

So, we deduce that a(t) = αv + hv

(
t+θ
τv

)
and J = J(αv). This ends the proof.

It remains to prove Proposition 5.27.

5.3.7 Linearization of G.

Define:
∀t ∈ R, Θα,τ (t) := τΘα(τt)1{t≥0}, (5.35)

where Θα is given by (4.8). The main result of this section is the following.

Proposition 5.28. Let h ∈ C0,0
2π . It holds that

[DhG(0, α, τ) · h] (t) = h(t)− J(α)

∫

R
Θα,τ (t− s)h(s)ds.

The proof of this proposition relies on Lemmas 5.29 and 5.30 below. Let h ∈ C0,0
2π , it holds

that
DhG(0, α, τ) · h = h− J(α)Daρα,τ · h.
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By eq. (5.28) and Proposition 5.26, one has

Daρα,τ · h =
1

cα
Daπα,τ · h.

To compute Daπα,τ · h, we use (5.29) with a ≡ α:

Daπα,τ · h = (I −K2π
α,τ )−1

[
DaK

2π
α,τ · h

]
( 1

2π ). (5.36)

The next lemma is devoted to the computation of (I − K2π
α,τ )−1. Consider t 7→ rα(t) the

solution of the convolution Volterra integral equation (1.14) (with ν = δ0 and a = α). That
is, rα solves rα = Kα+Kα ∗ rα. By Proposition 3.25 there exists a function ξα ∈ L1(R+) such
that for all t ≥ 0,

rα(t) = γ(α) + ξα(t).

Define for all t ≥ 0, rα,τ (t) := τrα(τt). It solves

rα,τ = Kα,τ +Kα,τ ∗ rα,τ , (5.37)

where Kα,τ is given by (5.25). Similarly, let ξα,τ (t) := τξα(τt). We have

rα,τ (t) = τγ(α) + ξα,τ (t).

Recall that by definition, we have

K2π
α,τ (h)(t) =

∫ 2π

0
K2π
α,τ (t, s)h(s)ds =

∫ t

−∞
Kα,τ (t− s)h(s)ds.

It holds that

Lemma 5.29. The inverse of the linear operator I −K2π
α,τ : C0,0

2π → C0,0
2π is given by I + r2π

α,τ

where for all h ∈ C0,0
2π and t ∈ [0, 2π]

r2π
α,τ (h) := τγ(α)Γ(h) + ξ2π

α,τ (h),

Γ(h)(t) :=

∫ t

0
h(s)ds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds,

ξ2π
α,τ (h)(t) :=

∫ t

−∞
ξα,τ (t− s)h(s)ds.

Proof. Note that Γ(h) is the only primitive of h which belongs to C0,0
2π . Moreover, because

t 7→ ξα,τ (t) ∈ L1(R+), we have for h ∈ C0,0
2π :

∫ 2π

0

∫ t

−∞
ξα,τ (t− s)h(s)dsdt =

∫ 2π

0

∫ ∞

0
ξα,τ (u)h(t− u)dudt =

∫ ∞

0

∫ 2π

0
ξα,τ (u)h(t− u)dtdu = 0.

So, ξ2π
α,τ (h) ∈ C0,0

2π and r2π
α,τ is well-defined. To conclude, we have to show that on C0,0

2π

K2π
α,τ ◦ r2π

α,τ = r2π
α,τ ◦K2π

α,τ = r2π
α,τ −K2π

α,τ .
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Note that for all t ∈ [0, 2π],

d

dt

[
Γ(h)(t)−H2π

α,τ (h)(t)
]

= K2π
α,τ (h)(t).

Because Γ(h), H2π
α,τ (h) ∈ C0,0

2π , we deduce that

Γ(K2π
α,τ (h)) = Γ(h)−H2π

α,τ .

Moreover, we have (using that ξα,τ ,Kα,τ ∈ L1(R+))

ξ2π
α,τ (K2π

α,τ (h))(t) =

∫ t

−∞
ξα,τ (t− s)

∫ s

−∞
Kα,τ (s− u)h(u)duds

=

∫ t

−∞
h(u)

∫ t

u
ξα,τ (t− s)Kα,τ (s− u)dsdu

=

∫ t

−∞
h(u)(ξα,τ ∗Kα,τ )(t− u)du.

Using (5.30) and (5.37), we deduce the identity

Kα,τ ∗ ξα,τ = ξα,τ ∗Kα,τ = ξα,τ −Kα,τ + τγ(α)Hα,τ . (5.38)

So
ξ2π
α,τ (K2π

α,τ (h)) = ξ2π
α,τ (h)−K2π

α,τ (h) + τγ(α)H2π
α,τ (h).

Altogether,
r2π
α,τ (K2π

α,τ (h)) = r2π
α,τ (h)−K2π

α,τ (h).

We now prove that K2π
α,τ (r2π

α,τ (h)) = r2π
α,τ (h)−K2π

α,τ (h). Using (5.38), we have K2π
α,τ (ξ2π

α,τ (h)) =
ξ2π
α,τ (K2π

α,τ (h)). Moreover, because K2π
α,τ (1) = 1, we have

K2π
α,τ (Γ(h))(t) =

∫ t

−∞
Kα,τ (t− s)

∫ s

0
h(u)duds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds

=

[
Hα,τ (t− s)

∫ s

0
h(u)du

]t

−∞
−
∫ t

−∞
Hα,τ (t− s)h(s)ds− 1

2π

∫ 2π

0

∫ s

0
h(u)duds

= Γ(h)(t)−H2π
α,τ (h)(t) = Γ(K2π

α,τ (h))(t).

It ends the proof.

So for all α, τ ∈ (α0 − η0, α0 + η0)× (τ0 − ε0, τ0 + ε0) and h ∈ C0,0
2π , it holds that

Daρα,τ · h =
1

cα,τ
Daπα,τ · h

(5.36)
= (I + r2π

α,τ )
[
DaK

2π
α,τ · h

]
(γ(α)). (5.39)

Define for all t ≥ 0, Ξα,τ (t) := τΞα(τt) and denote by Ξ2π
α,τ the linear operator

∀h ∈ C0
2π,∀t ∈ [0, 2π], Ξ2π

α,τ (h)(t) :=

∫ t

−∞
Ξα,τ (t− u)h(u)du.
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Lemma 5.30. For all h ∈ C0
2π we have

[
DaK

2π
α,τ · h

]
(γ(α)) = Ξ2π

α,τ (h).

Proof. Given h ∈ C0
2π, we have

[
DaK

2π
α,τ · h

]
(γ(α))(t) = γ(α)

∫ t

−∞
[DaKα,τ · h] (t, s)ds

So we have to prove that

∀h ∈ C0
2π, γ(α)

∫ t

−∞
[DaKα,τ · h] (t, s)ds =

∫ t

−∞
Ξα,τ (t− s)h(s)ds.

When τ = 1, this computation is done in Lemma 4.53. It is first proved that

γ(α)

∫ t

−∞
[DaHα · h] (t, s)ds = −

∫

R
Ψα(t− s)h(s)ds,

where Ψα(t) is given by (4.30). This computation relies on the explicit expression satisfied by
[DaHα · h] (t, s), namely

[DaHα · h] (t, s) = Hα(t− s)
∫ t

s
f ′(ϕαu−s(0))

∫ u

s
h(θ) exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
dθdu.

Using Fubini’s Theorem and the identity

∫ t

θ
f ′(ϕαu−s(0)) exp

(∫ u

θ
b′(ϕαv−s(0))dv

)
du =

f(ϕαt−s(0))− f(ϕαθ−s(0))

b(ϕαθ−s(0)) + α

lead to the convolution between Ψα and h. We refer to Lemma 4.53 for more details. Then
one uses that ∫ t

−∞
[DaKα · h] (t, s)ds = − d

dt

∫ t

−∞
[DaHα · h] (t, s)ds

and that Ξα(t) = d
dtΨα(t) to obtain the stated identity with τ = 1. The result for τ 6= 1 can

be deduced from the case τ = 1. Indeed, given α > 0 and h ∈ C0
2π, define f̃ := τf , b̃ := τb,

α̃ := τα, and h̃ := τh. By applying the result for τ̃ := 1, b̃, f̃ , α̃ and h̃, we obtain exactly the
stated equality.

Proof of Proposition 5.28. We use Lemma 5.30 together with (5.39). For all h ∈ C0,0
2π , one

obtains
Daρα,τ · h = Ξ2π

α,τ (h) + r2π
α,τ (Ξ2π

α,τ (h)).

The definition of r2π
α,τ yields

r2π
α,τ (Ξ2π

α,τ (h)) = τγ(α)Γ(Ξ2π
α,τ (h)) + ξ2π

α,τ (Ξ2π
α,τ (h)).

Let Ψα,τ (t) := Ψα(τt), such that d
dtΨα,τ (t) = Ξα,τ (t). From the identity

d

dt

∫ t

−∞
Ψα,τ (t− u)h(u)du =

∫ t

−∞
Ξα,τ (t− u)h(u)du,
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we find that

Γ(Ξ2π
α,τ (h))(t) =

∫ t

−∞
Ψα,τ (t− u)h(u)du =

∫ t

−∞
(1 ∗ Ξα,τ )(t− u)h(u)du.

So

[Daρα,τ · h] (t) =

∫ t

−∞
Ξα,τ (t− u)h(u)du+ τγ(α)

∫ t

−∞
(1 ∗ Ξα,τ )(t− u)h(u)du

+

∫ t

−∞
ξα,τ (t− u)

∫ u

−∞
Ξα,τ (u− θ)h(θ)dθdu.

Fubini’s Theorem yields

∫ t

−∞
ξα,τ (t− u)

∫ u

−∞
Ξα,τ (u− θ)h(θ)dθdu =

∫ t

−∞
(ξα,τ ∗ Ξα,τ )(t− θ)h(θ)dθ.

Finally, we have

Ξα,τ + τγ(α)(1 ∗ Ξα,τ ) + ξα,τ ∗ Ξα,τ = Ξα,τ + rα,τ ∗ Ξα,τ (because rα,τ = τγ(α) + ξα,τ )

(4.33)
= Θα,τ ,

so

[Daρα,τ · h] (t) =

∫ t

−∞
Θα,τ (t− u)h(u)du.

It ends the proof.

5.3.8 The linearization of G at (0, α0, τ0) is a Fredholm operator

For notational convenience we now write

B0 := DhG(0, α0, τ0).

Proposition 5.31. We have N(B0) = R(Q), R(B0) = N(Q), where Q is the following
projector on C0,0

2π :

∀z ∈ C0,0
2π , Q(z)(t) :=

[
1

2π

∫ 2π

0
z(s)e−isds

]
eit +

[
1

2π

∫ 2π

0
z(s)eisds

]
e−it. (5.40)

Remark 5.32. In particular, B0 ∈ L(C0,0
2π , C

0,0
2π ) is a Fredholm operator of index 0, with

dim N(B0) = 2.

Proof. First, let h ∈ N(B0). One has for all t ∈ R

h(t) = J(α0)

∫

R
Θα0,τ0(t− s)h(s)ds.



Chapter 5. Periodic solutions via Hopf bifurcations 150

Consider for all n ∈ Z
h̃n :=

1

2π

∫ 2π

0
h(s)e−insds

the n-th Fourier coefficient of h. We have

∀n ∈ Z, h̃n = J(α0)Θ̂α0,τ0(in)h̃n.

Assumption 5.4 ensures that

∀n ∈ Z\{−1, 1}, J(α0)Θ̂α0,τ0(in) 6= 1,

and so
∀n ∈ Z\{−1, 1}, h̃n = 0.

We deduce that h ∈ R(Q). Conversely, if h ∈ R(Q), there exists c ∈ C such that

h(t) = ceit + c̄e−it

and so

J(α0)

∫

R
Θα0,τ0(t− s)h(s)ds = ceitJ(α0)

∫

R
Θα0,τ0(s)e−isds+ c̄e−itJ(α0)

∫

R
Θα0,τ0(s)eisds

= ceitJ(α0)Θ̂α0,τ0(i) + c̄e−itJ(α0)Θ̂α0,τ0(−i)
= h(t).

We used here that J(α0)Θ̂α0,τ0(i) = J(α0)Θ̂α0,τ0(−i) = 1 (Assumption 5.3). This proves that
N(B0) = R(Q). Consider now k ∈ R(B0), there exists h ∈ C0

2π such that B0(h) = k. We
have for all t ∈ R

h(t)− J(α0)

∫

R
Θα0,τ0(t− s)h(s)ds = k(t).

Using that J(α0)Θ̂α0,τ0(i) = 1, we deduce that

1

2π

∫ 2π

0
k(s)e−isds =

[
1

2π

∫ 2π

0
h(s)e−isds

]
(1− J(α0)Θ̂α0,τ0(i)) = 0.

Similarly, 1
2π

∫ 2π
0 k(s)eisds = 0 and so k ∈ N(Q). It remains to show that N(Q) ⊂ R(B0).

Consider h ∈ N(Q) and let

h̃n :=
1

2π

∫ 2π

0
h(s)e−insds

be its n-th Fourier coefficient. We have h̃1 = h̃−1 = 0. Define

∀n ∈ Z\{−1, 1}, εn :=
J(α0)Θ̂α0,τ0(in)

1− J(α0)Θ̂α0,τ0(in)
.

The function h is continuous, and so h belongs to L2([0, 2π]). We deduce that

∑

n∈Z\{−1,1}
|h̃n|2 <∞.
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Moreover, because Θα0,τ0 ∈ L1(R+), the Riemann-Lebesgue lemma yields the existence of a
constant C such that for n ∈ Z,

|n| > 1 =⇒ |εn| ≤
C

|n| .

We deduce that ∑

n∈Z\{−1,1}
|nεnh̃n|2 <∞.

Consequently, defining

∀t ∈ R, w(t) :=
∑

n∈Z\{−1,1}
εnh̃ne

int,

it holds that w ∈ H1([0, 2π]), and so w is continuous (see for instance [Bre11, Th. 8.2]).
Finally, let k := h + w. It holds that k ∈ C0

2π and the n-th Fourier coefficient of k is equals

to h̃n
1−J(α0)Θ̂α0,τ0 (in)

. We deduce that B0(k) = h. This ends the proof.

5.3.9 The Lyapunov-Schmidt reduction method

The problem of finding the roots of G defined by (5.32) is an infinite dimensional problem.
We use the method of Lyapunov-Schmidt to obtain an equivalent problem of finite-dimension
- here of dimension 2. The equation G = 0 is equivalent to

QG(Qh+ (I −Q)h, α, τ) = 0

(I −Q)G(Qh+ (I −Q)h, α, τ) = 0,

where the projector Q is defined by (5.40). Define the following function W :

W : U2 ×W2 × Vα0 × Vτ0 → R(B0)
(v, w, α, τ) 7→ (I −Q)G(v + w,α, τ),

where U2 ×W2 are open neighborhood of (0, 0) in N(B0)×R(B0).

We have W (0, 0, α0, τ0) = 0 and DwW (0, 0, α0, τ0) = (I − Q)DhG(0, α0, τ0) = (I − Q)B0 ∈
L(R(B0), R(B0)) which is bijective with continuous inverse. The implicit function theorem
applies: there exists a C1 function ψ : N(B0)× Vα0 × Vτ0 7→ R(B0) such that

W (v, w, α, τ) = 0 for (v, w, α, τ) ∈ U2 ×W2 × Vα0 × Vτ0 is equivalent to

w = ψ(v, α, τ).

Again, the neighborhoods U2,W2, Vτ0 , Vα0 may be shrunk in this construction. We deduce
that

G(h, α, τ) = 0 for (h, α, τ) ∈ X × Vα0 × Vτ0 is equivalent to (5.41)

QG(Qh+ ψ(Qh,α, τ), α, τ) = 0. (5.42)
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Note that for all θ ∈ R, we have for all τ > 0 and a ∈ C0
2π, ρSθ(a),τ = Sθ(ρa,τ ). It follows that

G(Sθ(h), α, τ) = Sθ(G(h, α, τ)).

Moreover, it is clear that the projection Q commutes with Sθ (for all θ ∈ R, SθQ = QSθ) and
by the local uniqueness of the implicit function theorem, we deduce that

ψ(Sθ(v), α, τ) = Sθ(ψ(v, α, τ)).

Using that any element Qh ∈ N(B0) can be written

Qh = t 7→ ceit + c̄e−it := ce0 + c̄ē0

for some c ∈ C and using the definition of Q, we deduce that (5.41) is equivalent to the
complex equation:

Φ̂(c, α, τ) = 0 for (c, α, τ) ∈ V0 × Vα0 × Vτ0 , where

Φ̂(c, α, τ) :=
1

2π

∫ 2π

0
G(ce0 + c̄ē0 + ψ(ce0 + c̄ē0, α, τ), α, τ)te

−itdt

and V0 is an open neighborhood of 0 in C. We have moreover

∀θ ∈ R, Φ̂(ceiθ, α, τ) = eiθΦ̂(c, α, τ),

and so (5.41) is equivalent to

Φ̂(v, α, τ) = 0 for v ∈ (−v0, v0).

Note that Φ̂(−v, α, τ) = −Φ̂(v, α, τ) and in particular

∀α, τ ∈ Vα0 × Vτ0 , Φ̂(0, α, τ) = 0.

This is coherent with (5.33). In order to eliminate these trivial solutions, following [Kie12],
we set for v ∈ (−v0, v0) \ {0}:

Φ̃(v, α, τ) :=
Φ̂(v, α, τ)

v

=

∫ 1

0
DvΦ̂(θv, α, τ)dθ.

To summarize, we have proved that

Lemma 5.33. There exists v0 > 0 and open neighborhoods X × Vα0 × Vτ0 of (0, α0, τ0) in
C0,0

2π × R∗+ × R∗+ such that the problem

G(h, α, τ) = 0 for (h, α, τ) ∈ X × Vα0 × Vτ0 with h 6= 0

is equivalent to
Φ̃(v, α, τ) = 0 for (v, α, τ) ∈ (−v0, v0)× Vα0 × Vτ0 .

The next section is devoted to the study of this reduced problem.
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5.3.10 Study of the reduced 2D-problem

We denote by cos the cosinus function, such that ve0 + vē0 = 2v cos .

Lemma 5.34. We have:

1. Φ̃(0, α0, τ0) = 0.

2. Dτ Φ̃(0, α0, τ0) = 1
2π

∫ 2π
0

[
D2
hτG(0, α0, τ0) · 2 cos

]
t
e−itdt.

3. DαΦ̃(0, α0, τ0) = 1
2π

∫ 2π
0

[
D2
hαG(0, α0, τ0) · 2 cos

]
t
e−itdt.

Proof. We have Φ̃(0, α0, τ0) = DvΦ̂(0, α0, τ0) and

DvΦ̂(0, α0, τ0) =
1

2π

∫ 2π

0
DhG(0, α0, τ0) · [2 cos +Dvψ(0, α0, τ0) · 2 cos]t e

−itdt.

Moreover, it holds that [see Kie12, Coroll. 1.2.4]

Dvψ(0, α0, τ0) · cos = 0

and cos ∈ N(DhG(0, α0, τ0)), so Φ̃(0, α0, τ0) = 0. To prove the second point (the third point
is proved similarly), we have Dτ Φ̃(0, α0, τ0) = D2

vτ Φ̂(0, α0, τ0). Moreover,

Dτ Φ̂(v, α, τ) =
1

2π

∫ 2π

0
DτG(2v cos +ψ(2r cos, α, τ), α, τ)te

−itdt

+
1

2π

∫ 2π

0
[DhG(2r cos +ψ(2v cos, α, τ), α, τ) ·Dτψ(2v cos, α, τ)]t e

−itdt.

So

D2
vτ Φ̂(0, α0, τ0) =

1

2π

∫ 2π

0

[
D2
hτG(0, α0, τ0) · (2 cos +Dvψ(0, α0, τ0) · 2 cos)

]
t
e−itdt

+
1

2π

∫ 2π

0

[
DhG(0, α0, τ0) ·D2

vτψ(0, α0, τ0) · 2 cos
]
t
e−itdt

+
1

2π

∫ 2π

0
D2
hhG(0, α0, τ0) · [2 cos +Dvψ(0, α0, τ0) · 2 cos, Dτψ(0, α0, τ0)]te

−itdt.

Note that for all α, τ in the neighborhood of α0, τ0, one has

ψ(0, α, τ) = 0,

soDτψ(0, α0, τ0) = 0. Consequently the third term is null. Recall now thatB0 := DhG(0, α0, τ0)
and by Proposition 5.31, it holds that QB0 = 0. So the second term is also null. Finally,
using again that Dvψ(0, α0, τ0) · cos = 0 we obtain the stated formula.
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By Proposition 5.28, we have for all h ∈ C0,0
2π

DhG(0, α, τ) · h = h− J(α)Θα,τ ∗ h,

where the function Θα,τ is given by eq. (5.35). It follows that

D2
hτG(0, α0, τ0) · 2 cos = −2J(α0)

∂

∂τ
(Θα0,τ ∗ cos)|τ=τ0

,

and so we have

Dτ Φ̃(0, α0, τ0) = −J(α0)
∂

∂τ
Θ̂α0,τ (i)

∣∣∣
τ=τ0

.

Similarly,

DαΦ̃(0, α0, τ0) = − ∂

∂α

(
J(α)Θ̂α,τ0(i)

)∣∣∣
α=α0

.

Lemma 5.35. Write J(α0) ∂∂z Θ̂α0( i
τ0

) =: x0 + iy0. It holds that

1. Dτ Φ̃(0, α0, τ0) = (ix0 − y0)/τ2
0 .

2. DαΦ̃(0, α0, τ0) = Z′0(α0)(x0 + iy0), where Z′0(α0) is defined in Lemma 5.6.

Proof. From Θα,τ (t) = τΘα(τt), we have

∂

∂τ
Θα,τ (t) = 1

τ [τΘα(τt) + τΠα(τt)] , with Πα(t) := t
∂

∂t
Θα(t).

So
̂[ ∂
∂τ

Θα,τ

]
(z) = 1

τ

[
Θ̂α( zτ ) + Π̂α( zτ )

]
.

Moreover, an integration by parts shows that

Π̂α(z) =

∫ ∞

0
e−ztt

∂

∂t
Θα(t)dt

= −Θ̂α(z) + z

∫ ∞

0
e−zttΘα(t)dt.

= −Θ̂α(z)− z ∂
∂z

Θ̂α(z).

Choosing z = i ends the proof of the first point. Define now

∆(z, α) := J(α)Θ̂α(z)− 1.

By the definition of Z0(α) (see Lemma 5.6), we have

∀α ∈ Vα0 , ∆(Z0(α), α) = 0.

We differentiate with respect to α and obtain

∂

∂z
∆(Z0(α), α)Z′0(α) +

∂

∂α
∆(Z0(α), α) = 0.
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Evaluating this expression at α = α0 gives

∂

∂α

(
J(α)Θ̂α

)∣∣∣
α=α0

( i
τ0

) = −Z′0(α0)(x0 + iy0),

which concludes the proof.

Lemma 5.36. There exists v0 > 0, Vα0 × Vτ0 an open neighborhood of (α0, τ0) in (R∗+)2 and
two functions v 7→ τv, αv ∈ C1((−v0, v0)) such that for all (v, α, τ) ∈ (−v0, v0)× Vα0 × Vτ0 we
have

Φ̃(v, α, τ) = 0 ⇐⇒ τ = τv and α = αv.

Proof. We decompose Φ̃ into real part and imaginary part (without changing the notations),
such that now

Φ̃ : (−v0, v0)× Vα0 × Vτ0 → R2.

We have Φ̃(0, α0, τ0) = 0 and

D(α,τ)Φ̃(0, α0, τ0) =

(
<DαΦ̃(0, α0, τ0) <Dτ Φ̃(0, α0, τ0)

=DαΦ̃(0, α0, τ0) =Dτ Φ̃(0, α0, τ0)

)

=

(
x0<Z′0(α0)− y0=Z′0(α0) − y0

τ20
x0=Z′0(α0) + y0<Z′0(α0) x0

τ20

)
.

The determinant of this matrix is
<Z′0(α0)

τ20
(x2

0 + y2
0) and this quantity is non-null by Assump-

tions 5.3 and 5.7. Consequently, the implicit function theorem applies and gives the result.

The proof of Proposition 5.27 then follows immediately from this result and Lemma 5.33.
This ends the proof of Theorem 5.9.

5.4 Conclusion and perspectives

We study the existence of periodic solutions through Hopf bifurcations. Our main assumptions
are of spectral type. We assume that the complex zeros of z 7→ J(α)Θ̂α(z)− 1 “crosses” the
purely imaginary axis at some “bifurcation point” α0. At this point, the invariant measure ν∞α0

losses its stability and we give sufficient condition ensuring the existence of periodic solutions,
for α in the neighborhood of α0. We study in Chapter 6 an example of functions b and f for
which all the spectral assumptions can be analytically verified (see Section 6.2). It would be
particularly interesting to study the stability of the periodic solutions. That is, if (ν(t))t∈[0,T ]

is a periodic solution of (1.2), at which condition this orbit is locally attractive? In Chapter 4,
we have seen that stability of an invariant probability measure is given by the location of the
roots of an explicit holomorphic function. It would be interesting to study the existence of a
similar criteria, giving the stability of such periodic orbit. Another development would be to
reduce the dynamics, near an invariant probability measure, to a finite dimensional manifold
by applying idea from the center manifold theory (see [HI11]).





Chapter 6

Explicit examples and numerical methods

We study analytically and numerically several examples of functions b and f which
exhibit either multi-stability or oscillations. In particular, we give an explicit ex-
ample where all the spectral assumptions of Chapter 5 can be analytically veri-
fied. In addition, we describe and compare two numerical methods to simulate the
mean-field equation: an Euler scheme to approximate the particle system (1.1) and
a finite volume method to approximate the solution of the Fokker-Planck equa-
tion (1.3). Finally we give an algorithm to determine numerically if an invariant
measure of (1.2) is locally stable and to numerically predict the Hopf bifurcations.

6.1 Explicit examples with bistability

We give explicit examples of drift b and rate function f such that the nonlinear equation (1.2)
admits multiple invariant measures. Given m ≥ 0, we choose:

∀x ≥ 0, b(x) := m− x and f(x) := x2.

We denote by δ0 the Dirac measure at 0 and for all α > 0, let ν∞α be given by (3.4):

ν∞α (dx) :=
γ(α)

m+ α− x exp

(
−
∫ x

0

y2

m+ α− ydy
)
1[0,m+α)(x)dx.

We used that with this choice of b, we have σα = m+ α. We first study analytically the case
m = 0.

6.1.1 Case m = 0.

The following proposition gives the number of invariant measures of the nonlinear equa-
tion (1.2) when m = 0. This result was conjectured in [RT16, Section 7.2.3].

Proposition 6.1. Let f(x) = x2 and b(x) = −x. There exists α∗ > 0 such that the function
α 7→ α

γ(α) is decreasing on (0, α∗] and increasing on [α∗,∞). Moreover, one has

lim
α↓0

α

γ(α)
= +∞, and lim

α→∞
α

γ(α)
= +∞.
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Figure 6.1: Plot of the function α 7→ J(α) = α
γ(α) , for b(x) = −x and f(x) = x2. We proved

in Proposition 6.1 that this function is decreasing on (0, α∗] and increasing on [α∗,∞).

Let J∗ := α∗
γ(α∗)

. We deduce that

1. For J ∈ [0, J∗), δ0 is the unique invariant measure of (1.2).

2. For J ∈ (J∗,∞), (1.2) has three invariant measures: {δ0, ν
∞
α1
, ν∞α2

}. with α1 < α∗ < α2.

3. For J = J∗, (1.2) has two invariant measures: δ0 and ν∞α∗.

Proof. The graph of the function α 7→ α
γ(α) is plotted Figure 6.1. Define

∀x ∈ [0, 1), w(x) := x+ x2/2 + log(1− x) = −
∑

k≥3

xk

k

and

∀α ≥ 0, V (α) := α

∫ 1

0
(1 + x)eα

2w(x)dx. (6.1)

Claim It holds that for all α > 0

α

γ(α)
=

1

α
+ V (α), (6.2)

Proof. First note that with b(x) = −x we have ϕαt = α(1− e−t). So, (3.5) yields

α

γ(α)
= α

∫ α

0

1

α− x exp

(
−
∫ x

0

y2

α− ydy
)
dx

= α

∫ 1

0

1

1− v exp

(
−
∫ v

0

(αu)2

1− u du
)
dv with the changes of variables x = αv and y = αu.

Using that − u2

1−u = 1 + u− 1
1−u we deduce that

α

γ(α)
= α

∫ 1

0

1

1− v e
α2w(v)dv.
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We have for all x ∈ (0, 1)

− d

dx
eα

2w(x) = α2eα
2w(x)

[
1

1− x − (1 + x)

]
,

and so

1 =
[
−eα2w(x)

]1

0
= α2

∫ 1

0

1

1− xe
α2w(x)dx− α2

∫ 1

0
(1 + x)eα

2w(x)dx.

We deduce the claim. Define for all x ∈ [0, 1)

A(x) :=
−4w(x)

x3
− (1 + x) =

1

3
+ 4x2

∑

k≥0

xk

k + 5
.

Claim It holds that

V ′(α) =

∫ 1

0
A(x)eα

2w(x)dx.

In particular V is strictly increasing on R+.
Proof. We have

V ′(α) =

∫ 1

0
(1 + x)eα

2w(x)dx+ 2α2

∫ 1

0
(1 + x)w(x)eα

2w(x)dx.

Let

∀x ∈ (0, 1), θ(x) :=
(1 + x)w(x)

w′(x)
.

We have w(x)
w′(x) = − (1−x)w(x)

x2
and so θ(x) = −1−x2

x2
w(x). In particular, θ can be extended to a

C1([0, 1]) function with θ(0) = θ(1) = 0. So

2α2

∫ 1

0
(1 + x)w(x)eα

2w(x)dx = 2α2

∫ 1

0
θ(x)w′(x)eα

2w(x)dx

= −2

∫ 1

0
θ′(x)eα

2w(x)dx.

Moreover, we have θ′(x) = 2
x3
w(x) + (1 + x) and so (1 + x) − 2θ′(x) = A(x). This ends the

proof of the Claim.
For all α ≥ 1, we have

V ′(α) ≥ 1

3

∫ 1

0
eα

2w(x)dx ≥ 1

6α
α

∫ 1

0
(1 + x)eα

2w(x)dx =
1

6α
V (α).

Consequently, we have ∀α ≥ 1, V (α) ≥ V (1)α1/6. Using (6.2), we deduce that

lim
α↓0

α

γ(α)
= +∞, and lim

α→∞
α

γ(α)
= +∞.

It remains to study the variations of α 7→ α
γ(α) . Using (6.2), we have

d

dα

α

γ(α)
=
α2V ′(α)− 1

α2
=
W (α2)− 1

α2
,
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with

W (α) := α

∫ 1

0
A(x)eαw(x)dx.

Claim The function W is increasing on R+.

Proof. Let D(x) := A(x)w(x)
w′(x) . We have

W ′(α) =

∫ 1

0
A(x)eαw(x)dx+

∫ 1

0
D(x)αw′(x)eαw(x)dx

=

∫ 1

0
[A(x)−D′(x)]eαw(x)dx.

To conclude it suffices to show that for all x ∈ [0, 1), A(x) −D′(x) ≥ 0, which follows from
the explicit formula satisfied by A and D. To end the proof it remains to show that
Claim: limα→∞W (α) = +∞.
This follows from W (α2) = α2V ′(α) ≥ α2 1

6αV (1)α1/6.

6.1.2 Case m > 0

When m > 0, the Dirac measure δ0 is not anymore an invariant probability measure of (1.2):
in that case all the invariant probability measures have the form ν∞α , for some α > 0 satisfying
α = Jγ(α). Consider V the function given by (6.1). Recall that V is strictly increasing. The
following Proposition shows uniqueness of the invariant probability for m large enough.

Proposition 6.2. Let b(x) = m−x and f(x) = x2. Assume m > 0 is large enough such that
mV (m) ≥ 1. Then, the function α 7→ α

γ(α) is strictly increasing on R+ and

lim
α→∞

α

γ(α)
=∞.

So, for all J ≥ 0, (1.2) has exactly one invariant measure.

Proof. We have, using the first Claim of the proof of Proposition 6.1:

α

γ(α)
= α

∫ m+α

0

1

m+ α− x exp

(
−
∫ x

0

y2

m+ α− ydy
)
dx

=
α

m+ α

[
1

m+ α
+ V (m+ α)

]
.

So

d

dα

α

γ(α)
=

(m− α) +m(m+ α)V (m+ α)

(m+ α)3
+

α

m+ α
V ′(m+ α).

The second term is non-negative because V is increasing. Assume mV (m) ≥ 1. We have
V (m+ α) ≥ V (m) and so the first term is also non-negative. It ends the proof. Numerically,
the equation mV (m) = 1 yields m ≈ 0.92.
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For m small enough however, we find numerically that the situation is similar to the case
m = 0 studied in Proposition 6.1. Depending on the value of J , there is 1,2 or 3 invariant
probability measures. Consider for instance m = 0.1. We observe numerically that there exists
0 < α1

∗ < α2
∗ such that the function α 7→ α

γ(α) is non-decreasing on [0, α1
∗], non-increasing on

[α1
∗, α

2
∗] and finally non-decreasing on [α2

∗,∞). Let J1
∗ := α1

∗
γ(α1
∗)

and J2
∗ := α2

∗
γ(α2
∗)

. We have (see

Figure 6.2(a)):

1. For J < J2
∗ , there is a unique invariant measure, locally stable.

2. For J ∈ (J2
∗ , J

1
∗ ), there are three invariant measures: ν∞α1

, ν∞α2
and ν∞α3

for some α1 <
α2 < α3. We find numerically that ν∞α1

and ν∞α3
are locally stable, while ν∞α2

is not.

3. For J > J1
∗ , there is one invariant measure, locally stable.

4. Finally, for the edge cases J ∈ {J1
∗ , J

2
∗}, there are two invariant measures.

We report in the plane (m,J) the number of invariant measures (see Figure 6.2(b)). For
m large enough, Proposition 6.2 ensures that for all J ≥ 0, there is exactly one invariant
measure. We find that the transition occurs for mcusp

∗ ≈ 0.18, through a cusp bifurcation.

0 2 4 6 8 10

0

1

2

3

α

J
(α

)
=

α
γ
(α

)

Invariant measures and their stability for m = 0.1

(a)

0 5 · 10−2 0.1 0.15

1.8

2

2.2

2.4

2.6

1 invariant measure

3 invariant
measures

1 invariant
measure

m

J

Number of invariant measures in the plane (m,J)

(b)

Figure 6.2: Let b(x) = m−x and f(x) = x2. (a) For m = 0.1, we report the graph of α 7→ α
γ(α) .

The function is non-decreasing on [0, α1
∗], non-increasing on [α1

∗, α
2
∗] and finally non-decreasing

on [α2
∗,∞). Let J1

∗ := α1
∗

γ(α1
∗)

and J2
∗ := α2

∗
γ(α2
∗)

. The coordinates of the two black squares are

(α1
∗, J

1
∗ ) and (α2

∗, J
2
∗ ). The stability of the invariant measures is determined using the algorithm

described in Section 6.4. (b) For each point (m,J) of the plane, we compute the number of
invariant measures of (1.2). We find a cusp bifurcation at (mcusp

∗ , Jcusp
∗ ) ≈ (0.18, 1.73). In

particular, for m > mcusp
∗ there is always one unique invariant probability measure. The two

figures are computed using the Julia package BifurcationKit.jl [Vel20].
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6.2 An explicit example with a Hopf bifurcation

We now give a simple example of functions f and b such that Hopf bifurcations occurs and
such that the spectral assumptions of Theorem 5.9 can be analytically verified. Our minimal
example satisfies all the assumptions of Theorem 5.9, except Assumption 4.2, because the
function f we consider is not continuous. Indeed, to simplify the computation, we consider
the step function

∀x ∈ R+, f(x) :=

{
0 for 0 ≤ x < 1,

1/β for x ≥ 1,
(6.3)

where β > 0 is a (small) parameter of the model.

6.2.1 Some generalities when f is a step function

We shall specify later the exact shape of b, for now we only assume that

inf
x∈[0,1]

b(x) > 0.

This ensures in particular that the Dirac mass at 0 is not an invariant measure. We now
consider some fixed constant α ≥ 0. Let, for all x ∈ [0, 1]

t∗α(x) := inf{t ≥ 0, ϕαt (x) = 1},

the time required for the deterministic flow to hit 1, starting from x. A simple computation
shows that

t∗α(x) =

∫ 1

x

dy

b(y) + α
.

Let Hx
α(t) be defined by (1.13) (with ν = δx, a ≡ α and s = 0). Using the explicit shape of

f , we find for all x ∈ [0, 1],

Hx
α(t) :=





1 for 0 ≤ t < t∗α(x),

e
− t−t

∗
α(x)

β for t ≥ t∗α(x).

Moreover,

∀x > 1, Hx
α(t) = e−t/β. (6.4)

Altogether,

∀z ∈ C with <(z) > −1/β, Ĥα(z) =
1− e−zt∗α(0)

z
+
e−zt

∗
α(0)

z + β−1
.

Note that in particular (using that 1/γ(α) = Ĥα(0))

1/γ(α) = t∗α(0) + β.
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So

J(α) :=
α

γ(α)
=

∫ 1

0

dy

1 + b(y)/α
+ αβ

is a strictly increasing function of α: for a fixed value of J > 0, there is a unique α > 0
solution of α = Jγ(α) and the corresponding ν∞α is the unique invariant measure of (1.2).
Let σα = limt→∞ ϕαt (0). This invariant measure is given by

ν∞α (x) =





γ(α)
b(x)+α for x ∈ [0, 1),
γ(α)
b(x)+α exp

(
− 1
β

∫ x
1

dy
b(y)+α

)
for x ∈ [1, σα),

0 otherwise.

Moreover, for x ∈ [0, 1] and t > t∗α(x),

d

dx
Hx
α(t) = − 1

β

e
− t−t

∗
α(x)

β

b(x) + α
.

So the Laplace transform of d
dxH

x
α(t) is, for all z ∈ C with <(z) > −1/β

∀x ∈ [0, 1],

∫ ∞

0
e−zt

d

dx
Hx
α(t)dt = − e

−t∗α(x)z

b(x) + α

1

1 + βz
.

Consider Ψα given by (4.29). For all z ∈ C with <(z) > −1/β

J(α)Ψ̂α(z) = − α

γ(α)

∫ σα

0

∫ ∞

0
e−zt

d

dx
Hx
α(t)dt ν∞α (x)dx

=
α

1 + βz

∫ 1

0

e−t
∗
α(x)z

(b(x) + α)2
dx.

Indeed, using (6.4), it holds that d
dxH

x
α(t) = 0 for x > 1. Finally, the change of variable

x = ϕαu(0), u ∈ [0, t∗α(0)),

such that t∗α(x) = t∗α(0)− u, shows that

J(α)Ψ̂α(z) =
αe−zt

∗
α(0)

1 + βz

∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du.

So by Remark 4.28, the (local) stability of the invariant measure ν∞α is given by the location
of the roots of the following holomorphic function, defined for all <(z) > −1/β:

J(α)Ψ̂α(z)− Ĥα(z) =
αe−zt

∗
α(0)

1 + βz

∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du− 1− e−zt∗α(0)

z
− βe−zt

∗
α(0)

1 + βz
.
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6.2.2 A linear drift b.

We now specify the shape of b. We choose:

∀x ≥ 0, b(x) = m− x,

for some parameter m > 1, such that b(x) + α = σα − x, with σα = m + α. We then have
ϕαu(0) = σα(1− e−u) and so

t∗α(0) = log

(
σα

σα − 1

)
.

Finally ∫ t∗α(0)

0

euz

b(ϕαu(0)) + α
du =

1

σα

∫ t∗α(0)

0
e(z+1)udu =

1

σα

e(z+1)t∗α(0) − 1

z + 1
,

so

J(α)Ψ̂α(z)− Ĥα(z) =
α

σα

et
∗
α(0) − e−zt∗α(0)

(1 + βz)(z + 1)
− 1− e−zt∗α(0)

z
− βe−zt

∗
α(0)

1 + βz
.

Consequently, we have to study the complex solutions of

<(z) > −β−1,
α

m+ α− 1

1−
(

m+α
m+α−1

)−(z+1)

(1 + βz)(z + 1)
−

1−
(

m+α
m+α−1

)−z

z
−
β
(

m+α
m+α−1

)−z

1 + βz
= 0.

(6.5)

Remark 6.3. In fact this analysis can be easily extended to any linear drift

b(x) = κ(m− x),

with κ,m ∈ R. Indeed, adapting slightly the proof of Theorem 4.14, when κ ≤ 0 it holds that
f + b′ ≥ 0 and so the unique non trivial invariant measure is locally stable: there is no Hopf
bifurcation. If on the other hand κ > 0, by setting

κ̃ = 1, α̃ =
α

κ
, m̃ = m β̃ = κβ,

we can easily reduce the problem to κ = 1.

We now make the following change of variable

ω := log

(
m+ α

m+ α− 1

)
and δ :=

α

m+ α− 1
,

with ω > 0 et δ ∈ (0, 1). That is, we have

α =
δ

eω − 1
, m = 1 +

1− δ
eω − 1

. (6.6)

With this change of variable, (6.5) becomes

<(z) > −β−1, δ
1

1 + βz

1− e−ω(z+1)

1 + z
− 1− e−ωz

z
− βe−ωz

1 + βz
= 0. (6.7)
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Assume now that
β + ω − δ(1− e−ω) 6= 0, (6.8)

such that z = 0 is not a solution of the equation. Multiplying by (1 + βz)z on both side, we
finally find that we have to study the zeros of

<(z) > −β−1, U(β, δ, ω, z) = 0,

with

U(β, δ, ω, z) := δ
z

z + 1
(1− e−ω(z+1)) + e−ωz − (1 + βz). (6.9)

6.2.3 On the roots of U

An explicit parametrization of the purely imaginary roots

We now describe all the imaginary roots of U . If z = iy, y ≥ 0, the equation U(β, δ, ω, z) = 0
yields {

cos(ωy) + sin(ωy)y(1− δe−ω) = 1− βy2

− sin(ωy) + cos(ωy)y(1− δe−ω) = y(1 + β − δ). (6.10)

For ω > 0 et y ≥ 0 fixed, (6.10) admits a unique solution in (β, δ), given by

β0
ω(y) :=

(1 + eω)(1− cos(ωy))− (eω − 1)y sin(ωy)

y2eω − y2 cos(ωy)− y sin(ωy)
, (6.11)

δ0
ω(y) :=

eω(1 + y2)(1− cos(ωy))

y2eω − y2 cos(ωy)− y sin(ωy)
.

Proposition 6.4. The parametric curve (β0
ω(y), δ0

ω(y))y>0 admits exactly two multiple points
given by

(0, 0) and (0,
2

1 + e−ω
).

Apart from those two points, the curve does not intersect itself.

Proof. Squaring the two equations of (6.10) and summing the result, one gets

1 + y2(1− δe−ω)2 = (1− βy2)2 + y2(1 + β − δ)2,

that is
(1− δe−ω)2 = −2β + β2y2 + (1 + β − δ)2. (6.12)

Note that if β 6= 0, for fixed values of δ, β, there is a unique y satisfying this equation. This
proves that all the multiple points are located on the axis β = 0. When β = 0, the equation
becomes

(1− δe−ω)2 = (1− δ)2,

whose solutions are

δ = 0 and δ =
2

1 + e−ω
.

Those are indeed multiple points. For (0, 0) for instance, it suffices to consider y = 2πk
ω , k ∈ N∗.

This ends the proof.
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Figure 6.3: Description of the purely imaginary roots of U . (a) The parametric curve
(β0
ω(y), δ0

ω(y)), plotted with ω = 1 and y ∈ [0, 15.5π]. Each point of the curve corresponds
to a purely imaginary roots of U . (b) Purely imaginary solutions of U plotted in the plane
(β, J), the value of m being fixed (m = 3/2).

6.2.4 Construction of the bifurcation point satisfying all the spectral as-
sumptions.

Let ω0 > 0 being fixed, chosen arbitrarily. Let y0 := 2π
ω0

(1 − ε0
ω0

) with ε0 > 0 (small) to be

chosen later. Let β0 := β0
ω0

(y0) and d0 := δ0
ω0

(y0). We have

β0 = ε0 +O(ε20) as ε0 → 0.

and

d0 =
eω0

2(eω0 − 1)

(
1 +

(2π)2

ω2
0

)
ε20 +O(ε20) as ε0 → 0.

We then have from (6.9)

∂U

∂z
(β0, d0, ω0, iy0) = −ω0 − (1 + 2iπ)ε0 +O(ε20) as ε0 → 0.

This quantity is non-null provided that ε0 is sufficiently small. The implicit function theorem
applies and gives the existence of a C1 function

(β, δ, ω) 7→ z0(β, δ, ω),

defined in the neighborhood of (β0, d0, ω0) and such that

U(β, δ, ω, z0(β, δ, ω)) = 0, with z0(β0, d0, ω0) = iy0.

Furthermore, one has

∂

∂δ
z0(β0, d0, ω0) = −

∂U
∂δ (β0, d0, ω0, iy0)
∂U
∂z (β0, d0, ω0, iy0)

(6.9)
= 2π

1− e−ω0

ω0

2π + iω0

(2π)2 + ω2
0

+O(ε0) as ε0 → 0
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and

∂

∂ω
z0(β0, d0, ω0) = −

∂U
∂ω (β0, d0, ω0, iy0)
∂U
∂z (β0, d0, ω0, iy0)

(6.9)
= −2iπ

ω0
+O(ε0) as ε0 → 0.

We finally set

α0 :=
d0

eω0 − 1
, m0 := 1 +

1− d0

eω0 − 1
,

and

Z0(α) := z0(β0,
α

m0 + α− 1
, log

(
m0 + α

m0 + α− 1

)
),

such that

d

dα
Z0(α0) =2π

1− e−ω0

ω0

2π + iω0

(2π)2 + ω2
0

m0 − 1

(m0 − 1− α0)2

+
2iπ

ω0

1

(m0 − 1 + α0)(m0 + α0)
+O(ε0) as ε0 → 0.

The second term on the right hand side is purely imaginary. So

< d

dα
Z0(α0) =

1− e−ω0

ω0

(2π)2

(2π)2 + ω2
0

m0 − 1

(m0 − 1− α0)2
+O(ε0) as ε0 → 0.

This quantity is strictly positive provided that ε0 is small enough. By choosing the parameters
of the model to be β = β0 and m = m0, the Assumptions 5.3, 5.4 and 5.7 are satisfied at the
point α = α0. In particular, Assumption 5.4 follows from Proposition 6.4.

6.3 Numerical methods

6.3.1 Monte Carlo simulation of the particle system

We first give a straightforward Monte Carlo Euler scheme with constant time step ∆t > 0
to simulate the solution of the particle system (1.1). We consider N ≥ 1 particles and we
compute their membrane potentials (Xi,N

n )i∈{1,··· ,N} at the discrete times {n∆t, n ≥ 0}.
Consider (U in)n≥1,i∈{1,··· ,N} a sequence of i.i.d. random variables uniformly distributed on

[0, 1], independent of the initial conditions (Xi,N
0 )i∈{1,··· ,N}. Given n ≥ 1 and (Xi,N

n−1)i∈{1,··· ,N},
the update rules are

Step 1. Si,Nn := 1{U in≤∆tf(Xi,N
n−1)}

Step 2. X̃i,N
n := Xi,N

n−1 + ∆tb(X
i,N
n−1) + J

N

∑
j 6=i S

j,N
n .

Step 3. Xi,N
n := X̃i,N

n (1− Si,Nn ).
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A variant is the following: replace Step 2. with

X̃i,N
n = Xi,N

n−1 + ∆tb(X
i,N
n−1) +

J∆t

N

N∑

j=1

f(Xj,N
n−1).

Both schemes give similar results for N large enough. This method is easily implemented on
GPU. Using a simple Julia implementation, we can simulate up to N = 109 particles.

6.3.2 Simulation of the nonlinear Fokker-Planck equation

We give an explicit finite volume scheme to compute the solution of (1.3).The method is
adapted from the (implicit) 2D scheme given in [ACV19]. We work on the compact domain
[0, vmax]: we discretize it using a regular grid with Nv subdivisions. That is, given Nv ∈ N∗,
let ∆v := vmax

Nv
such that

[0, vmax] =

Nv⋃

i=1

Ωi with Ωi := [vi −
∆v

2
, vi +

∆v

2
] and vi :=

∆v

2
+ ∆v(i− 1). (6.13)

We denote by ∆t the time step of the scheme. Let tn := n∆t and consider ν(tn) the solution
of (1.3) at time tn. For i ∈ {1, · · · , Nv}, we compute the finite volume approximations
νn := (νin)i∈{1,··· ,Nv} of ν(tn), that is

νin ≈
1

∆v
〈ν(tn),1Ωi〉.

We split the PDE (1.3) by writing

∂tν(t) = L∗transport(ν(t)) + L∗jump(ν(t)),

with

L∗transport(ν) := −∂x [(b+ J〈ν, f〉) ν]

L∗jump(ν) := −fν + 〈ν, f〉δ0.

Discretization of the transport operator

Consider a measure µ and write µi := 1
∆v
〈µ,1Ωi〉. Hence,

〈µ, f〉 ≈ ∆v

Nv∑

j=1

f(vj)µ
j . (6.14)

To discretize the transport operator, we use the following explicit upwind scheme (see [CIR52]):

1

∆v
〈L∗transport(µ),1Ωi〉 ≈ −

1

∆v

(
F i+1/2(µ)− F i−1/2(µ)

)
, (6.15)
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with:

F 1/2(µ) = FNv+1/2(µ) := 0,

∀i ∈ {1, · · · , Nv − 1}, F i+1/2(µ) :=

{
V i+1/2(µ) µi, if V i+1/2(µ) > 0

V i+1/2(µ) µi+1, otherwise

and V i+1/2(µ) := b(vi +
∆v

2
) + ∆vJ

Nv∑

j=1

f(vj)µ
j .

So the vector V (µ) is a spatial discretization of b + J〈µ, f〉. We used (6.14) to approximate
the interactions part J〈µ, f〉. Note moreover that

Nv∑

j=1

(
F j+1/2(µ)− F j−1/2(µ)

)
= FNv+1/2(µ)− F 1/2(µ) = 0,

so the scheme preserves the mass.

Discretization of the jump operator

To discretize the jump operator, consider a measure µ(0) and write again µi(0) := 1
∆v
〈µ(0),1Ωi〉.

The PDE
∂tµ(t) = L∗jump(µ(t))

translates to the following system of ODEs:
{
µ̇i(t) = −f(vi)µ

i(t), ∀i ∈ {2, · · · , Nv}
µ̇1(t) =

∑Nv
j=2 f(vj)µ

j(t), for i = 1.

We solve explicitly this system and find:
{
µi(t) = µi(0)e−f(vi)t, ∀i ∈ {2, · · · , Nv}
µ1(t) = µ1(0) +

∑Nv
j=2 µ

j(0)(1− e−f(vj)t), for i = 1.

Note that this scheme preserves the mass and the positivity:

∀t > 0,

Nv∑

i=1

µi(t) =

Nv∑

i=1

µi(0) and ∀i ∈ {1, · · · , Nv},
[
µi(0) ≥ 0

]
=⇒

[
µi(t) ≥ 0

]
.

Update rules

Overall, the update rules are the following. Given νn = (νin)i∈{1,··· ,Nv} an approximation of
the solution of (1.3) at time tn, we set for all i ∈ {1, · · · , Nv}:

ν̃in+1 := νin −
∆t

∆v

(
F i+1/2(νn)− F i−1/2(νn)

)
.

νin+1 :=

{
ν̃in+1e

−f(vi)∆t , ∀i ∈ {2, · · · , Nv}
ν̃1
n+1 +

∑Nv
j=2 ν̃

j
n+1(1− e−f(vj)∆v), for i = 1.
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That is, we first apply the transport operator, and then the jump operator.

Remark 6.5. Let SA(t) be a semi-group with generator A. The semi-group SA+B(t) with
generator A+B is obtained by the following Dyson-Phillips series (see [EN00, Th. 1.10])

SA+B(t) =
∞∑

n=0

SnA+B(t),

with S0
A+B(t) := SA(t) and Sn+1

A+B(t) :=
∫ t

0 SA(t− s)BSnA+B(s)ds. We only keep the first two
terms of the series and use the following approximation, valid for ∆t small enough

SA+B(∆t) ≈ SA(∆t) +

∫ ∆t

0
SA(∆t − s)BSA(s)ds ≈ SA(∆t) + SA(∆t)∆tBSA(0)

= SA(∆t) (I + ∆tB) ,

using that SA(0) = I, I denoting the identity operator. Our updates rules are finding by
choosing A to be the jump operator and B to be the transport operator.

Adaptive time steps

An important refinement of this method is to use adaptive time steps. The length of the
time step is chosen such that the Courant–Friedrichs–Lewy stability condition holds, namely:

V max
n ∆n

t

∆v
≤ Cmax ≤ 1. (6.16)

with
V max
n := max

i∈{1,··· ,Nv}
|V i+1/2(νn)|.

That is, we chose the n-th step size to be

∆n
t =

Cmax∆v

V max
n

.

The parameter Cmax ≤ 1 is the Courant number of the scheme.

6.3.3 Comparison of the two schemes

We compare numerically the order of convergence in time and space of the two schemes. To
do so, we choose b(x) = 1 − x, f(x) = x2, J = 1/2 and the law of the initial condition X0

is the uniform probability measure on [0, 3/2]. Using both schemes, we then estimate the
value of E f(XT ) with T = 2. We compare the results to a reference value. In Figure 6.4, we
plotted few approximations of the jump rate t 7→ E f(Xt) using the two schemes with different
parameters.

The time complexity of the finite volume scheme is O(Nv∆t
)

(6.16)
= O(N2

v ), while the time

complexity of the Monte Carlo Euler scheme is O(N
2

∆t
). To fairly compare the two schemes,
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given δ > 0 (small), we choose the parameters Nv(δ) (for the finite volume scheme) and
N(δ),∆t(δ) (for the Monte Carlo Euler scheme) such that

δ ≈ 1

N2
v (δ)

,

and

δ ≈ ∆t(δ)

N2(δ)
.

With this choice, the computation time of the two schemes is, in both cases, of order O(1/δ).
For the finite volume scheme, we choose

Nv(δ) :=

⌊
1√
δ

⌋
.

For the Monte Carlo Euler scheme, we choose

∆t(δ) := δ1/3, and N(δ) = bδ−2/3c.

We compute the reference value E f(XT ) ≈ 0.62427. To do so, we used the finite volume
scheme with Nv = 40000. We report, for different values of δ, the errors of the two schemes
with respect to this reference value. We find that the error of the Monte Carlo Euler scheme
is proportional to δ1/3 (see Figure 6.6), while the error of the finite volume scheme has an
error proportional to δ1/2 (see Figure 6.5). This suggests that the two schemes are not
asymptotically of the same order. To estimate E f(XT ) with an accuracy of ε, the Monte
Carlo Euler scheme needs a computation time of order O(ε−3) while the finite volume scheme
only needs a computation time of order O(ε−2).
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Comparaison of the Monte Carlo Euler scheme and the Finite Volume method

Monte Carlo, N = 103

Monte Carlo, N = 104

Monte Carlo, N = 105

Finite volume, Nv = 4000

Figure 6.4: We compare the Monte Carlo Euler scheme, described in Section 6.3.1, to the finite
volume scheme of Section 6.3.2. We choose f(x) = x2, b(x) = 1− x and J = 0.5 and simulate
up to T = 2. The initial condition is the uniform probability measure on [0, 3/2]. For the
Monte Carlo Euler scheme, we choose a time step of ∆t := 10−4 and the number of particles
N ∈ {103, 104, 105}. For the Volume finite method, we choose Cmax := 0.5, Nv = 4000,
vmax = 3.0.
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Figure 6.5: For 100 values of δ randomly chosen in [10−9, 10−2], let Nv(δ) := d1/
√
δe. This

parameter is used to compute an approximation of E f(XT ) using the finite volume scheme.

We report the normalized error Err(δ)√
δ

as a function of δ. This suggests that the error rate of

the scheme is of order
√
δ, while the computation time is of order 1/δ. Parameters f(x) = x2,

b(x) = 1− x, Cmax = 0.1, J = 0.5, vmax = 3.0.

6.4 Numerical stability of an invariant probability measure.

Given some interaction parameter J0 > 0, consider ν∞α0
an invariant measure of (1.2). The

constant α0 > 0 satisfies α0 = J0γ(α0). We have seen in Chapter 4 that the (local) stability
of ν∞α0

can be determined by inspecting the location of the roots of the holomorphic function

z 7→ J0Θ̂α0(z) − 1, where Θα0(t) is given by (4.8). By Theorem 4.13, local stability holds
when all the roots have negative real parts. The goal of this Section is to provide an effective
algorithm to compute these roots, in order to decide numerically if ν∞α0

is locally stable or not.

The idea is the compute numerically the eigenvalues and the eigenvectors of the generator of
the linearized Fokker-Planck equation. The nonlinear Fokker-Planck equation (1.3) writes

ν̇ = F (ν),

with

F (ν) := −∂x [(b+ J0〈ν, f〉)ν]− fν + 〈ν, f〉δ0.

We have F (ν∞α0
) = 0 and so for φ = ν− ν∞α0

, the linearized Fokker-Planck equation informally
writes

φ̇ = DνF (ν∞α0
) · φ

(4.12)
= L∗α0

(φ) + Bα0(φ).

We study the eigenvalues and the associated eigenvectors of L∗α0
(φ) and of DνF (ν∞α0

).
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Figure 6.6: For 5000 values of δ randomly chosen in [10−9, 10−1], we let N(δ) := δ−2/3 and
∆t(δ) := δ1/3. Those parameters are used to compute an approximation of E f(XT ), using
the Monte Carlo Euler scheme described in Section 6.3.1. We report the normalized error
Err(δ)

δ1/3
as a function of δ. This suggests that the error rate of the scheme is of order δ1/3, while

the computation time is in 1/δ. Parameters: f(x) = x2, b(x) = 1− x, J = 0.5, T = 2.

Claim 6.6. Let z0 be an eigenvalue of the linear operator L∗α0
, with <(z0) > −f(σα0). Then,

it holds that K̂α0(z0) = 1. Conversely, if K̂α0(z0) = 1, then z0 is an eigenvalue of L∗α0
and

an associated eigenvector is

νz0α0
(dx) :=

1

b(x) + α0
exp

(
−
∫ x

0

f(y) + z0

b(y) + α0
dy

)
1[0,σα0 )(x). (6.17)

Remark 6.7. In particular, 0 is an eigenvalue of L∗α0
and ν∞α0

is the associated eigenvector.

Recall that for z 6= 0, K̂α0(z) = 1
(3.13)⇐⇒ Ĥα0(z) = 0. So the other eigenvalues of L∗α0

(φ) are

the zeros of Ĥα. Therefore, to compute the complex zeros of Ĥα, it suffices the compute the
eigenvalues (of a discrete approximation) of L∗α0

.

Proof. Using that ν∞α0
is the invariant probability measure, we have L∗α0

ν∞α0
= 0, and so 0

is an eigenvalue. Consider now z0 6= 0 another eigenvalue and let φ(0) be the associated
eigenvector. Consider φ(t) defined by

φ(t) = ez0tφ(0). (6.18)

Using that L∗α0
φ(0) = z0φ(0), we deduce that φ(t) solves

φ̇(t) = L∗α0
φ(t).

Note that the semi-group associated to L∗α0
preserves the mass, so

∫

R+

φ(t)(dx) = ez0t
∫

R+

φ(0)(dx) =

∫

R+

φ(0)(dx).
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Because z0 6= 0, it necessarily holds that
∫

R+

φ(0)(dx) = 0.

Let r
φ(0)
α0 (t) = 〈φ(t), f〉. It solves the Volterra integral equation (1.14):

rφ(0)
α0

(t) = Kφ(0)
α0

(t) +

∫ t

0
Kα0(t− u)rφ(0)

α0
(u)du.

Taking the Laplace transform and using (6.18), one has

〈φ(0), f〉 = (z − z0)K̂φ(0)
α0

(z) + 〈φ(0), f〉K̂α0(z).

Moreover, we necessarily have 〈φ(0), f〉 6= 0, otherwise ν(0) = 0. One deduces that K̂α0(z0) =
1. Reciprocally, if K̂α0(z0) = 1 with z0 6= 0, one can check that νz0α0

, given by (6.17), is an
eigenvector of L∗α0

associated to z0. In particular the changes of variable y = ϕα0
u (0) and

x = ϕα0
t (0) in (6.17) yields

∫

R+

νz0α0
(dx) =

∫

R+

e−z0t exp

(
−
∫ t

0
f(ϕα0

u (0))du

)
dt = Ĥα0(z0) = 0.

Define
κ(α) :=

α

γ(α)J0
.

We have similarly:

Claim 6.8. The linear operator DνF (ν∞α0
) has 0 as eigenvalue, with an associated eigenvector

given by
d

dα
κ(α)ν∞α

∣∣∣∣
α=α0

Consider z0 ∈ C∗, with <(z0) > −λ∗α0
another eigenvalue. Then it holds that J0Θ̂α0(z0) = 1.

Proof. First, we have for all α > 0, F (κ(α)ν∞α ) = 0. We differentiate with respect to α this
equality and find:

DνF (ν∞α0
) · d

dα
κ(α)ν∞α

∣∣∣∣
α=α0

= 0.

This shows that 0 is an eigenvalue. Second, the nonlinear Fokker-Planck equation conserves
the mass. So for all ν ∫

R+

F (ν)(dx) = 0.

Differentiating at ν = ν∞α0
with respect to ν, we have for φ = ν − ν∞α

∫

R+

[
DνF (ν∞α0

) · φ
]

(dx) = 0.



175 6.4. Numerical stability of an invariant probability measure.

In other words, DνF (ν∞α0
) is also mass conservative. Consider z0 ∈ C∗ with <(z0) > −λ∗α0

an
eigenvalue of DνF (ν∞α0

), associated to the eigenvector φ(0). Then φ(t) := ez0tφ(0) solves

˙φ(t) = DνF (ν∞α0
) · φ(t).

Because DνF (ν∞α0
) preserves the mass and because z0 6= 0, one deduces that

∫

R+

φ(0)(dx) = 0.

Moreover, we have ∫ ∞

0
f(x)φ(0)(dx) 6= 0.

Indeed, proceed by contradiction, if 〈φ(0), f〉 = 0, we have Bα0φ(0) = 0 and so z0 is an
eigenvalue of L∗α0

:

DνF (ν∞α0
)φ(0) = L∗α0

φ(0) = z0φ(0).

But we have seen that 0 is the only eigenvalue of L∗α0
satisfying <(z) > −λ∗α0

. We now use
(4.14). One has

ez0t〈φ(0), f〉 =

∫ ∞

0
rxα0

(t)φ(0)dx+ J0

∫ t

0
Θα0(t− s)ez0s〈φ(0), f〉ds.

We take the Laplace transform and obtain for all z ∈ C with <(z) > <(z0):

1 = Gz0(z) + J0Θ̂α0(z),

with

Gz0(z) :=
z − z0

〈φ(0), f〉

∫ ∞

0

∫ ∞

0
e−ztrxα(t)φ(0)(dx)dt.

We deduce that J0Θ̂α0(z0) = 1. This ends the proof.

To approximate numerically the eigenvalues of DvF (ν∞α0
), we approximate DvF (ν∞α0

) by a
matrix of size Nv ×Nv, using the Finite Volume method described in Section 6.3.2.

Discretization of the transport operator

Given a measure ν and i ∈ {1, · · · , Nv}, we set νi := 1
∆v
〈µ,1Ωi〉, where ∆v,Ωi are given by

(6.13).

Consider g : R+ → R. We approximate the transport operator −∂x(gν) using the same
upwind-scheme than in (6.15). Because here −∂x(gν) is a linear operator, this approximation
can be written as product between a matrix of size Nv ×Nv and the vector (νj)j∈{1,··· ,Nv}:

1

∆v
〈−∂x(g(x)ν),1Ωi〉 ≈

[
Ltrans

[g] · (νj)
]
i
.
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Here, Ltrans
[g] is the following tridiagonal matrix:

Ltrans
[g] := − 1

∆v

(
M

+1/2
[g] −M−1/2

[g]

)
, (6.19)

where the matrices M
+1/2
[g] and M

+1/2
[g] are given by, for all i, j ∈ {1, · · · , Nv}:

(
M

+1/2
[g]

)
i,j

:=





g(vi + 1/2), if j = i, i < Nv and g(vi + 1/2) > 0

g(vi + 1/2), if j = i+ 1 and g(vi + 1/2) ≤ 0

0, otherwise.

and

(
M
−1/2
[g]

)
i,j

:=





g(vi − 1/2), if j = i− 1 and g(vi − 1/2) > 0

g(vi − 1/2), if j = i, i > 1 and g(vi − 1/2) ≤ 0

0, otherwise.

Discretization of L∗α0

Recall that L∗α0
ν = −∂x [(b+ α0)ν] − fν + 〈ν, f〉δ0. We approximate the transport part

−∂x [(b+ α0)ν] using the matrix Ltrans
[b+α0] (given by (6.19) with g ≡ b + α0). The jump part

−fν + 〈ν, f〉δ0 is approximated by the following matrix Ljump, defined by:

∀i, j ∈ {1, · · · , Nv}, (Ljump)i,j :=





−f(vi) if i = j and i > 1

f(vj) if i = 1 and j > 1

0 otherwise.

(6.20)

Overall, L∗α0
is approximated by the matrix Ltrans

[b+α0] + Ljump.

Discretization of DνF (ν∞α0
)

Recall that DνF (ν∞α0
) = L∗α0

+ Bα0 . It remains to explain how to approximate Bα0φ =
−J0〈φ, f〉∂xν∞α0

. First, to approximate ∂xν
∞
α0

, we compute the eigenvectors/eigenvalues of

the matrix Ltrans
[b+α0] + Ljump. This matrix has 0 as eigenvalue. Let ν∞,Nvα0 be the associated

eigenvector, normalized such that

Nv∑

j=1

ν∞,Nvα0
(j) = 1.

Hence ν∞,Nvα0 is an approximation of the invariant measure ν∞α0
. We then approximate ∂xν

∞
α0

by the vector
Ltrans

[1] ν∞,Nvα0
,

where Ltrans
[1] is given by (6.19) with g ≡ 1. Finally, we approximate the operator Bα0 by the

matrix Bα0 , given by

∀i, j ∈ {1, · · · , Nv}, (Bα0)i,j := −J0f(vj)
[
Ltrans

[1] ν∞,Nvα0

]
(i). (6.21)



177 6.4. Numerical stability of an invariant probability measure.

6.4.1 Overall algorithm

We summarize the algorithm to compute the zeros of z 7→ Ĥα0(z) and z 7→ J(α0)Θ̂α0(z)− 1.

Input: b, f and α0 > 0.
Discretization parameters: Nv ∈ N∗ and vmax > 0 (see (6.13)).
Step 1. Compute the matrix Lα0 := Ltrans

[b+α0] + Ljump, using (6.19) and (6.20).

Step 2. Compute the eigenvalues, eigenvectors of Lα0 . Let ν∞,Nvα0 be the eigenvector associ-
ated to the eigenvalue 0. Normalize it such that

N∑

j=1

ν∞,Nvα0
(j) = 1.

Return the other eigenvalues, which are approximations of the zeros of z 7→ Ĥα0(z).
Step 3. Compute J0 by

J0 :=
α0∑Nv

j=1 f(vj)ν
∞,Nv
α0 (j)

.

Step 4. Compute the matrix Bα0 using (6.21). Compute the eigenvalues of Lα0 + Bα0 ,
remove the value 0. Return the other eigenvalues, which are approximations of the zeros of
z 7→ J(α0)Θ̂α0(z)− 1.

6.4.2 Numerical validation of the algorithm

We validate numerically the algorithm using the analytical example of Section 6.2.

We choose f to be the step function given by (6.3) (with β = β0 to be specify) and b(x) =
m0 − x. Let ω0 := 1 and y0 := 2π(1− 0.1). We choose:

β0 := β0
ω0

(y0), d0 := δ0
ω0

(y0),

where the functions β0
ω0

and δ0
ω0

are given by (6.11). We then define α0 and m0 using (6.6):

α0 :=
d0

eω0 − 1
, and m0 := 1 +

1− d0

eω0 − 1
.

With this choice of parameters, the zeros of z 7→ J(α0)Θ̂α0(z)− 1 are given by the solutions
of (6.7). Moreover, it holds that the pair of imaginary numbers ±iy0 are solutions. We report
in Figure 6.7 a computation of these zeros using the algorithm of Section 6.4.1 and compare
the results to the “ground-truth” given by (6.7). We choose vmax = 2 and Nv ∈ {4000, 8000}.
We find a good match between the ground-truth and the zero computed with the algorithm
of Section 6.4.2 (see Figure 6.7).

6.4.3 A complete illustration

We finally illustrate the algorithm with a numerical analysis of the following example:

∀x ≥ 0, f(x) := x10, b(x) := 2− 2x.
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Figure 6.7: Estimations of the zeros of z 7→ J(α0)Θ̂α0(z) − 1 using the algorithm described
in Section 6.4.2. The exact setting is described Section 6.4.2. We used vmax = 2 and Nv ∈
{4000, 8000}. Let G(z) be the function defined by (6.7). The zeros of G match with the
zeros of z 7→ J(α0)Θ̂α0(z) − 1. The blue curve corresponds to the solution of the equation
<G(z) = 0, while the red curve corresponds to =G(z) = 0. Hence, the points where the
two curves intersect are the “true” zeros of G. With our choice of parameters, it holds that
±i2π(1 − 0.1) ≈ ±i5.655 are a pair of zeros of G. With Nv = 8000, the algorithm computes
the pair of zeros −0.004± i5.653. Overall the error is or order 4 · 10−3.

We have seen in Figure 5.1 a simulation with J = 0.8 featuring stable oscillations. We now
give the bifurcation diagram. First we find numerically that the function α 7→ J(α) := α

γ(α) is

strictly increasing. So, for all J , (1.2) has a unique invariant measure. We compute its stability
using the algorithm of Section 6.4.1. We find two Hopf bifurcations: one for J ≈ 0.71 and the
other for J ≈ 1.06 (see Figure 6.8(a)). Overall the invariant probability measure is stable if
J < 0.71 or J > 1.06, and unstable for J ∈ [0.71, 1.06]. For J ∈ [0.71, 1.06], we compute the
stable periodic orbits and report the period T as a function of J (see Figure 6.8(b)) and the
following minimum and maximum

min
t∈[0,T ]

J E f(Xt) and max
t∈[0,T ]

J E f(Xt)

as a function of J (see Figure 6.8(a), purple curves). Finally, we plot the periodic orbit for
J = 0.72 (Figure 6.8(c)) and J = 0.80 (Figure 6.8(d)).
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Figure 6.8: (a) Bifurcation diagram for f(x) = x10 and b(x) = 2 − 2x. The black curve is
computed using the algorithm described in Section 6.4.1, with Nv = 1000 and vmax = 2. We
find that the unique invariant measure is unstable for J ∈ [0.71, 1.06]: for this example, (1.2)
exhibits two Hopf bifurcations, the first one at J ≈ 0.71 and the second one at J ≈ 1.06.
For J ∈ [0.71, 1.06], we compute the stable periodic orbit and report the minimum and the
maximum value of t 7→ J E f(Xt) over a period (the two purple curves), as well as the period
of the solution as a function of J (see (b)). (c) We plot the periodic orbit for J = 0.72, that is
close to the first Hopf bifurcation. Note that the solution is close to the invariant probability
measure. (d) For J = 0.8 however, the periodic orbit is far from the invariant probability
measure.
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[CTV20b] Q. Cormier, E. Tanré, and R. Veltz. Hopf bifurcation in a Mean-Field
model of spiking neurons. 2020. arXiv: 2008.11116 [math.PR].

[Cos90] O. L. V. Costa. “Stationary distributions for piecewise-deterministic Markov
processes”. In: J. Appl. Probab. 27 (1) (1990), pp. 60–73. doi: 10.2307/
3214595.

[CIR52] R. Courant, E. Isaacson, and M. Rees. “On the solution of nonlinear
hyperbolic differential equations by finite differences”. In: Comm. Pure
Appl. Math. 5 (1952), pp. 243–255. doi: 10.1002/cpa.3160050303.

[Dav84] M. H. A. Davis. “Piecewise-deterministic Markov processes: a general class
of nondiffusion stochastic models”. In: J. Roy. Statist. Soc. Ser. B 46 (3)
(1984). With discussion, pp. 353–388.
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