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Abstract
This paper describes a variational approach for estimating a discontinuous optical flow from a sequence of images. Defined as the apparent motion of the image brightness pattern, the optical flow is very important in the computer vision community where its accurate estimation is strongly needed. After a fast overview of existing methods, we present a new variational method that we study in the space of Bounded Variations. We first present an integral representation of the optical flow problem which appears to be not lower semicontinuous. The relaxed functional is then calculated. We conclude by challenging questions about the possible numerical analysis of the abstract results.
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1. Introduction.
This paper deals with the estimation of the movement in a sequence of images. This velocity field will be called the optical flow. In the Computer Vision community, it is well known that the optical flow is a rich source of informations about the geometrical structure of the world. Numerous numerical algorithms on the optical flow estimation and its applications have been performed. They have clearly shown how the optical flow can be used to recover information about slant and tilt of surface elements, ego-motion, shape information, time to collision, etc [31, 32, 30, 34, 33, 29, 28, 38, 50, 24, 37, 49, 27, 9, 40, 41]
Almost all these approaches use the classical brightness constancy assumption that relates the gradient of brightness to the components of the local flow to estimate. Because this problem is ill-posed, additional constraints are usually required. The most used one is to add a quadratic smoothness constraint as done originally by Horn and Schunck [29]. However, in order to estimate the optical flow more accurately, other constraints involving high order spatial derivatives have also been used [40]. Nevertheless, several of the proposed methods lacked robustness to the presence of occlusion, and yielded smooth optical flow. The variational approach proposed in this paper is motivated by the need to recover the optical flow while preventing the method from trying to smooth the solution across the flow discontinuities. To cope with discontinuities, we propose in this article a complete mathematical study of the relaxed optical flow problem in the space $BV(\Omega)$. We first present an integral repre-

*Laboratoire J.A. Dieudonné • UNSA • UMR n° 6621 du CNRS • 06108 Nice Cedex 2 • FRANCE,
e-mail: gautert@math.unice.fr, Tel: +33 4 92 07 62 83, Fax: +33 4 93 51 79 74
sentation of the optical flow problem which appears to be no lower semicontinuous.

This article is organized as follows:
In section 1, we define the problem and propose a variational approach to solve it. The general idea is based on a conservation law of the intensity along the trajectories. We will have to deal with an ill-posed problem that we will solve by regularizing the unknowns.

Section 3 presents some general recalls about the space of Bounded Variations (noted $BV(\Omega)$). Classically used for problems coming from Computer Vision, this space permits to get discontinuities along curves (in dimension 2).

In section 4, we concentrate on the meaning of the energy we defined. This will permit us to consider some integral representation results of the duality pairing of an integrable function with a measure. Some kind of results have been proved by Ambrosetti [3] and we will extend them under weaker assumptions. This will enable us to obtain a fully developed expression for energy that we have to minimize.

Unfortunately, the proposed energy is not lower semi continuous for the weak topology of $BV(\Omega)$. Section 5 is devoted to the computation of the relaxed functional. This part is mainly technical and is based on ideas developed by Bouchitté et al [14, 13].

Finally we prove in section 6 that there exists a solution in $BV(\Omega)$ for the relaxed formulation.

2. The optical flow problem: definition and modelisation.

2.1. Definition. As shown in figure 2.1, we can modelize a camera as a simple projective model. Consequently, the first idea is to say that the 2D velocity field in the image corresponds to the projection of the 3D velocity field of the objects. However, variations of intensity due to shadows do not correspond to any real motion. The importance of the light source can be seen towards other phenomena. For instance, if the object is sparkling, the reflected luminosity changes rapidly with the position. This is the case for bodywork, glasses,... Finally, notice the problem of noise in images.
which is unavoidable. This intensity variations may be interpreted as false motions which have no physical meaning.

Thanks to these remarks we will define the optical flow as the 2D velocity field describing the changes in intensity between images. In many cases, it can be interpreted as an approximation of the projection of the 3D velocity field which animates physical objects. We will see in the next section how we can reduce it mathematically.

2.2. A short overview. In this last decade, numerous methods have been proposed to compute optical flow. Several ideas have been used: working with regions, curves, lines or points. There is also a wide range of methodologies: wavelets, Markov random fields, Fourier analysis and naturally partial differential equations [29, 28, 38, 50, 24, 37, 49, 27, 18, 40, 41]. We refer the interested reader to two (mainly computational) general surveys:

- Barron, Fleet and Beauchemin [9] explain the main different techniques and perform numerical quantitative experiments to compare them (the database used for tests is also available).


In this article we will concentrate upon the class of differential methods (as named by Barron, Fleet and Beauchemin) which have been proved to be among the best one [9]. Their common point is the consistency intensity hypothesis of a point during its movement. More precisely, we will assume that:

"The intensity of a point keeps constant along its trajectory"  \hspace{1cm} (2.1)

This hypothesis is called the optical flow constraint (noted in the sequel OCF). We can consider it as reasonable, almost along short times, for which changes of the brightness.

Let \( x(t) = (x_1(t), x_2(t)) \in \Omega \subset \mathbb{R}^2 \) be the projection of the point \( X(t) \in \mathbb{R}^3 \) at time \( t \) (see Figure 2.1). For \( x \in \Omega \), we denote by \( u(t,x) \) the reflected intensity (the brightness) of the point \( x \) at time \( t \). Let \( t_0 \) be fixed. Using these notations, a natural way to express (2.1) is:

\[
  u(t, x(t)) = u(t_0, x(t_0)) \hspace{1cm} (2.2)
\]

By differentiating (2.2) with respect to \( t \), we obtain, for \( t = t_0 \):

\[
  \sigma(x) \cdot Du(t_0, x) + u_t(t_0, x) = 0 \hspace{1cm} x \in \Omega
\]

where \( \sigma = (\sigma_1, \sigma_2)^T = \left( \frac{dx_1}{dt}, \frac{dx_2}{dt} \right)^T \) is the unknown velocity field, \( D \) is the spatial gradient operator, and \( u_t \) denotes the temporal derivative of \( u(t, x) \). (derivatives are written in the distributional sense). This equation is called the Optical Flow Constraint (OCF). Naturally, this scalar equation is insufficient to compute both components of the flow field. This problem is usually called the aperture problem. Additional constraints are therefore required to reduce the space of admissible functions. Several possibilities are then possible: use additional constraints, consider special movements (rigid or fluids), regularize the velocity field... We refer to [6] where we notably propose an overview of these different methods.
Our starting point will be the method proposed by Horn and Schunck in 1981 [29]. The idea is to minimize the following energy:

\[ E_{HS}(\sigma) = \int_{\Omega} \left( (\sigma \cdot Du) + w_{ij}^2 \right) dx + \alpha \sum_{j=1}^{2} \int_{\Omega} ||D\sigma||^2 dx \]  

(2.3)

where \( \alpha \) is a positive constant. The interpretation of this functional is the following: we would like that the OFC be zero (term A) and that the gradient magnitude be minimum (term B). Notice that term B is the classical Tikhonov–Arsenin [48] relaxation known to smoothing isotropically. With this method, we obtain a smooth optical flow, and flow discontinuities are lost.

2.3. Setting the problem. The purpose of this work is to propose a model able to cope with the discontinuities of the optical flow. Starting from (2.3), we propose to minimize the following energy:

\[ E(\sigma) = \int_{\Omega} (\sigma \cdot Du) + w_{ij}^2 + \alpha^2 \sum_{j=1}^{2} \int_{\Omega} \phi(D\sigma_j) + \alpha^h \int_{\Omega} \phi(\sigma) ||\sigma||^2 dx \]  

(2.4)

where \( \alpha^*, \alpha^h \) are positive constants, \( \phi(\cdot) \) and \( \phi(\cdot) \) to be precisely defined. We refer the interested reader to [35, 6] for the detailed construction of this model. Let us describe briefly the main differences:

(i) the term A is comparable to term A in (2.3). Here we choose the \( L^1 \) norm which must be interpreted in term of measures. As we will see in the sequel, since the data \( u \) belongs \textit{a priori} to \( BV(\Omega) \), we cannot use the \( L^2 \) norm as done in (2.3).

(ii) the term B is again a regularization term. The functions \( \phi(\cdot) \) and \( \phi(\cdot) \) have been chosen so that we can preserve discontinuities. The key idea is to forbid smoothing across discontinuities. Such idea have initially been proposed in the image restoration background [45, 20, 5, 7] and many functions have been proposed. Typically, admissible functions are convex functions with linear growth at infinity. For instance we will choose the minimal hypersurface function:

\[ \phi(s) = \sqrt{s^2 + 1} \]

We mention that the term B will be interpreted as convex functions of measures.

(iii) Finally, the term C permits to handle with the homogeneous regions. Typically, \( \phi(\cdot) \) is high for low spatial gradients of \( u \) (hence penalizing velocities in poor information zones) and low for high spatial gradients of \( u \) (no intervention).

3. General recalls. In this section we only recall main notations and definitions. We refer to [1, 22, 25, 23, 33] for the complete theory.

Let \( \Omega \) be a bounded open set in \( \mathbb{R}^N \), with Lipschitz-regular boundary \( \partial \Omega \). We denote by \( \mathcal{L}^N \) or \( dx \) the \( N \)-dimensional Lebesgue measure in \( \mathbb{R}^N \) and by \( \mathcal{H}^\alpha \) the \( \alpha \)-dimensional Hausdorff measure. We also set \( [E] = \mathcal{L}^N(E) \), the Lebesgue measure of a measurable set \( E \subset \mathbb{R}^N \). \( \mathcal{B}(\Omega) \) denotes the family of the Borel subsets of \( \Omega \). We will respectively denote the strong, the weak and weak* convergences in a space \( V(\Omega) \) by \( \rightharpoonup, \rightarrow, \overset{*}{\rightharpoonup} \). Spaces of vector valued functions will be noted by bold characters.
Working with images requires that the functions we consider can be discontinuous along curves. This is impossible with classical Sobolev spaces such as $W^{1,2}(\Omega)$. This is why we need to use the space of bounded variations (noted $BV(\Omega)$) defined by:

$$\text{BV}(\Omega) = \left\{ u \in L^1(\Omega); \sup_{\Omega} \int_{\Omega} u \text{div}(\varphi) \, dx < \infty : \varphi \in C^0(\Omega)^N, |\varphi|_{C^0} \leq 1 \right\}$$

where $C^0(\Omega)$ is the set of differentiable functions with compact support in $\Omega$. We will note:

$$|Du|(\Omega) = \sup \left\{ \int_{\Omega} u \text{div}(\varphi) \, dx : \varphi \in C^0(\Omega)^N, |\varphi|_{C^0} \leq 1 \right\}$$

If $u \in BV(\Omega)$ and $Du$ is the gradient in the sense of distributions, then $Du$ is a vector valued Radon measure and $|Du|(\Omega)$ is the total variation of $Du$ on $\Omega$. The set of Radon measure is noted $\mathcal{M}(\Omega)$.

The product topology of the strong topology of $L^1(\Omega)$ for $u$ and of the weak* topology of measures for $Du$ will be called the weak* topology of $BV$, and will be denoted by $BV = u^*, Du^*$.

$$u^n \xrightarrow{BV = u^*} u \iff \begin{cases} u^n \xrightarrow{L^1(\Omega)} u \\ Du^n \xrightarrow{\mathcal{M}(\Omega)} Du \end{cases} \quad (3.1)$$

We recall that every bounded sequence in $BV(\Omega)$ admits a subsequence converging in $BV = u^*$.

We define the approximate upper limit $u^+(x)$ and the approximate lower limit $u^-(x)$ by:

$$u^+(x) = \inf \left\{ t \in [-\infty, +\infty] : \lim_{\rho \to 0^+} \frac{\mathcal{L}^N(\{u > t\} \cap B_{\rho}(x))}{\rho^N} = 0 \right\}$$

$$u^-(x) = \sup \left\{ t \in [-\infty, +\infty] : \lim_{\rho \to 0^+} \frac{\mathcal{L}^N(\{u < t\} \cap B_{\rho}(x))}{\rho^N} = 0 \right\}$$

where $B_{\rho}(x)$ is the ball of center $x$ and radius $\rho$. We denote by $S_u$ the jump set, that is to say the complement up to a set of $\mathcal{H}^{N-1}$ measure zero of the set of Lebesgue points, i.e., the set of points $x$ where $u^+(x)$ is different from $u^-(x)$, namely:

$$S_u = \{ x \in \Omega / u^+(x) < u^+(x) \}$$

After choosing a normal $n_u(x), (x \in S_u)$ pointing toward the largest value of $u$, we recall the following decompositions ([2] for more details):

$$Du = \nabla u \cdot \mathcal{L}_N + C_u + (u^+ - u^-)n_u \cdot \mathcal{H}^{N-1}_{S_u} \quad (3.2)$$

$$|Du|(\Omega) = \int_{\Omega} \|
abla u\| \, dx + \int_{\Omega \setminus S_u} |C_u| + \int_{S_u} (u^+ - u^-) \, d\mathcal{H}^{N-1} \quad (3.3)$$

where $\nabla u$ is the density of the absolutely continuous part of $Du$ with respect to the Lebesgue measure, $C_u$ is the Cantor part and $\mathcal{H}^{N-1}$ is the Hausdorff measure of dimension $N - 1$. 

The optical flow problem
We then recall the definition of a convex function of measures. We refer to the works of Gelfand-Serre [26] and Demengel-Temam [19] for more details. Let \( \phi(h) \) be convex and finite on \( R \) with linear growth at infinity. Let \( \phi^\infty(z) = \lim_{r \to \infty} \frac{\phi(rz)}{r} \in [0; +\infty) \). Then, for \( u \in BV(\Omega) \), using classical notations, we define:

\[
\int_{\Omega} \phi(Du) = \int_{\Omega} \phi(\|\nabla u\|)dx + \phi^\infty(1) \int_{S_u} (u^+ - u^-)dH^{N-1} + \phi^\infty(1) \int_{\Omega \setminus S_u} |C_u| \quad (3.4)
\]

We finally mention that this function is lower semi-continuous for the \( BV \rightarrow w^* \) topology.

4. The integral representation of the optical flow problem.

4.1. The precise formulation. This section is devoted to the mathematical study of the optical flow model proposed in section 2.3. Let us recall it. Without loss of generality, we will assume that \( \alpha = \beta = 1 \). For \( u \in BV(R \times \Omega) \), the problem is to find \( \sigma \) minimizing the following energy:

\[
E(\sigma) = \int_{\Omega} (|\sigma \cdot Du| + w|) + \sum_{j=1}^{N} \int_{\Omega} \phi(D\sigma_j) + \int_{\Omega} c(x)|\sigma|^2dx \quad (4.1)
\]

where the infimum is taken in the space \( BV(\Omega) \). The function \( \phi(\cdot) \) verifies:

\[
\phi : R \rightarrow R^+ \text{ is an even and convex function, nondecreasing on } R^+ \quad (4.2)
\]

There exist constants \( d > 0 \) and \( b \geq 0 \) such that:

\[
dx - b \leq \phi(x) \leq dx + b \quad \text{for all } x \in R \quad (4.3)
\]

\[
\phi^\infty(1) = 1 \quad (4.4)
\]

\[
\phi^\infty(x^\alpha) \leq k \quad \forall x^\alpha \in \text{dom}(\phi^\infty) \quad (k \text{ constant}) \quad (4.5)
\]

where \( \phi^\infty \) is the Legendre-Fenchel conjugate of \( \phi \). Remark that hypotheses (4.3) and (4.5) permit to assert that (see [43]):

\[
\phi(x) \geq \phi^\infty(x) - k \quad (4.6)
\]

Finally, we assume that the function \( c(\cdot) \) verifies the following assumptions:

\[
c \in C^0(\Omega) \quad (4.7)
\]

there exists a constant \( m_c > 0 \) such that \( c(x) \in [m_c, 1] \) for all \( x \in \Omega \) \quad (4.8)

4.2. The duality pairing \( (\sigma \cdot Du) \) : an extended integral representation.

This part is devoted to better understand the functional to be minimized (4.1), and especially the product \( (\sigma \cdot Du) \). As a matter of fact, what can we say about the product of an integrable function and a measure? This question as been treated for special cases, with suitable hypotheses on \( \sigma \) and \( u \) (see [3, 47, 12]). For example, Anzellotti [3] supposes:

\[
\sigma \in X(\Omega) \cap C^0(\Omega; R^N) \text{ and } u(t_0, \cdot) \in BV(\Omega)
\]

\[
\sigma \in X(\Omega) \text{ and } u(t_0, \cdot) \in W^{1,1}(\Omega)
\]
where $X(\Omega) = \{ \sigma \in L^\infty(\Omega) ; \text{div}(\sigma) \in L^N(\Omega) \}$. Our aim is to extend his results for a more general class of product $\sigma \cdot Du$. We suppose:

$$\sigma \in BV(\Omega) \cap X(\Omega) \quad (4.9)$$

$$u(t_0, \cdot) \in SBV(\Omega) \cap L^\infty(\Omega) \quad (4.10)$$

where $SBV(\Omega)$ is the space of special bounded variations (the Cantor part of $Du$ is zero).

**Remark** The hypothesis (4.10) is quite general. We mention to the interested reader a more applied work where we only assumed that the data $u$ is Lipschitz [6]. In that case, there is no problem to define the $L^1$ norm of the optical flow constraint and we proved existence and uniqueness of the minimization problem posed on $BV(\Omega)$. We also proposed a convergent algorithm to approximate the solution (using $L^1$-convergence arguments) and showed some numerical results on synthetic and real sequences.

The space $X(\Omega)$ is a Banach space endowed with the norm

$$||\sigma||_{X(\Omega)} = ||\sigma||_{L^\infty(\Omega)} + ||\text{div}(\sigma)||_{L^N(\Omega)}$$

and we can define a weak topology on $X(\Omega)$ by

$$\sigma^n \xrightarrow{X(\Omega)} \sigma \iff \sigma^n \xrightarrow{L^N(\Omega)} \sigma \quad \text{and} \quad \text{div}(\sigma^n) \xrightarrow{L^N(\Omega)} \text{div}(\sigma)$$

To make sense to the pairing $\sigma \cdot Du$, the first idea is to define it by duality:

$$\int_\Omega \varphi(\sigma \cdot Du) = -\int_\Omega u \varphi \text{div}(\sigma) \, dx - \int_\Omega u \sigma \nabla \varphi \, dx \quad \text{for all} \quad \varphi \in C^1_c(\Omega) \quad (4.11)$$

**Remark** that with hypotheses (4.9) and (4.10), the right-hand side of (4.11) is completely defined. We can prove [3, 12] that $\sigma \cdot Du$ is a bounded measure, absolutely continuous with respect to $|Du|$. Our aim is to find an integral representation of that measure.

To this end, we need to introduce the precise representation of $\sigma$, noted $\hat{\sigma}$ and defined by:

$$\hat{\sigma}(x) = \lim_{r \to 0} \frac{1}{\mathcal{L}^N(B(x, r))} \int_{B(x, r)} \sigma(y) \, dy \quad (4.12)$$

If $\sigma$ is simply in $L^1(\Omega)$, the right-hand side limit exists $\mathcal{L}^N$ a.e. and is equal to $\sigma(x)$. However, if $\sigma$ is also in $BV(\Omega)$, we can explicitly write the limit $\mathcal{H}^{N-1} a.e.$ using $\sigma^+, \sigma^-$ We have [52, 22]:

$$\hat{\sigma}(x) = \frac{\sigma^+(x) + \sigma^-(x)}{2} \quad \mathcal{H}^{N-1} \text{ a.e. on } S_\sigma \quad (4.13)$$

Another interesting property of $\hat{\sigma}$ is that we have the following approximation result:

$$\hat{\sigma}(x) = \lim_{\varepsilon \to 0} \eta_\varepsilon \ast \sigma(x) \quad \mathcal{H}^{N-1} \text{ a.e.} \quad (4.14)$$
where \((\eta_k)\) are the usual mollifiers: 
\(\eta_k \in C_c^\infty(\mathbb{R}^N), \quad \text{spt}(\eta_k) \subset B(0, \epsilon), \quad 0 \leq \eta_k \leq 1, \quad \int_{\mathbb{R}^N} \eta_k(x)\,dx = 1.\) The function \(\tilde{\sigma}\) is called the precise representation of \(\sigma\) since it permits in some way to define \(\sigma - \mathcal{H}^{N-1}\) a.e.. Remark that \(\tilde{\sigma}\) and \(\sigma\) are in fact the same elements in \(\mathbf{BV}(\Omega)\) (they belong to the same equivalent class of \(L^2\) a.e. equal functions) so that their distributional derivatives are the same.

From now on, we will consider that \(N = 2\). For two measures \(\mu\) and \(\nu\) in \(\mathcal{M}(\Omega)\), we will denote by \(\frac{d\mu}{d\nu}\) the Radon-Nikodym derivative of \(\mu\) with respect to \(\nu\) (See [22] for more details).

The main result of this section is the following:

**Proposition 4.1.** If \(\sigma \in \mathbf{X}^*(\Omega) \cap \mathbf{BV}(\Omega)\) and \(u(t, \cdot) \in SBV(\Omega) \cap L^\infty(\Omega)\), then we have:

\[
\int_B (\sigma \cdot Du) = \int_B \tilde{\sigma}(x) \cdot \frac{dDu}{d|Du|}(x)|Du| \quad \text{for all Borel set } B \subset \Omega \quad (4.15)
\]

Moreover, if \(u \in SBV(\Omega)\), we obtain:

\[
\int_\Omega (\sigma \cdot Du) = \int_\Omega \sigma \cdot \nabla \omega u \, dx + \int_{S_u} \tilde{\sigma} \cdot n_u (u^+ - u^-) d\mathcal{H}^{N-1} \quad (4.16)
\]

Before proving this result we mention a convergence result which can be demonstrated using arguments from [3].

**Lemma 4.2.** Let \(\sigma_e = \eta_k \ast \sigma(x)\). If \(\sigma \in \mathbf{BV}(\Omega) \cap \mathbf{X}(\Omega)\), then we have:

\[
\sigma_e \xrightarrow{L^2(A)} \sigma \quad (4.17)
\]

\[
div(\sigma) \xrightarrow{L^p(A)} \div(\sigma) \quad (p < \infty) \quad (4.18)
\]

for all open set \(A \subset \Omega\). Moreover, for all \(u \in BV_{loc}(\Omega) \cap L^\infty(\Omega)\), one has:

\[
(\sigma_e \cdot Du) \xrightarrow{\mathcal{M}(\Omega)} (\sigma \cdot Du) \quad (4.19)
\]

**Proof of Proposition 4.1.** If we denote \(\sigma_e = \eta_k \ast \sigma\), then for all \(\varphi \in C_c^1(\Omega)\), we have (see lemma 4.2):

\[
< (\tilde{\sigma} \cdot Du)_\# \varphi > = \lim_{\epsilon \to 0} < (\sigma_e \cdot Du)_\# \varphi > \quad (4.20)
\]

As \(Du \ll |Du|\), by the Radon-Nikodym's theorem, there exists a function \(h \in L^1(|Du|)^\#(\Omega), \quad |h(x)| = 1\), such that \(Du = h|Du|\). So we can write, since \(\sigma_e \in L^1(|Du|)(\Omega)\) (\(\sigma_e \in C_c^\infty(\Omega)\)):

\[
< (\sigma_e \cdot Du)_\# \varphi > = \int_\Omega \varphi \sigma_e \cdot h|Du|. \quad (4.21)
\]

Equations (4.20) and (4.21) imply:

\[
<(\sigma \cdot Du)_\# \varphi > = \lim_{\epsilon \to 0} \int_\Omega \varphi \sigma_e \cdot h|Du|. \quad (4.22)
\]
What remains to show is the permutation between the limit and the integral in (4.22).
To do this, we use the Lebesgue dominated convergence theorem. Classically, two
requirements are necessary:
- the pointwise convergence of $\varphi(x)\sigma(x) \cdot h(x)$ to $\varphi(x)\sigma(x) \cdot h(x)$. It comes from
(4.14). Notice that the pointwise convergence is true $H^{N-1}$-a.e. and consequently
$|Du|$-a.e..
- find a function which “dominates” the sequence. In fact, since $\Omega$ is bounded, it
is sufficient to prove that the $L^\infty$ norm of $\varphi(x)\sigma(x) \cdot h(x)$ is bounded uniformly
by a constant. Since $\varphi$ is in $C^1_0(\Omega)$ and $|h(x)| = 1$, it is enough to show that there exists
a constant $C$ such that $||\sigma||_{L^\infty(\Omega)} \leq C$. In fact we have:
$$||\sigma||_{L^\infty(\Omega)} \leq \sup_{x \in \Omega} |\sigma(x)| \leq ||\sigma||_{L^\infty(\Omega)} \leq C$$
where inequality [a] is shown in [3]. Consequently, we can apply the Lebesgue dominated
convergence theorem. This permits to pass to the limit in (4.22) as $\varepsilon \to 0$, and
we get (4.15). It is then an easy task to get (4.16) from (4.15), using the decomposition
(3.2). \qed

4.3. Application to the optical flow problem. Now that we have found
an expression of the product $(\sigma \cdot Du)$, we give in the next proposition the integral
representation of the functional $E$ which will be used in the sequel.

We will assume that:
$$u \in SBV(R \times \Omega) \cap L^\infty(R \times \Omega)$$

(4.23)

There exists $h_1 \in L^1(\Omega)$ and $h_2 \in L^1(\Omega)$ such that:
$$u_t = h_1 \partial^2 + h_2 \partial^1 \bigg|_{\Omega}$$

(4.24)

Notice that assumption means that the measure $u_t$ is absolutely continuous with
respect to $[Du]$. This is physically correct since when there is no texture (no gradient)
no intensity variation should be observed.

Proposition 4.3. We assume that $N = 2$. Let $u$ verifying hypotheses (4.23)-
(4.24). Then the function $E$ defined on $X \cap BF(\Omega)$ by:
$$E(\sigma) = \int_\Omega |(\sigma \cdot Du) + u_t| + \sum_{j=1}^2 \int_\Omega \phi(D\sigma_j) + \int_\Omega c(x)||\sigma||^2 dx$$

(4.25)

with hypotheses (4.2)-(4.3), (4.4)-(4.6), (4.7)-(4.8), can be rewritten as:
$$E(\sigma) = \int_\Omega |\sigma \cdot \nabla u + h_1| dx + \int_\Omega \frac{\rho}{\lambda} \cdot Du + h_2 dH^1 + \sum_{j=1}^2 \int_\Omega \phi(D\sigma_j) + \int_\Omega c(x)||\sigma||^2 dx$$

(4.26)

Proof. Thanks to [46] (Theorem 6.13), we know that if $\nu$ is a positive measure on
$\mathcal{M}(\Omega)$, $g \in L^1(\nu)$ and $\lambda$ the measure defined by:
$$\lambda(E) = \int_E g d\nu$$
Then we have:
\[ |\mathcal{A}(E)| = \int_E |\sigma| d\gamma \]

Moreover, using the decomposition of the measure \( u_t \) and the result (4.16), we have:
\[
\int_{\Omega} (\sigma \cdot Du) + u_t = \int_{\Omega} (\sigma \cdot \nabla u + h_1) dx + \int_{S_u \cap \Omega} (\sigma \cdot n_u (u^+ - u^-) + h_2) d\gamma
\]

Using the fact that \( dx \) and \( d\gamma \) are mutually singular and applying the above theorem permit to conclude the proof. \( \blacksquare \)

**Commentary about Proposition 4.3.** The interesting point in the integral representation (4.26) is that we no longer need that the divergence of \( \sigma \) should be integrable. Consequently, (4.26) can be viewed as an extension of \( E \) defined \textit{a priori} for \( \sigma \in BV(\Omega) \). The next section is devoted to the theoretical study of that extension.

5. The relaxed problem. After introducing notations and assumptions in section 5.1, we show in section 5.2 that the functional that we are considering is not lower semi-continuous for the \( BV - \omega \) topology. As a consequence, the existence of a solution cannot be shown for the initial problem. We then search for the relaxed functional for a suitable topology in section 5.4 after proving some preliminary results in section 5.3.

5.1. Notations and assumptions. To simplify proofs and notations, we will assume in that section that \( N = 2 \) and that \( S_u \) is a single \( C^1 \) curve as shown in figure 5.1 where main notations are introduced. Notice that the parameter \( \alpha \) corresponds to the distance between \( S_u \) and \( S_u^{\alpha} \) (or \( S_u^{\alpha} \)). We will also use the superscript \( i \) (resp. \( e \)) to mention that we are considering the restriction of the function to \( \Omega^i \equiv \Omega^{\alpha} \) (resp. \( \Omega^e \equiv \Omega^{\epsilon} \)). The Hausdorff measure of dimension 1 is noted \( ds \).

Using these notations we rewrite the integral on \( S_u \) of (4.26) which is:
\[ \int_{S_u} [\sigma \cdot n_u (u^+ - u^-) + h_2] ds \] (5.1)

Let \( b = \pm 1 \) the function such that \( n_b = bn \) where \( n \) is the normal oriented towards the exterior (Voir Figure 5.1). Let \( \hat{h}_2 \) the function defined by \( \hat{h}_2 = bh_2 \). It is then easy to check that (5.1) may be rewritten:
\[ \int_{S_u} \left[ \sigma^i + \sigma^e \frac{n}{2} \cdot n (u^+ - u^-) + \hat{h}_2 \right] ds \] (5.2)

So, changing \( h_2 \) in \( \hat{h}_2 \) permits to have a normal independent of \( u \). We will use this expression easier to handle. To simplify notations, we will omit the tilde superscript for \( h_2 \).

5.2. Statement of the problem. Let us first recall precisely the problem that we are going to study. Let \( h_1 \in L^1 (\Omega) \) and \( h_2 \in L^1 (S_u) \) given. Let \( \alpha (\cdot) \) a function verifying (4.2)-(4.3), (4.4)-(4.6) and \( c \) satisfying (4.7)-(4.8). Let \( E \) be the functional
defined over $\text{BV}(\Omega)$ by:

$$
E(\sigma) = \int_{\Omega} |\sigma \cdot \nabla u + h_1| dx + \int_{S_u} |\sigma \cdot n(u^+ - u^-) + h_2| ds \\
+ \sum_{j=1}^2 \int_{\Omega} \phi(D\sigma_j) + \int_{\Omega} \alpha(x)||\sigma||^2 dx
$$

We remark that it is well defined on $\text{BV}(\Omega)$ thanks to the embedding of $\text{BV}(\Omega)$ into $L^2(\Omega)$ ($N = 2$) (see for instance [25]). Our aim is to study the existence of a solution to the minimization problem:

$$
\inf_{\sigma \in \text{BV}(\Omega)} E(\sigma)
$$

(5.4)

Following the direct method of the calculus of variations, let $(\sigma^n)$ be a minimizing sequence of (5.3). Thanks to hypotheses on functions $\phi(\cdot)$ and $\alpha(\cdot)$, we can obtain a uniform majoration in $\text{BV}(\Omega)$ and in $L^2(\Omega)$, so we can extract a subsequence converging to some $\sigma$ for the topology $BV - w^*$ and $L^2$-weak. The question is: can we deduce an existence result for (5.4)? To answer this question, let us split the functional $E$ in two parts, namely $P$ and $L$, defined by:

$$
P(\sigma) = \int_{\Omega} |\sigma \cdot \nabla u + h_1| dx + \sum_{j=1}^2 \int_{\Omega} \phi(D\sigma_j) + \int_{\Omega} \alpha(x)||\sigma||^2 dx
$$

(5.5)

$$
L(\sigma) = \int_{S_u} \left| \frac{\sigma^t + \sigma^e}{2} \cdot n(u^+ - u^-) + h_2 \right| ds
$$

(5.6)
It is easy to show that we have:
\[ \lim_{n} P(\sigma^n) \geq P(\sigma) \]
but, we cannot say anything about the term \( L \). The reason is that the functional \( L \) is defined through traces and the trace application is not continuous for the weak* topology of \( \BV(\Omega) \). Consequently, the functional \( F \) is not lower semi continuous for the \( BV-w^* \) topology. In such a situation, the idea is to study the relaxed functional.

We recall that for a functional \( F \) defined over a topological metrisable space \( X \), the relaxed functional, noted \( R(F) \), verifies:
\[ \forall u \in X, \forall u^n \rightharpoonup u, \liminf_{n} F(u^n) \geq R(F)(u) \]  
\[ \forall u \in X, \exists u^n \rightharpoonup u, \limsup_{n} F(u^n) \leq R(F)(u). \]  
\( R(F) \) is in fact the higher lower semi-continuous functional less than or equal to \( F \).

We refer the interested reader to [36, 16] for a complete overview of the relaxation properties and consequences.

5.3. Preliminary results. As it is usual when we have this kind of problems, we need to introduce additional variables and some notations. Let us define the functionals \( L \) and \( E_1 \) by:
\[ \tilde{L} : \mathcal{M}(S_u) \times \mathcal{M}(S_u) \to R \]
\[ \tilde{L}(\mu^i, \mu^c) = \int_{S_u} d|\mu| \]
\[ \text{where } \nu = \frac{\mu^i + \mu^c}{2} \cdot u(u^+ - u^-) + h_2ds \]  
and
\[ E_1 : \BV(\Omega) \times \mathcal{M}(S_u) \times \mathcal{M}(S_u) \to R \]
\[ E_1(\sigma, \mu^i, \mu^c) = \begin{cases} P(\sigma) + \tilde{L}(\mu^i, \mu^c) & \text{if } \mu^i = \sigma^i ds \text{ and } \mu^c = \sigma^c ds \\ +\infty & \text{otherwise} \end{cases} \]  
It is straightforward to see that:
\[ \inf_{\sigma \in \BV(\Omega)} E(\sigma) = \inf_{(\sigma, \mu^i, \mu^c) \in \BV(\Omega) \times \mathcal{M}(S_u) \times \mathcal{M}(S_u)} E_1(\sigma, \mu^i, \mu^c) \]  
The functionals (5.3) and (5.11) are not weakly lower semi continuous, so it is natural to search for the relaxed functionals of \( E \) and \( E_1 \), noted \( R(E) \) and \( R(E_1) \), for a suitable topology.

Thanks to classical results [36, 16], we have using (5.12):
\[ \inf_{\sigma \in \BV(\Omega)} E(\sigma) = \inf_{\sigma \in \BV(\Omega)} R(E)(\sigma) = \inf_{\sigma \in \BV(\Omega)} (E_1(\sigma, \mu^i, \mu^c)). \]  
Moreover, since the relaxed functionals are lower semi continuous, existence results can be proved. Our aim is then to compute these relaxed functionals which is the main result of section 5. To this end, we will use the definitions (5.7) and (5.8). Difficulties are twofold:
the first idea is that we must “guess” the expression of the functional which is \( a \) priori unknown. This will be done using the property (5.7) with some care.

- to check that the “guess” is really the relaxed functional, we need to verify (5.8).

The main difficulty is that we must find the sequence \( (u^n) \) converging to a given \( u \). However, we will see how we can avoid this difficulty.

We mention that the notion of relaxation is classical in many problems occurring in the Calculus of Variations: phase transition, fracture mechanics, plasticity, . . . For recent advances and bibliography, we refer to [10].

The specificity of this work is that the surface energy is defined over a fixed set independent of the unknown \( \sigma \). Moreover, we give an explicit representation of the relaxed energy. We are going to establish that the functional \( \mathcal{T}_1 \) defined by:

\[
\mathcal{T}_1 : \text{BV}(\Omega) \times \text{M}(S_u) \times \text{M}(S_u) \rightarrow R
\]

\[
\mathcal{T}_1(\sigma, \mu^i, \mu^f) = \int_\Omega \left[ \sigma \cdot \nabla u + h_1 \right] dx + \sum_{j=1}^{2} \int_{\Omega \cap \mathbb{R}^N} \phi(D\sigma_j) + \int_\Omega c(x)||\sigma||^2
\]

\[\quad + \int_{S_u} \alpha \nu + \int_{S_u} ||\mu^i - \mu^f||_1 + \int_{S_u} ||\sigma^i \cdot ds||_1 + ||\mu^f - \sigma^f||_1 \tag{5.13}\]

where \( ||\eta||_1 = |\eta_1| + |\eta_2| \) and the measure \( \nu \) is defined by (5.10), is in fact the relaxed functional of \( E_1 \) for the topology \( L^2(\Omega \cup \Omega^c) - \text{fort} \times \text{M}(S_u) - \text{faisble} \times \text{M}(S_u) - \text{faisble} \). We are also going to prove that the functional defined by:

\[
\mathcal{E} : \text{BV}(\Omega) \rightarrow R \tag{5.14}
\]

\[
\mathcal{E}(\sigma) = \int_\Omega \left[ \sigma \cdot \nabla u + h_1 \right] dx + \sum_{j=1}^{2} \int_{\Omega \cap \mathbb{R}^N} \phi(D\sigma_j) + \int_\Omega c(x)||\sigma||^2 + \int_{S_u} \beta(x, \sigma^i, \sigma^f)
\]

where

\[
\beta(x, \lambda_0, \theta) = \inf \left\{ \lambda - s + |\theta - t| + |s - t| + \frac{s + t}{2} \cdot n(x)(u^+ - u^-) + h_2(x) \mid s, t \in R^N \times R^N \right\}, \tag{5.15}
\]

is the relaxed functional of \( E_1 \). The expression of \( \mathcal{E} \) will be deduced from \( \mathcal{T}_1 \).

Before finding (5.13) and (5.14), we first need to prove some preliminary results. The general idea is that, for technical reasons, we need to work with functions defined on more regular spaces. This is why we introduce the functionals \( E_2 \) and \( \mathcal{E}_2 \) defined by:

\[
E_2 : \text{BV}(\Omega) \times \text{M}(S_u) \times \text{M}(S_u) \rightarrow R \tag{5.16}
\]

\[
E_2(\sigma, \mu^i, \mu^f) = \begin{cases} E_2(\sigma, \mu^i, \mu^f) & \text{if } \sigma \in W^{1,1}(\Omega \cup \Omega^c) \\ +\infty & \text{otherwise} \end{cases}
\]

and

\[
\mathcal{E}_2 : \text{BV}(\Omega) \times \text{M}(S_u) \times \text{M}(S_u) \rightarrow R \tag{5.17}
\]

\[
\mathcal{E}_2(\sigma, \mu^i, \mu^f) = \begin{cases} \mathcal{T}_1(\sigma, \mu^i, \mu^f) & \text{if } (\sigma, \mu^i, \mu^f) \in W^{1,1}(\Omega \cup \Omega^c) \times L^1(S_u) \times L^1(S_u) \\ +\infty & \text{otherwise} \end{cases}
\]
The justification of considering $E_2, \overline{E}_2$ instead of $E_1, \overline{E}_1$ is given by lemmas 5.2 and 5.3 where we prove that $E_j$ and $E_j^i (j = 1, 2)$ have the same relaxed functional for the topology $L^2(\Omega^r \cup \Omega^e)$-fort $\times M(S_0)$-faible $\times M(S_0)$-faible. As this is equivalent to say that they have the same dual functional [13], we will use the expressions (5.16) and (5.17) to compute the dual functionals (Lemmas A.1, A.2) and to establish the main relaxation result.

Let us present a version of the Slicing Lemma of De Giorgi that will be useful in the sequel.

**Theorem 5.1.** Let $\phi(\cdot)$ a function verifying hypotheses (4.2) (4.3). Let $u \in BV(\Omega) \cap L^2(\Omega)$. Then, for every open set $A \subset \Omega$ with Lipschitz boundary, we can find a sequence $u^n \in W^{1,1}(\Omega)$ such that:

\[
\begin{align*}
&u^n \xrightarrow{L^2(\Omega)} u, \\
&u^n = u \text{ on } \partial A, \\
&\lim_{n \to \infty} \int_A \phi(||\nabla u^n||) dx = \int_A \phi(Du).
\end{align*}
\]

Notice that this theorem permits to fix the trace at the boundaries.

**Proof.** The proof of that theorem is a consequence of the Lemma 26, proposed in [11] which can be modified to obtain the strong convergence in $L^2$. \(\square\)

**Lemma 5.2.** Let $E_2$ and $E_2$ defined respectively by (5.11) and (5.16). Then $E_1$ and $E_2$ have the same lower semi-continuous relaxed functions for the topology $L^2(\Omega^r \cup \Omega^e)$-fort $\times M(S_0)$-faible $\times M(S_0)$-faible.

**Proof.** The proof contains two steps.

**First step:** Since we have $E_1 \leq E_2$ we deduce that:

\[
R(E_1) \leq R(E_2).
\]

**Second step:** the reverse inequality will be proven using an approximation argument. Let $(\sigma, \mu^r, \mu^e) \in BV(\Omega) \times M(S_0) \times M(S_0)$ such that $E_1$ be finite. Notice that this forces the measures $\mu^r, \mu^e$ to be the traces of $\sigma$. We search for a sequence $(\sigma^n, \mu^{r,n}, \mu^{e,n}) \in W^{1,1}(\Omega^r \cup \Omega^e) \times M(S_0) \times M(S_0)$ converging to $(\sigma, \mu^r, \mu^e)$ for the topology $L^2(\Omega^r \cup \Omega^e)$-fort $\times M(S_0)$-faible $\times M(S_0)$-faible such that:

\[
\lim_{n \to \infty} E_2(\sigma^n, \mu^{r,n}, \mu^{e,n}) = E_1(\sigma, \mu^r, \mu^e).
\]

If we can find such a sequence then the proof is complete since equality (5.22) means that $E_1 \geq R(E_2)$. But, since $R(E_1)$ is the greatest lower semi continuous function less than or equal to $E_1$, we deduce that:

\[
R(E_1) \geq R(E_2).
\]

Inequalities (5.21) and (5.23) conclude the proof. The difficulty consists in finding such a sequence. The idea is to apply the Theorem 5.1 in $\Omega^r$ and $\Omega^e$ separately. In $\Omega^r$, we obtain the existence of a sequence $(\sigma^{r,n})$, such that:

\[
\begin{align*}
&\sigma^{r,n} \xrightarrow{L^2(\Omega^r)} \sigma, \\
&\sigma^{r,n}|_{S_0} = \sigma|_{S_0}, \\
&\lim_{n \to \infty} \int_{\Omega^r} \phi(||\nabla \sigma^{r,n}||) dx = \int_{\Omega^r} \phi(D\sigma).
\end{align*}
\]
We proceed as the same way in $\Omega^c$ and we define the sequence $(\sigma^n)_{L^2}$ a.e. on $\Omega$ by:

$$
\sigma^n(x) = \begin{cases} 
\sigma^n & \text{if } x \in \Omega^i \\
\sigma^n & \text{if } x \in \Omega^c
\end{cases}
$$

It is easy to check that $\sigma^n$ belongs to $W^{1,1}(\Omega^i \cup \Omega^c)$. Using that sequence, we define the sequence of measures $\mu^n$ and $\mu^c$ defined on $S_u$ by:

$$
\mu^n = \sigma^n ds 
$$

(5.25)

$$
\mu^c = \sigma^c ds 
$$

(5.26)

Notice that since we have fixed the traces of $\sigma^n$ on both sides of $S_u$, the sequences defined by (5.25)-(5.26) are in fact constant. So we have:

$$
E_2(\sigma^n, \mu^n, \mu^c) = 
\left( \iint_{\Omega} |\sigma^n \cdot \nabla u + h| + \int \phi(x)|\sigma^n|^2 dx + \sum_{j=1}^{2} \int \phi(D\sigma^n_j) + \int_{S_u} \partial \psi \right)
$$

Continuous for the $L^2$ strong topology

and moreover:

$$
\int \phi(D\sigma^n_j) = \int \phi(D\sigma^n_j) + \int \phi(D\sigma^c_j) + \int_{S_u} |\sigma^n_j - \sigma^c_j| ds
$$

$$
= \lim_{n \to \infty} \int \phi(|\nabla \sigma^n_j|) + \int \phi(|\nabla \sigma^c_j|) dx + \int_{S_u} |\sigma^n_j - \sigma^c_j| ds
$$

(5.27)

So condition (5.22) is satisfied and this concludes the proof. $\blacksquare$

**Lemma 5.3.** Let $\overline{E}_1$ and $\overline{E}_2$ defined respectively by (5.13) and (5.17). Then $\overline{E}_1$ and $\overline{E}_2$ have the same lower semi continuous relaxed functionals for the topology $L^2(\Omega^i \cup \Omega^c)$-fort $\times M(S_u)$-faible $\times M(S_u)$-faible.

Proof. This proof is inspired by the proof of the preceding lemma. The first step is analogous and the only difficulty is to find a new $(\sigma^n, \mu^n, \mu^c) \in BV(\Omega) \times M(S_u) \times M(S_u)$, a sequence $(\sigma^n, \theta^n, \theta^c) \in W^{1,1}(\Omega^i \cup \Omega^c) \times L^1(S_u) \times L^1(S_u)$ such that:

$$
\lim_{n \to \infty} \overline{E}_2(\sigma^n, \theta^n, \theta^c) = \overline{E}_1(\sigma^n, \mu^n, \mu^c)
$$

Construction of the sequence $\sigma^n$ uses the same arguments as in Lemma 5.2, that is to say the use of Theorem 5.1 on $\Omega^i$ and $\Omega^c$. We recall that the traces of $\sigma^n$ on both sides of $S_u$ are constant. The construction of the sequence approximating $\mu^n, \mu^c$ is based on a result of Bouchitte-Valadier [14]. We recall that the part depending on the measures $\mu^n, \mu^c$ in $\overline{E}_1$ is:

$$
H(x, \mu^n, \mu^c, \sigma^n, \sigma^c) = \int_{S_u} \partial \psi + \int_{S_u} ||\mu^n - \mu^c||_1 + \int_{S_u} ||\mu^n - \sigma^n||_1 + ||\mu^c - \sigma^c||_1
$$
where the measure \( \nu \) is defined by (5.10). It is easy to check that the functional \( H \) is homogeneous, so that using [14], we can find a sequence \( \theta^n, \sigma^n \) in \( L^1(S_u) \) such that :

\[
\begin{align*}
\theta^n &\xrightarrow{\mathcal{M}(S_u)} \mu^i \\
\sigma^n &\xrightarrow{\mathcal{M}(S_u)} \mu^e
\end{align*}
\]

\[
\lim_n H(x, \theta^n, \sigma^n, \sigma^i, \sigma^e) = H(x, \mu^i, \mu^e, \sigma^i, \sigma^e)
\]

Consequently, the constructed sequence \( (\sigma^n, \theta^n, \sigma^n) \) permits to get (5.27) which concludes the proof. \( \square \)

5.4. The relaxation results.

**Proposition 5.4.** Let \( E_1 \) the functional defined by (5.11) with hypotheses (4.23)-(4.24), (4.2)-(4.3), (4.4)-(4.59), (4.7)-(4.8). Then, the relaxed functional of \( E_1 \) for the topology \( \mathcal{L}^2(\Omega' \cup \Omega) \)-fort \( \times \mathcal{M}(S_u) \)-faible \( \times \mathcal{M}(S_u) \)-faible is:

\[
R(E_1) : \mathcal{B}V(\Omega) \times \mathcal{M}(S_u) \times \mathcal{M}(S_u) \to R
\]

\[
R(E_1)(\sigma, \mu^i, \mu^e) = \int_\Omega |\sigma \cdot \nabla u + h| dx + \sum_{j=1}^{2} \int_{\Omega \times \Omega} c(D\sigma_j) + \int_{\Omega} c(x)||\sigma||^2
\]

\[
+ \int_S \partial \nu + \int \|\mu^i - \mu^e\|_1 + \int ||\mu^i - \sigma^i||_1 + ||\mu^e - \sigma^e||_1
\]

where \( \nu = \frac{\mu^i + \mu^e}{2} \cdot n(u^i - u^e) + h_2 ds \)

We can verify that we have \( R(E_1) \leq E_1 \) and that they are equal as soon as \( \mu^e = \sigma^e ds \) and \( \mu^i = \sigma^i ds \).

**Proof.** To simplify notations, we will note \( \tau \) the topology \( \mathcal{L}^2(\Omega' \cup \Omega) \)-fort \( \times \mathcal{M}(S_u) \)-faible \( \times \mathcal{M}(S_u) \)-faible and \( \tau^i \) the topology \( \mathcal{L}^2(\Omega' \cup \Omega) \)-faible \( \times \mathcal{C}^0(S_u) \)-fort \( \times \mathcal{C}^0(S_u) \)-faible. Notice that we will also use the notation \( M \) to denote a universal constant appearing in uniform bounds. This value may change from one line to another but we will always write \( M \).

We first remark that using Lemma 5.2, permits us to work on a more regular space, that is to say with \( E_2, \) \( \tilde{R}(E_2) \) is the relaxed functional of \( E_2 \) (or equivalently of \( E_1 \), thanks to Lemma 5.2) if and only if for all \( (\sigma, \mu^i, \mu^e) \in \mathcal{W}^{1,1}(\Omega' \cup \Omega) \times \mathcal{M}(S_u) \times \mathcal{M}(S_u) \), we have the two conditions :

(i) for all \( (\sigma^n, \mu^i, \mu^e) \xrightarrow{\tau} (\sigma, \mu^i, \mu^e) \), then

\[
\liminf_{n \to \infty} E_2(\sigma^n, \mu^i, \mu^e) \geq R(E_2)(\sigma, \mu^i, \mu^e) \quad (5.29)
\]

(ii) there exists \( (\sigma^n, \mu^i, \mu^e) \xrightarrow{\tau} (\sigma, \mu^i, \mu^e) \) such that

\[
\limsup_{n \to \infty} E_2(\sigma^n, \mu^i, \mu^e) \leq R(E_2)(\sigma, \mu^i, \mu^e) \quad (5.30)
\]
The purpose of the two steps below is to establish that $R(E_2) = E_2$

**First step**: This part is devoted to prove that

$$\liminf_{n \to \infty} E_2(\sigma^n, \mu^n, \mu^n) \geq R(E_2)(\sigma, \mu, \mu)$$

for all the sequences $(\sigma^n, \mu^n, \mu^n)$ converging to $(\sigma, \mu, \mu)$.

Let $(\sigma, \mu, \mu) \in W^{1,1}(\Omega) \times M(S_u) \times M(S_u)$ and a sequence $(\sigma^n, \mu^n, \mu^n) \in BV(\Omega) \times M(S_u) \times M(S_u)$ converging to $(\sigma, \mu, \mu)$ for the $\tau$-topology such that:

$$E_2(\sigma^n, \mu^n, \mu^n) \leq M$$

where $M$ is a constant. Then, thanks to (4.3), we deduce that:

$$\|\sigma^n\|_{BV(\Omega)} \leq M \quad (5.31)$$

On $S_u$ we have:

$$\mu^n = \sigma^n ds \quad \mu^e = \sigma^e ds$$

so:

$$\sigma^n ds \xrightarrow{M(S_u)} \mu^i \quad (5.32)$$

Since the sequence $(\sigma^n)$ is bounded in $BV(\Omega)$, we can deduce that there exists a measure $\tilde{\mu}$ such that:

$$\sigma^n ds \xrightarrow{M(\Omega)} \tilde{\mu} \quad (5.33)$$

Decomposing $\Omega$ permits to write:

$$E_2(\sigma^n, \mu^n, \mu^n) = \int_{\Omega} |\sigma^n \cdot \nabla u + h_1| dx + \int_{\Omega} c(x)||\sigma^n||^2 dx + \sum_{j=1}^{2} \left( \int_{\Omega \cup \Omega^c} \phi(||\nabla \sigma_j^n||) dx \right) + \int_{S_u} ||\sigma^n - \sigma^n||_1 ds + \int_{S_u} d\nu^n$$

where $\nu^n$ is given by (5.10). Thanks to the convergence properties, it is easy to check that:

$$\liminf_{n \to \infty} \int_{\Omega} |\sigma^n \cdot \nabla u + h_1| dx + \int_{\Omega} c(x)||\sigma^n||^2 dx \geq \int_{\Omega} |\sigma \cdot \nabla u + h_1| dx + \int_{\Omega} c(x)||\sigma||^2 dx$$

$$\liminf_{n \to \infty} \int_{S_u} ||\sigma^n - \sigma^n||_1 ds \geq \int_{S_u} ||\sigma^e - \mu^e||_1 ds$$

$$\liminf_{n \to \infty} \int_{S_u} d\nu^n \geq \int_{S_u} d\nu$$

By classical arguments and for a fixed $j$, we also have:

$$\liminf_{n \to \infty} \int_{\Omega \cup \Omega^c} \phi(||\nabla \sigma_j^n||) dx \geq \int_{\Omega \cup \Omega^c} \phi(D\sigma_j) dx$$

However, this minoration will not permit to conclude anything because we need to be more precise. Using notations proposed in figure 5.1, and especially the decomposition.
\[ \Omega^k \cup \Omega^n = \Omega^k \cup \Omega^n \cup \Omega^k_{S_u} \cup \Omega^n_{S_u} \] we can write:

\[
\int_{\Omega^k \cup \Omega^n} \phi(\|\nabla \sigma_j^n\|)dx = \int_{\Omega^k \cup \Omega^n} \phi(\|\nabla \sigma_j^n\|)dx + \int_{\Omega^k_{S_u} \cup \Omega^n_{S_u}} \phi(\|\nabla \sigma_j^n\|)dx \tag{535}
\]

We study both parts separately.

**Integral \( A' \):** by classical arguments [25], we can write:

\[
\liminf_{n \to \infty} \int_{\Omega^k \cup \Omega^n} \phi(\|\nabla \sigma_j^n\|)dx \geq \int_{\Omega^k \cup \Omega^n} \phi(D \sigma_j)dx \tag{536}
\]

**Integral \( B' \):** thanks to (4.6), we have:

\[
\int_{\Omega^k_{S_u} \cup \Omega^n_{S_u}} \phi(\|\nabla \sigma_j^n\|)dx \geq \int_{\Omega^k_{S_u} \cup \Omega^n_{S_u}} \phi^\infty(\|\nabla \sigma_j^n\|)dx - M(\Omega^k_{S_u} \cup \Omega^n_{S_u}) \]

But, since \( \phi^\infty \) is convex, we have:

\[
\phi^\infty(\|\nabla \sigma_j^n\|) = \sup_{q^\infty \in \mathbb{R}^2} \phi^\infty(q^\infty) - (q^\infty)^\text{a.e.} x \in \Omega \text{ with } q^\infty \text{ in } K \text{ defined by:}
\]

\[
K = \{ q \in L^2(\Omega) \text{ such that } ||q||_{L^\infty(\Omega)} \leq 1, \text{ div}(q) \text{ and } \text{ div}(q') \in L^2(\Omega), q \cdot n|_{S_u} \text{ and } q \cdot n|_{\partial \Omega} \in C^\infty(S_u), q \cdot n|_{\partial \Omega} = 0 \}\]

we have:

\[
\int_{\Omega^k_{S_u} \cup \Omega^n_{S_u}} \phi^\infty(\|\nabla \sigma_j^n\|) \geq \int_{\Omega^k_{S_u} \cup \Omega^n_{S_u}} q^\infty \cdot \nabla \sigma_j^n. \tag{538}
\]

The set \( K \) has been introduced so that all the integrals that we are going to write below are well defined. All the problem now is to estimate the limit of the right-hand side. To this end, we first integrate by parts the same term, but on \( \Omega \). We have:

\[
\int q^\infty \cdot \nabla \sigma_j^n dx = \int q^\infty \cdot \nabla \sigma_j^n dx + \int_{\Omega} q^\infty \cdot \nabla \sigma_j^n dx
\]

\[
= - \int_{\Omega} \text{ div}(q^\infty) \sigma_j^n dx + \int_{S_u} (q^\infty \sigma_j^n - q^{\infty} \sigma_j^n \cdot n) ds + \int_{\Omega} q^\infty \sigma_j^n \cdot n ds
\]

Thanks to the strong convergence in \( L^2(\Omega^k \cup \Omega^n) \) of the sequence \( \sigma^n \) and to (532)(533), we have:

\[
\lim_{n \to \infty} \int_{\Omega} q^\infty \cdot \nabla \sigma_j^n =
\]

\[
- \int_{\Omega} \text{ div}(q^\infty) \sigma_j dx + \int_{S_u} (q^{\infty} \mu_j - q^{\infty} \mu_j) \cdot n + \int_{\partial \Omega} q^\infty \bar{\mu}_j \cdot n. \tag{539}
\]
Moreover, if we consider \( q^{ij} \cdot \nabla \sigma_j^i \) as a measure, for \( \varphi \in C^0_0(\Omega) \), we have by (4.11):

\[
< q^{ij} \cdot \nabla \sigma_j^i, \varphi > = - \int_\Omega \text{div}(q^{ij}) \sigma_j^i \varphi dx - \int_\Omega q^{ij} \cdot \nabla \varphi \sigma_j^i dx.
\]

When \( n \) tends to infinity, we have:

\[
\lim_{n \to \infty} < q^{ij} \cdot \nabla \sigma_j^i, \varphi > = - \int_\Omega \text{div}(q^{ij}) \sigma_j^i \varphi dx - \int_\Omega q^{ij} \cdot \nabla \varphi \sigma_j^i
\]

The last result is equivalent to say that the measure \( q^{ij} \cdot \nabla \sigma_j^i \) converges to \( q^{ij} \cdot \nabla \sigma_j^i \) for the topology \( \mathcal{M}(\Omega) \) weak*. Since \( \Omega \) is bounded, we can prove in fact that:

\[
\lim_{n \to \infty} \int_{\Omega^{(n)} \cap \mathcal{E}^*, n} q^{ij} \cdot \nabla \sigma_j^i dx = \int_{\Omega^{(n)} \cap \mathcal{E}^*, n} q^{ij} \cdot \nabla \sigma_j^i dx
\]

Consequently, subtracting (3.40) to (3.30) permits to write:

\[
\lim_{n \to \infty} \int_{\Omega^{(n)} \cup \mathcal{S}^n} q^{ij} \cdot \nabla \sigma_j^i dx = - \int_{\Omega^{(n)} \cup \mathcal{E}^*, n} \text{div}(q^{ij}) \sigma_j^i dx - \int_{\Omega^{(n)} \cap \mathcal{E}^*, n} q^{ij} \cdot \nabla \sigma_j^i dx
\]

and, after integrating by part the term \( \int_{\Omega^{(n)} \cap \mathcal{E}^*, n} q^{ij} \cdot \nabla \sigma_j^i dx \), we can rewrite (3.38):

\[
\lim_{n \to \infty} \int_{\Omega^{(n)} \cup \mathcal{S}^n} \phi(||\nabla \sigma_j^i||) dx \geq - \int_{\Omega^{(n)} \cup \mathcal{E}^*, n} \text{div}(q^{ij}) \sigma_j^i dx + \int_{\Omega^{(n)} \cap \mathcal{E}^*, n} \text{div}(q^{ij}) \sigma_j^i dx
\]

Now that we have found a minoration for integrals \( A^\alpha \) (5.36) and \( B^\alpha \) (5.41), we merge both results and we let \( \alpha \) tends to 0. The obtained result is:

\[
\liminf_{n \to \infty} E_2(\sigma^m, \mu^m, \mu^F^n) \geq
\]

\[
\int_\Omega (\sigma \cdot \nabla u + h_1) dx + \sum_{j=1}^2 \int_{\Omega^{(n)} \cup \mathcal{E}^*, n} \phi(\delta \sigma_j^i) + \int_\Omega c(x)||\sigma||^2 + \int_{\mathcal{S}^n} d\mathcal{A} + \int_{\mathcal{S}^n} ||\mu^i - \mu^F||_1
\]

\[
+ \sum_{j=1}^2 \int_{\mathcal{S}^n} q^{ij} \cdot n(\sigma_j^i - \sigma_j^i dx) - \sum_{j=1}^2 \int_{\mathcal{S}^n} q^{ij} \cdot n(\mu^j - \sigma_j^i dx)
\]

\[
+ \sum_{j=1}^2 \int_{\Omega} q^{ij} \cdot n(\mu_j - \sigma_j^i dx)
\]

where \( \nu = \frac{\mu^F + \mu^F}{2} \cdot n(u^+ - u^-) + h_2 dx. \) (5.42)
Since this inequality is true for all \( q^G = (q^{G_1}, q^{G_2}) \in K \times K \), it is still true when we take the supremum in \( q^G \). This supremum is taken for \( q^{G_1}, q^{G_2} \in K \) defined by (5.37). Next, we introduce the set:

\[
C(x) = \text{Closure}\{(q^x \cdot n(x), q^x \cdot n(x)), \ (q^x, q^x) \in K\}
\]

which can be rewritten as:

\[
C(x) = \text{Closure}(z^i, z^i) \in \mathbb{R}^2 \text{ such that } \begin{align*}
\exists \varphi^i, \varphi^x \in [C^0(S_u)]^2 & : \varphi^i(x) = z^i, \varphi^x(x) = z^x, \\
\exists q^i, q^x & : ||q^i||_{\infty} \leq 1, ||q^x||_{\infty} \leq 1, \text{div}(q^i) \text{ and } \text{div}(q^x) \in L^2(\Omega), \\
q^i \cdot n(x) &= \varphi^i(x), q^x \cdot n(x) = \varphi^x(x), \\
q^x \cdot n &= 0 \quad \text{a.e.} \quad x \in \partial \Omega.
\end{align*}
\]

To compute the supremum of (5.42), we only consider in (5.42) the term noted with the symbol (\( \bullet \)). Notice that the term noted with the symbol (\( \circ \)) will not appear in the minimization thanks to the definition of the set \( K \) where we have imposed \( q \cdot n|_{\partial \Omega} = 0 \). If we note:

\[
W = \left( \begin{array}{c}
\mu^1_1 - \sigma^1_1 \\
\mu^1_2 - \sigma^1_2
\end{array} \right) - \left( \begin{array}{c}
\mu^2_1 - \sigma^2_1 \\
\mu^2_2 - \sigma^2_2
\end{array} \right),
\]

we claim that:

\[
\sup_{(q^{G_1}, q^{G_2}) \in K^2} \left\{ \sum_{j=1}^{2} \int_{S_u} q^{G_j} \cdot n(\mu^{\sigma_j} - \sigma_j) ds - \sum_{j=1}^{2} \int_{S_u} q^{G_j} \cdot n(\mu^{\sigma_j^x} - \sigma_j^x) ds \right\}
\]

\[
= \sup_{Z} \int_{S_u} \sum_{j=1}^{2} Z_j^i \cdot W_j \text{ where } Z = \left( \begin{array}{c}
(\sigma_1^i, \sigma_2^i) \\
(\sigma_1^x, \sigma_2^x)
\end{array} \right) \in C(x)^2 \quad (5.43)
\]

\[
= \int_{S_u} ||\mu^i - \sigma^i||_1 + ||\mu^x - \sigma^x||_1. \quad (5.44)
\]

Equality (5.43) corresponds to the permutation of the supremum. It is based on techniques developed in [15, 17]. We then need to express that supremum giving the expression (5.44) [14, 13]. We refer to [33] for the complete proof.

Finally, taking the supremum in (5.42) with respect to \( q^{G_j}, q^{G_j^x} \), and using (5.44) permits to have:

\[
\limsup_{n \to \infty} E_2(\sigma^n, \mu^{\sigma^n}, \mu^{\sigma^n}) \geq \overline{E}_2(\sigma, \mu^i, \mu^x) \quad (5.45)
\]

where \( \overline{E}_2 \) has been previously defined in (5.17). The functional \( \overline{E}_2 \) is then a candidate to be the relaxed functional of \( E_2 \). It remains to show the second condition (5.30) (with \( \overline{R}(E_2) = \overline{E}_2 \)) which is the aim of the second step.

**Second step:** The way to demonstrate (5.30) is based on the following assertion
: showing (5.30) is equivalent to prove that:

\[ \forall (f^i, \varphi^i, \varphi^f) \in \mathbb{L}^\infty(\Omega^i \cup \Omega^f) \times C^0(S_{u_0}) \times C^0(S_u) \]

there exists \( (f^n, \varphi^n, \varphi^n^f) \to (f^i, \varphi^i, \varphi^f) \) such that

\[
\liminf_{n \to \infty} E_2(f^n, \varphi^n, \varphi^n^f) \geq R(E_2)^\#(f^i, \varphi^i, \varphi^f), \tag{5.46}
\]

where the superscript \# denotes the conjugate functionals. This result is due to [8] (see also [13] where this idea has been used).

Naturally, the difficulty is to compute the conjugate functional of \( E_2 \) and \( C_2 \).

This is done in the Lemmas A.1 and A.2 of the appendix. We have shown that:

\[
E_2^\#(f^i, \varphi^i, \varphi^f) = \inf_{q \in \mathcal{A}(f^i, \varphi^i, \varphi^f)} J(q)
\]

where the minimum is computed for \( q = (q^1, q^{G_1}, q^{G_2}, q^s, q^{V_1}, q^{V_2}, q^{S_0}) \) in \( (\mathbb{L}^\infty(\Omega^i \cup \Omega^f))^3 \times \mathbb{L}^\infty(\Omega^i \cup \Omega^f) \times (\mathbb{L}^\infty(S_{u_0}))^2 \times \mathbb{L}^\infty(S_u) \) verifying the conditions (A.2)-(A.10) (which defines the set \( \mathcal{A}(f^i, \varphi^i, \varphi^f) \)), and

\[
\mathcal{C}_2^\#(f^i, \varphi^i, \varphi^f) = \inf_{\eta \in \mathcal{A}(f^i, \varphi^i, \varphi^f)} J(\eta)
\]

where the minimum is computed for \( \eta = (\eta^1, \eta^{G_1}, \eta^{G_2}, \eta^s, \eta^{V_1}, \eta^{V_2}, \eta^{S_0}) \) in \( (\mathbb{L}^\infty(\Omega^i \cup \Omega^f))^3 \times \mathbb{L}^\infty(\Omega^i \cup \Omega^f) \times (\mathbb{L}^\infty(S_{u_0}))^2 \times \mathbb{L}^\infty(S_u) \) verifying the conditions (A.13)-(A.24) (which defines the set \( \mathcal{A}(f^i, \varphi^i, \varphi^f) \)). For more details about the definitions of \( J, \mathcal{A}(f^i, \varphi^i, \varphi^f) \) and \( \mathcal{A}(f^i, \varphi^i, \varphi^f) \), we refer to Lemmas A.1 and A.2.

Let \( (f^n, \varphi^n, \varphi^n^f) \) a sequence such that:

\[
\liminf_{n \to \infty} E_2(f^n, \varphi^n, \varphi^n^f) \leq M \tag{5.47}
\]

where \( M \) is a constant. Then, for each \( n \) and using the definition of the conjugate function associated to \( E_2 \) (Lemma A.1), there exists a \( q^n \in \mathcal{A}(f^n, \varphi^n, \varphi^n^f) \) so that:

\[
E_2^\#(f^n, \varphi^n, \varphi^n^f) \geq J(q^n) - \frac{1}{n} \tag{5.48}
\]

Since \( E_2(f^n, \varphi^n, \varphi^n^f) \) is uniformly bounded thanks to (5.47), it is easy to check that we can find an element \( q \in \mathcal{A}(f^i, \varphi^i, \varphi^f) \) such that the sequence \( q^n \) converges to \( q \) for the weak topology of this space that is to say the topology:

\[
(\mathbb{L}^\infty(\Omega^i \cup \Omega^f))^3 \text{weak} \times \mathbb{L}^\infty(\Omega^i \cup \Omega^f) \text{weak} \times (\mathbb{L}^\infty(S_{u_0}))^2 \text{weak} \times \mathbb{L}^\infty(S_u) \text{weak}
\]

As the function \( J \) is lower semi continuous for this topology, we have:

\[
\liminf_{n \to \infty} J(q^n) \geq J(q) \geq \inf_{q \in \mathcal{A}(f^i, \varphi^i, \varphi^f)} J(q) \tag{5.49}
\]

Now, let us define the application \( T \) by:

\[
T : \mathcal{A}(f^i, \varphi^i, \varphi^f) \to \overline{\mathcal{A}(f^i, \varphi^i, \varphi^f)}
\]

\[
T(q) = \bar{q}
\]
where \( \overline{\eta} \) is defined by:
\[
\overline{\eta}^i = q^i \\
\overline{\eta}^{ij} = q^{ij} \quad (j = 1, 2) \\
\overline{\eta}^{Su} = q^{Su} \\
\overline{\eta}^{Ti} = \frac{1}{2} q^{Su} \cdot n(u^+ - u^-) + q^{Ti} \\
\overline{\eta}^{Te} = \frac{1}{2} q^{Su} \cdot n(u^+ - u^-) + q^{Te} \\
\overline{\eta}^{\varphi} = \varphi - \frac{1}{2} q^{Su} \cdot n(u^+ - u^-) \\
\overline{\eta}^{\varphi^e} = \varphi^e - \frac{1}{2} q^{Su} \cdot n(u^+ - u^-)
\]

An easy computation permits to see that if \( q \) belongs to \( A(f, \varphi^i, \varphi^e) \), then \( T(q) \) belongs to \( \overline{A}(f, \varphi^i, \varphi^e) \). Moreover, we can observe that:
\[
J(q) = \overline{J}(T(q))
\]

Consequently, using (5.48), (5.49), the definition of the function \( T \) and the Lemma A.2, we have:
\[
\liminf_{n \to \infty} E_2(f^n, \varphi^{n,i}, \varphi^{n,e}) \geq \inf_{q \in \overline{A}(f, \varphi^i, \varphi^e)} J(q) = \inf_{\overline{\eta} \in \overline{A}(f, \varphi^i, \varphi^e) \cap \text{Im}(T)} \overline{J}(\overline{\eta}) = \inf_{\overline{\eta} \in \overline{A}(f, \varphi^i, \varphi^e)} \overline{J}(\overline{\eta}) = \overline{E}_2(f, \varphi^i, \varphi^e) \tag{5.51}
\]

which is exactly statement (5.46).

Conclusion As we can observe, the functional \( \overline{E}_2 \) complies with conditions (5.45) and (5.51), that is to say (5.29) (5.30) (or equivalently (5.29) (5.46)). As a conclusion we have:
\[
R(E_2) = \overline{E}_2
\]

which is the desired statement. \( \square \)

**Proposition 5.5.** The relaxed functional noted \( R(E) \) of the functional \( E \) defined by (5.3) is given by:
\[
R(E) : \text{BV}(\Omega) \to R \tag{5.52}
\]
\[
R(E)(\sigma) = \int_{\Omega} |\sigma \cdot \nabla u + h_k| dx + \sum_{j=1}^{2} \int_{\Omega \setminus R^2 \cup \Omega^2} \phi(D\sigma_j) + \int_{\Omega} c(x)||\sigma||^2 + \int_{S_u} \beta(x, \sigma^i, \sigma^e)
\]

where
\[
\beta(x, \lambda, \theta) = \text{Inf} \left\{ |\lambda - s| + |\theta - t| + |s - t| + \frac{1}{2} n(x)(u^+ - u^-) + h_2(x) \right\} : (s, t) \in R^N \times R^N \tag{5.53}
\]
Proof. This proposition is a direct consequence of the proposition 5.4 and we will just sketch the proof. Let us define
\[
G(\sigma) = \inf_{(\mu^1, \mu^2) \in \mathcal{M}(\Omega)} \mathcal{T}_2(\sigma, \mu^1, \mu^2).
\]
By classical arguments, we prove that the functional $G$ is lower semi continuous, less than $E$, and also greater than $R(E)$, so in fact :
\[
G(\sigma) = R(E)(\sigma).
\]
We deduce the final result from a Rockafellar theorem [42, 44] which permits to permute the infimum and the integral. \qed


Proosition 6.1. Let $R(E)$ defined by (5.52) and (5.53), where $u$ verifies hypotheses (4.23)-(4.24), $\phi(\cdot)$ satisfies (4.2)-(4.3), (4.4)-(4.6), and $\alpha(x)$ is a function verifying (4.7)-(4.8). Then the problem $\text{Inf}\{R(E)(\sigma) : \sigma \in \mathcal{BV}(\Omega)\}$ admits a solution in $\mathcal{BV}(\Omega)$.

Proof. The functional $R(E)$ is a convex function of measures which is lsc, by construction. Moreover, it is coercive so we can uniformly bound minimizing sequences and deduce by classical arguments the existence of a solution. \qed

The above theorem proves an existence result for the relaxed functional associated to the optical flow problem. The main difficulty came from the product $(\sigma \cdot Du)$ for which we found an explicit integral representation. It will be interesting to study more general functionals involving terms of the form $f((\sigma \cdot Du))$. This question will be considered in a forthcoming paper.

Another challenging problem is the numerical analysis of these abstract results. This induces several difficulties. One of the first is to characterize the solution. No Euler equations can be written but some partial answers have been given using variational [4] or dual [51] formulations. Then, it will be necessary to propose some suitable discretizations to take into account the discontinuities of the solution. These problems will be considered in the future.

Appendix A. The dual functionals $E_2^1$ and $\mathcal{T}_2^1$. We give in the two lemmas below the detailed expressions of the dual functions associated to $E_2$ and $\mathcal{T}_2$.

Lemma A.1. Let $E_2$ given by (5.16). Its dual functional is defined by :
\[
E_2^1 : L^\infty(\Omega^1 \cup \Omega^2) \times C^0(S_0) \times C^0(S_N) \to R
\]
\[
E_2^1(f, \varphi^1, \varphi^2) = \inf_{q \in K(f, \varphi^1, \varphi^2)} J(q)
\]
where the infimum is taken over $q = (q^1, q^2, q^3, q^4, q^T, q^T, q^T, q^T)$ belonging to $(L^\infty(\Omega^1 \cup \Omega^2))^3 \times L^\infty(\Omega^1 \cup \Omega^2) \times (L^\infty(S_0))^2 \times L^\infty(S_N)$ and complying the following conditions :
\[
|q^i| \leq 1 \quad \text{a.e. on } \Omega \quad (A.2)
\]
\[
|q^j| \leq 1 \quad (j = 1, 2) \quad \text{a.e. on } \Omega \quad (A.3)
\]
\[ |\mathbf{v}|^{\mathcal{S}_u}_1 \leq 1 \quad \text{a.e. on } S_u \quad (A.4) \]
\[ |\mathbf{v}_T^i + \varphi|^{\mathcal{S}_u}_1 \leq 1 \quad \text{a.e. on } S_u \quad (A.5) \]
\[ q^2 \nabla u + q^2 - \text{div}(q\mathbf{G}) - f = 0 \quad \text{on } \Omega \quad (A.6) \]
\[ \frac{1}{2}q^{S_u}n(u^+ - u^-) + q^{T_i} + q^{G^i} n = 0 \quad \text{on } S_u \quad (A.7) \]
\[ \frac{1}{2}q^{S_u}n(u^+ - u^-) + q^{T_e} + q^{G^e} n = 0 \quad \text{on } S_u \quad (A.8) \]
\[ q^{T_i} + \varphi^i + q^{T_e} + \varphi^e = 0 \quad \text{on } S_u \quad (A.9) \]
\[ q^{G} n = 0 \quad \text{on } \partial \Omega \quad (A.10) \]

where \( q^G \) is the matrix defined by \( q^G = \begin{pmatrix} q^{G^T} \\ q^{G^T} \end{pmatrix} \), and where the function \( J \) is defined by:
\[ J(q) = \int_{\Omega} q^2 dx + \int_{\Omega} \frac{1}{4\alpha(x)} |q|_2^2 dx + \sum_{j=1}^{2} \int_{\Omega} \phi^i(|q_i|)_2^2 dx + \int_{S_u} q^{S_u} h dx \quad (A.11) \]

**Lemma A.2.** Let \( \mathcal{E}_2 \) given by \((5.17)\). Its dual functional is defined by:
\[ \mathcal{E}_2^* : C^\infty(\overline{\Omega} \cup \Gamma) \times C^0(S_u) \rightarrow R \quad (A.12) \]
\[ \mathcal{E}_2^*(f; \varphi, \psi) = \inf_{\mathbf{q} \in \mathcal{A}(f; \varphi, \psi)} \mathcal{J}(\mathbf{q}) \]

where the infimum is taken over \( \mathbf{q} = (q^i, q^{G^i}, q^{G^i}, q^{T_i}, q^{T_i}, q^{G^e}, q^{T^e}, q^{G^e}, q^{S_u}) \) belonging to \((L^\infty(\overline{\Omega} \cup \Gamma))^3 \times L^\infty(\overline{\Omega} \cup \Gamma)^3 \times (L^\infty(S_u))^3 \times L^\infty(S_u))^3 \times L^\infty(S_u)\) and complying with the following conditions:
\[ |\mathbf{q}| \leq 1 \quad \text{a.e. on } \Omega \quad (A.13) \]
\[ |\mathbf{q}_j| \leq 1 \quad (j = 1, 2) \quad \text{a.e. on } \Omega \quad (A.14) \]
\[ |\mathbf{q}_i| \leq 1 \quad \text{a.e. on } S_u \quad (A.15) \]
\[ q^{T_i} + \mathbf{q}_i^{G^i} \leq 1 \quad \text{a.e. on } S_u \quad (A.16) \]
\[ q^{T_i} \text{ and } q^{T^e} \in C(x) \quad \text{a.e. on } S_u \quad (A.17) \]
\[ q^i \cdot \nabla u + q^i - \text{div}(q^{G^i}) - f = 0 \quad \text{on } \Omega \quad (A.18) \]
\[ q^{T_i} + \mathbf{q}_i^{G^i} : n = 0 \quad \text{on } S_u \quad (A.19) \]
\[ q^{T_e} + \mathbf{q}_e^{G^e} : n = 0 \quad \text{on } S_u \quad (A.20) \]
\[ \frac{1}{2}q^{S_u}n(u^+ - u^-) + q^i - \varphi^i = 0 \quad \text{on } S_u \quad (A.21) \]
\[ \frac{1}{2}q^{S_u}n(u^+ - u^-) + q^e - \varphi^e = 0 \quad \text{on } S_u \quad (A.22) \]
\[ \mathbf{q}_i^{T_i} + \mathbf{q}_i^{T^e} + \mathbf{q}_i^{G^e} = 0 \quad \text{on } S_u \quad (A.23) \]
\[ \mathbf{q}^{G^i} : n = 0 \quad \text{on } \partial \Omega \quad (A.24) \]
where \( \overline{Q}^2 \) is the matrix defined by \( \overline{Q}^2 = \left( \begin{array}{cc} \overline{Q}^1 T \\ \overline{Q}^2 T \end{array} \right) \), and where the function \( J \) is defined by:

\[
J(u) = \int_{\Omega} \overline{Q}^1 h_1 \, dx + \int_{\Omega} \frac{1}{4\lambda(x)} \overline{Q}^1 \overline{Q}^2 \, \bar{F} \, dx + \sum_{j=1}^2 \int_{\Omega} \phi'(|\overline{Q}^2|^2) \, dx + \int_{S_i} \overline{Q}^3 h_2 \, ds \quad (A.25)
\]

**Proof of Lemmas A.1 and A.2.** We refer to [35] for the complete proof which is mainly technical. To get that result, we used classical techniques developed in [21], the Rockafellar’s Theorem and suitable choices of dual variables \( q, \overline{q} \) to simplify calculus. \( \square \)
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