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Abstract
In the framework of an interval market model already used in
[6,7,5], we tackle the case of a digital option with its discontinuous
terminal payment. In this paper we develop the synthesis approach
via the investigation of the trajectory field a la Isaacs-Breakwell.
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1 Introduction

In [3,4,6], we introduced a robust control approach to option pricing using a
non stochastic model of the market uncertainties and a minimax approach.
Several authors used simultaneously and independently similar approaches.
The same market model has previously been used in [12]!, who coined the
phrase “interval model”, and also in [9], where the author stresses that
due to the incompleteness of the market, the hedge is a super-replication,
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and the premium computed is a “seller’s price”. While these references use
tools quite different from ours, a very similar theory (actually strictly more
general, and consequently less detailed) has been developed in [11,1] and
related papers. See also a further development of similar ideas in [13]. A
rather exhaustive survey of our own theory can be found in [5]. A discus-
sion of the strengths and weaknesses of this approach, as compared to the
classical Black and Scholes theory, can be found in [6].

We tackle here the case of a digital call. This is a contract whereby
the writer (also called here the trader) pledges to pay the buyer a fixed
amount D at a prescribed final time (or exercise time) T if the market
price of a specified underlying stock at this time is not less than a given
price K (also called the strike). This defines a payoff of the option which
is a discontinuous function of the final price of the underlying stock. This
is to be contrasted with classical —or “vanilla”— options where the payoff
is continuous and even convex.

In this paper, we develop the analysis in terms of the field of extremal
trajectories, reconstructing the Value function via a classical synthesis
approach a la Isaacs-Breakwell. This allows us to completely solve the prob-
lem and to exhibit a representation theorem similar to that of [8,5], with
the same linear vector PDE, but with a different coefficient ¢, and differ-
ent sets of initial conditions and gradient discontinuities. 2

2 The model

We quickly recall the overall framework. The reader is referred to our pre-
vious works, say [5], for a more detailed description.

Parameters The parameters of our problem are the exercise time 7', the
strike K, the amount ® D, the transaction cost rates C* and C~, depending
on whether it is a buy or a sale, and the similar ¢™ and ¢~ that apply to
the closure costs, with C~ < ¢~ <0< ¢t < C*, and C~CT # 0. We let
¢ > 0 denote the amount of a buy of underlying stock, and £ < 0 denote a
sale of an amount —¢. The transaction costs are C*¢ or C~€ respectively,
both positive. Moreover, we shall (realistically) assume that 1 + C~ > 0.

We shall use the notation C¢ to mean CF¢ if € > 0 and C—¢€ if € < 0.
A similar convention will apply to such notations as ¢° (9 —v) where ¢° will
mean gt or ¢~ (to be defined) depending on the sign € of (¥ — v).

Furthermore, two constant bounds 7= < 0 and 77 > 0 on the relative
stock price rate of change are known. See the market model below.

2 A much more detailed and complete analysis is to appear in [14].

3Without loss of generality, this could have been taken as 1. Keeping it as D helps
one keep track of the physical dimensions in the calculations. The meaningful
dimensionless quantity is the ratio D/K.
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We assume that via the classical change of variables to end-time values,
the riskless interest rate has been factored out.

State variables In these end-time values, the state variables are

e the underlying stock price wu,

e the value of the portfolio’s underlying stock content v,

e the total worth of the portfolio w.
The underlying stock price u is by essence positive. Moreover, since we
consider a call (an increasing payment function), there is no point in con-
sidering negative v’s either, so that we shall always assume that u and v
are both non negative.

Market model We use the interval model. In that model, it is assumed
that the stock price is an absolutely continuous function, and furthermore
that two numbers, 7+ and 7—, with 7= < 0 < 71, are known, such that

u(tg)

Vi, ty, e (27h) <
12 ¢ - U(tl

<ot 1)

~—

We call €2 the set of such admissible stock price trajectories. Alternatively,
we shall let 7 = 4/u and let 7(t) be a measurable function with for all ¢,
77 < 7(t) < 7. We shall call ¥ the set of all such admissible rate functions.

Trader controls and strategy The control of the trader is through
buying or selling underlying stocks. He may either do so in a continuous
trading mode, a classical fictitious mode whereby one buys stocks at a
continuous rate £(¢), (a sale if £ < 0,) or in an impulsive mode or discrete
trading. In that later mode, the trader buys (or sells) lump sums at finitely
many freely chosen time instants. We shall call these times ¢, k =1,2,...
and the amount traded at these instants &, of signs €. Hence, the function
&(+) will be considered as a sum of a measurable continuous component and
finitely many weighted translated Dirac impulses. We shall call = the set
of such admissible trader’s controls.

The trader acts knowing the market situation, (fictitiously) with no time
delay. The mathematical metaphor of that hypothesis is as follows: a strat-
egy is a non-anticipative function ¢ : @ — E. (The initial portfolio content
v(0) = vp will usually be considered as zero. Yet, to be more general, we
must let ¢ also depend on it.) In practice, we shall implement it as a state
feedback £(t) = ¢(t, u(t),v(t)). We do not attempt to describe all admissi-
ble state feedbacks, being content to check that the one we exhibit actually
yields an admissible non-anticipative strategy. We let ® be the set of admis-
sible non-anticipative strategies, and use the notation ¢ € ® to mean that
a feedback strategy ¢ generates an admissible strategy ¢ in ®.
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Dynamics The dynamics are

U =TU, (2)
v=TV+E, (3)
w=Tv— C°¢, (4)

and in case the trader decides to make a block buy or sale of stocks of
magnitude & at time ty,

o(tf) = v(ti) + & (5)
w(ty) = wlte) - C°x (6)

Payoff At the terminal time 7', the trader sells any remaining underlying
stock v(T) in its portfolio, at a closure cost —c¢~v(T'), and pays its due D
to the buyer if «(T") > K. Thus, its incurred cost is N (u(T),v(T")) with
—c v ifu< K,
N(u’v)_{D—c_v ifu> K. (7)

The total expense born by the trader due to possible losses (or gains) due
to stock price variations, transaction costs, and the terminal costs, if the
contract has been written at time ¢y with u(tg) = ug and v(tg) = vg is
therefore

J (to, o, v0; §(+), 7(-)) = N(U(T),U(T))Jr/ (Co€(t) =T (t)o(t))+)_ &5
to A
(8)

W (to, ug, vo) := (%relg sup J(to, o, vo; ¢(u(-)), 7(-)) 9)

Let

be the Value function of that differential game problem. The premium that
the writer should charge for this contract, written at time 0, is P(u(0)) =
W (0, u(0),0).

The limit case u(T) = K. We chose to let the terminal payment be
u.s.c., deciding that the amount D is owed if w(T") = K. This is no serious
restriction in terms of modelization. But it simplifies the analysis in that
it lets the supremum in (9) be a maximum.

For a given pair (¢, u), we shall call Uk (¢,u) the subset of ¥ of controls
7() : [t,T] — [7~, 7] that drive the price from u(t) = u to w(T) = K, (i.e
exp ftTT(S) ds = K/u). Finally, we call A C [0,T] x Ry the set of (¢,u)’s
for which W (¢, u) # 0. This is equivalent to u € [ug(t), u,r(t)], with

up(t) = Ke ™ (T-1) up(t) = Ke™™ (It (10)
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Further notations We give here for ease of reference some (strange)
notations that we shall use all along hereafter. We let

¢ (t) =max{(1+c¢)e” T _1,C7}, (11)
gt (u) :min{max{(l—l-c_)%—LC"},CJF}. (12)

These two numbers will appear as the opposite of the partial derivative
OW /v, or loss coefficients associated to the fact of having too much, respec-
tively not enough, of the underlying stock in the portfolio as compared to
an “ideal” content o(t,u).

We let also
b=T—tm(HC), w = Kt (13)
+ -
t+:T—T%ln(1lif,) L uy = Kl (14)

t_,u_,and uy are the switch values in the definitions (11,12) of ¢~ and ¢*:

_ c- ift <t_,
4 (t)_{(1+c—)eT<T—f>—1, ift >t
and
Cc+t ifu<wug,
gtw) =< 1+e)E -1 ifuy <u<u_,
Cc- ifu>wu_,

and ¢ is related to uy as shown in Figure 1 and Figure 2.
We shall also let

Q@ =(¢ 1), e=+, Q=<g+>, (15)

and, wherever ¢~ # ¢ (and hence Q invertible),

_ 1 gt —17q" I _ ! Tt 0 0

gt —q \~(" =717)atq Tt —1hq 07 )%
(16)

This matrix appears in Theorem 3.1 below, and, as a consequence, in the

representation theorem 4.1. The second form in the equation above makes
it, if not intuitive, at least logically connected to the context.

Finally, we set
1 10
() s (1), -

()0 o

The notations © and w will appear later.
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3 Analysis
3.1 Isaacs equation

One of the issues in investigating that game is to decide how to cope with
the impulse controls. One avenue is to consider the three-dimensional game
of degree with state space (¢, u,v) and payoff (8), and to use the differential
quasi-variational inequality (DQVI) associated with that game, as done in
[7]. The other avenue, that we follow here, and also used in [7], makes use of
the 4-dimensional representation in (¢, u, v, w), and finds the graph of W as
the boundary of the capturable states. By this, we mean states that can be
driven by the trader to the target set {w > N(u,v)} at the terminal time
T. In that framework, we use the tools of semipermeability to construct
that boundary, and jump trajectories are just trajectories orthogonal to
the (¢, u) plane.

We shall use normals to the boundary of the capturable states of the
general form

TR ” 3

with usually r = 1. i.e. an inward normal. The extremalizing controls will be
given by Isaacs main equation. It can be written in terms of the hamiltonian

as
Sup min H(t’ uﬂv7w7n’p’q7 7—7 5) = 0 (19)
¢ TE[TT,TT]
The minimum in 7 is always reached at 7 = 7¢, with ¢ = sign(o) decided
by the switch function o = —pu— (1+¢)v. Singular trajectories will involve
o=0.

The supremum in ¢ is reached at £ = 0 if C~ < ¢ < C*. Otherwise, the
supremum is +00, according to the sign of ¢. (This corresponds to a jump,
of the same sign as q.)

It follows directly from the dynamics that jump trajectories lie in a (v, w)
plane, and have a slope C¢, ¢ the sign of the jump. Consequently, any
hypersurface made up of such trajectories has a normal of the form v! =
(n p C° 1). This yields a singular hamiltonian in &.

The adjoint equations read

h=0,
p:_Tpu
q:_T(q+1)a

r=0.
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Hence we may set r = 1 if we manage to choose it such at terminal time.

3.2 Primary field
3.2.1 The sheets (7, ) and (7,7)

Trajectories ending in the region v < K, w + ¢”v = 0 must be with
p(T) =0, ¢(T) = ¢, yielding o(T) = —(1 4+ ¢~ )v(T) < 0. Therefore, the
final 7 should be 77 and £ = 0. The switch function is constant along such
a trajectory. But these trajectories cannot be integrated beyond t_ (see
(13)). As a matter of fact, the adjoint equations yield q(t) = ¢ (¢) (see
(11)), so that before t_, we would have ¢ < C'~, and the control £ = 0
would no longer maximize the hamiltonian.

This 2-D set of trajectories (parametrized by w(T"),v(T)) creates a 3-D
manifold, a semipermeable hypersurface, that we call the sheet (7,7). This
manifold obeys the equation

() ¢ v+w=0,
and its normal v, - is
vie=(-m(¢ +1v 0 ¢ 1) (20)
or, using the notations (15)(18) as
Q V=0, and vVi_=(-—7Q v 0 ¢ 1).

A similar construction holds for trajectories ending in the region u > K,
resulting in a semipermeable surface (7,7): @~V = D, with the same normal
(20).

3.2.2 The singular sheet (K)

At v = K, the final payment N is non differentiable. The semipermeable
normal can be any element of the super-differential, hence of the form
(n p ¢ 1), p < 0. The final switch function is thus of the form o(T) =
—[pK + (1 + ¢ )v]. Again, it is constant along a trajectory. If o < 0, we
get the trajectory w,(t) (see(10)) this is the “right” boundary of the sheet
(1, ). If 0 > 0, we get uy(t) . This will be seen to be the “left” boundary
of the sheet (K) in the region ¢t > .

If p(T) is chosen to make o(T') = 0, then sigma will remain zero along any
trajectory (as long as € = 0), and hence any 7(t) € [7~, 7] is permissible.
Let 6 := ftT 7(s)ds. We generate that way a new 3-D manifold parametrized
by (v(T),0,1).

It is a valid semipermeable hypersurface as long as ¢ remains between
C~ and C*. One easily sees that ¢ = (1+c¢~)K/u—1, so that the condition
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g < C7 translates into u > uy (see (14)), —this is the left boundary of
that sheet for t < t;—, and ¢ > C~ translates into u < u_, —this is the
right boundary of that sheet for ¢t < ¢_. For t > t,, the left boundary is
the trajectory wy(t). For t > t_, the right boundary is on u = u,(¢t). On
this whole sheet, ¢ = g™ (u) (see(12)).

We call this semipermeable hypersurface the sheet (K). It is also char-
acterized by QTV = D, and its normal is vl, = (0 —Q*1lv/u ¢t 1).

3.2.3 Projection in the (¢,u) space

It is useful to look at the projection of the different sheets in the (¢,u)
space. The domain of validity of each sheets is :

(r,) « {t=>t_}n{u<u.(t)},
(7)) s {t=tpn{u=>wu(t)},
(K) : max{us,u(t)} <u < minfu_,u.(t)}.

This shows that (K) and (7, ) coexist in the domain
{t > t_} N {max{us,u(t)} <u<u-(t)},

and that (K) and (7,7) exist in disjoint (¢,u) domains, except along their
common trajectory u = u,(t) for ¢ > ¢_ where they join smoothly since
they share g = (1 + ¢ )K/u, — 1 =¢q.

3.2.4 The dispersal manifold D = (7, ) N (K).

In the region ¢ > ¢, max{uy,u,(t)} < u < u,(t), capturable states are
characterized by the two conditions w > —¢~v and w > D — qTv. The
boundary of capturable states (the graph of W) is made of the two sheets
(1, ) and (K), between the end time and their intersection D characterized
by v = 0(t,u), w = w(t,u) with

b
gt (u) —q(t)’

This is a dispersal manifold D, somewhat degenerate in that, on the one
hand, one of the outgoing fields, the sheet (K), is traversed by trajectories
generated by any control 7(-), and, on the other hand, the trajectories of
the other “outgoing” field, the sheet (7,7), actually traverse the dispersal
manifod D itself.

This manifold, thus, is born by the sheet (K), and traversed by trajec-
tories generated by 7 = 7. We shall show hereafter the following fact.

o(t,u) = w(t,u) = —q~ (£)0(t,u). (21)

Theorem 3.1. If a manifold V = V(t,u) is either
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1) traversed by trajectories T~ and lying on the sheet (K),
ying

(2) traversed by trajectories T+ and lying on a sheet (77),

(8) traversed by trajectories T+ and trajectories T,

it satisfies the partial differential equation
Vi +T(WVuu —SV) =0. (22)

In the present case, as for all other closed formulas obtained thereafter, the
PDE (22) can be checked by direct differentiation.

This PDE was first introduced in [7] for the Focal manifold. In [8], we
showed that it is satisfied by all the singular surfaces of that game, this
coming as a surprise. In [6], we showed that it is a necessary consequence of
(23) if this formula is to be that of a viscosity solution of the Isaacs DIQV.
The present paper will prove the theorem above via the investigation of the
field of optimal trajectories, thus explaining it, perhaps, in a more natural
way.

The Value function in that region is therefore

W(t,u,v) = w(t,u) + ¢ (¢, u) (0(t, u) — v), (23)
where we recall that in such an expression, € = sign(v(¢, u) — v).

3.2.5 Trivial regions

Outside of A. If u(t) < wu(t) or u(t) > u,(t), the terminal w(T) is
less than K or respectively, larger or equal to K irrespectively of what the
players (market and trader) do. Hence, the final payment to the buyer is
certain, the option is actually without any merit. The only hedge is v = 0,
and w = 0 if u(t) < ue(t), or w = D if u(t) > u,(t). If at a given time ¢, v(t)
happens to be positive, then the trader should sell it, either immediately
at a cost —C~wv if t < t_, or at terminal time at a cost —¢~ v at worst if
t > t_. Hence it always incurs a cost —¢~ v (see (11)), and thus the Value
function is

W(t,u,v) = —¢~ (t)v, or W(t,u,v) =D —q (t)v,
depending on whether u lies to the left of A or to its right. For ¢ > ¢_,

these regions are each covered by a single sheet (77), which is the graph
of the function W. Formally, this can be written as (23) with o = 0 and
w =0 or D. One may notice that this V still trivially satisfies (22), or at

least V; = 0 = Vyu — SV.

Region ¢t <t_, u > u_ Again, that region needs no big theory. There
the loss resulting from keeping a positive v if w(T) = K is larger than
C~v. Hence the only sensible strategy is to sell any v at once. The value
is W(t,u,v) = D — C~ v, as already seen for larger u’s. The representation
(23) can be preserved as in the previous paragraph.
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3.3 Equivocal manifolds

To further analyze that game, we need to distinguish whether t_ < ¢t or
t_ > ty. We choose here to show the detailed analysis for the case t_ <t
because it displays a richer set of singularities, although it is the less likely
in a real life application. We shall only sketch the (more realistic) case
t_ > t,, stressing the main difference. (See the figures at the end.)

3.3.1 The equivocal manifold £T = (7,7) N (1)

In the region t € [t_,t;], u < uy, the sheet (7,7) still exists, but not the
sheet (K). We have reached (backward) ¢ = C't, therefore we may expect
a positive jump manifold (1). Such a 3-D manifold must join onto the sheet
(7,7) along a 2-D junction manifold that we call £T.

We again call 9(t,u),w(t,u) the values of v and w on €. This way, the
boundary of the capturable states, and hence the graph of W, will still be
described by (23), but now ¢ = C+.

Staying on (77) for a 7 # 7~ requires that d(Q~V)/dt = 0, hence that
(assuming £ > 0)

7 (Al +qg Jo+qg (Tv+& +T70-CTE=0,

that yields
1+ a
5 = (T — T )mv

which is actually non-negative. We conjecture (and will check later) that the
junction will actually be with 7 = 77, and let £ = £ be the corresponding
control.

The requirement that €% be traversed by trajectories 7 implies that
the dynamics are satisfied with 71, hence that

(24)

O+ Outtu =10+ €T,
Wy + Wy Tu=7"0—-CTET.
Multiplying the first equation by C* and summing, we get
CT oy + Wy 4+ 7T [(CT oy 4 hy)u — (CT 4+ 1)8] = 0.

We now notice that it follows from (16), that for ¢ = =, it holds that
Q°T = 7°Q°. Thus this equation can also be written

QT + T(Vuu —SV) =0. (25)
Now, £T admits the two tangent vectors
1 0
P and Vl
Ut Uy

wt Wey,
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They must be orthogonal to v,- as given by (20). This yields two equations:
T (@ DO U Al =Q VT QT SV =0, (26)
q T+ Wy =Q V=0,

Multiplying the second one by 7~ u and summing and using again 7-Q~ =
Q™ T, we get ) . )
Q W+ TWyu—S8V)]=0. (27)

The two equations (25) and (27) together can be written
QW +TWVyu—8SV)] =0,

and as @ is invertible, we get (22) for E¥. This proves assertion 2 in The-
orem 3.1.

We expect this manifold to join continuously with D on the boundary
u = uy, and as this is not a characteristic curve of that equation, it specifies
uniquely its solution. But we shall also find a more explicit construction
via the trajectories.

We still have to check that the junction “does not leak”, or that for a
T < 77T, the trajectory remaining on (77) drifts towards the capturable
states, or equivalently that 7 = 7+ minimizes the relevant hamiltonian.

For an intermediate value of £ to be optimal, we need that at the junction,
q = C* on the incoming trajectory. (We have seen that anyhow, the normal
to a positive jump manifold has to have ¢ = C'T.) Hence, this will be an
equivocal junction, in the parlance of Isaacs. Let v* = (n p CT 1) be
the normal to the (positive) jump manifold on €. Isaacs main equation
therefore reads

méaxmin{n +7[pu+ (1+ 0]} =0,

and 7 = 7 is indeed the minimizing 7 if [pu + (1 + CT)9] as computed
along our trajectories 77 is non-positive, or equivalently, n > 0, since the
hamiltonian remains zero by construction.

We shall derive vt from the theory of the generalized adjoint equations
developed in [2]. Let us first investigate the conditions at the boundary
u = uy. There © and W are given by (21). Let s be the time at which a
trajectory reaches that boundary. The boundary of D and its tangent are
obtained as follows:

s 1
U4 0
Dn{u=wuy}: - ) , tangent: | _ ?(Z;(Hg); (28)
—q (s —q

[ — Dt~ B
1 7= Ot o
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Since that manifold is to be contained in &, its tangent must be orthogonal
to v*. This simply yields n = 0, which is therefore a terminal condition
for the generalized adjoint equation. This equation reads, writing x for
(t,u, v, w)

o+ +

vt =———+al)v" —v-

)t - v.-)

where «(t) must be chosen so as to maintain the singularity while integrat-
ing backward, i.e. here, ¢ = C*, hence ¢ = 0. This gives

n=an+7 (14+q)0),
p=(-1"+a)p,
G=-1"(1+CH)+a(Ct —q7),
r=20.

The requirement that ¢ = 0 gives « = 77 (1 + C*)/(Ct —¢q~) > 0. And
the differential equation for n gives n > 0, since for n = 0, n < 0 and
we integrate backward from n = 0. This provides the sign information we
needed.

A final remark, useful in checking that this is a viscosity solution (to
appear in a forthcoming paper) is that equation (26) shows that Q= V; < 0,
and that, writing that the two tangents to £T are orthogonal to v ™, we get
that QTV, = —n < 0.

Placing (24) in the dynamics, and using the initial conditions (28), the
equations for the trajectories can be integrated in closed form with 7 = 77,
leading to the closed form formulas:

a(t,s) = upe” (=9 hence s=1t— L In (%)

’D(t7ﬁ'(t75>) = T)(t, S) = u+(C+lzq—(5)) (g::?}:gi;) T ﬂ(t,s)
w(t, alt,s)) =w(t,s) = —q (t)o(t,s)

3.3.2 The equivocal manifold £~ = (}) N (K)

We now investigate the region ¢t <t_, u € [us,u_]. The situation is some-
what symmetrical to that of the preceding paragraph, as in that region the
sheet (K') exists while the sheet (7,”) does not. We therefore expect that a
negative jump manifold (J) joins onto the sheet (K). We conduct a simi-
lar analysis of the junction £, still calling v(¢t, u), w(t, u) the equations of
that 2-D manifold, and formula (23) will still hold, but now with ¢— = C~,
and ¢t = (1+ ¢ )K/u— 1.

Trajectories staying on (K) must satisfy d(Q1V)/dt = 0. Hence (assum-
ing £ < 0) by differentiation (¢* — C~)¢ = 0, thus £ = 0.
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We conjecture (and shall check later on) that the junction is with 7 = 7.
The fact that £~ be traversed by trajectories 7~ now yields

V¢ + 0,7 u=7 0,

Wy + WyT " U=T V.

Proceeding as in the previous case, we infer that Q~[V; +T (V,u—SV)] = 0.

Writing that the two natural tangent vectors to £~ are orthogonal to
the normal v} = (0 — (1 +¢")v/u gt 1) yields the two equations
Q*tV; = 0and QT (V, — lv/u) = 0. Multiplying the second one by 7+u and
adding, we get Q*[V; + T (Vyu—SV)] = 0. This together with the previous
similar equation again yields (22). This proves assertion 1 of Theorem 3.1.

We expect this manifold to join continuously with D at ¢ = ¢_. This
initial condition can be seen to uniquely specify £~ in the region v >
u+e77_(t7 ) We call &, the manifold thus generated. Indeed, integrating
with 7 = 77 and £ = 0 yields the same formulas for ©, w as in D, but with
q~ replaced by ¢~ :=[(1+ ¢ ) exp(7— (T —t)) — 1]. This formula is indeed
that of ¢~ in the region ¢ > ¢_, while here, ¢— = C~.

A direct calculation then shows that Q~V; < 0. Writing that the tangents
to £~ are orthogonal to the normal v~ to the jump manifold again yields
n+Q~V, = 0, showing that our construction does give n > 0 which shows
that 7 = 7~ indeed minimizes the hamiltonian. (The corner does not leak.)

In the region u < uyexp(—7~ (t— — t)), the trajectories of £, if they
are still generated by 7 = 7~ as we shall show, end up on the line u = u,..
Therefore, the terminal conditions to integrate them retrogressively will
be provided by the analysis of the region v < wuy of the next subsection.
For that reason, we do not have a closed form for the trajectories of that
part, & , of the equivocal manifold. We check that indeed 7 = 7~ will be
minimizing the hamiltonian.

Use again the theory of generalized adjoint equations. It yields here n =
an so that n cannot change sign along a trajectory. And, as it has to
be positive at the boundary, it will stay so, proving that 7~ is indeed
minimizing in the hamiltonian. (It can easily be seen that @ = —7 (1 +
C7)/(gt— C7) > 0) V

Again we remark that on the whole equivocal junction, we have Q<V; < 0,
€ = +, a property needed in the viscosity solution analysis.

3.4 Focal manifold F = ()N (1)

We now investigate the only region left: t < ¢_, u < uy. There, neither
sheet (77) nor (K) exist to construct an equivocal junction on. We will
have two jump manifolds, one of each sign, joining on a 2-dimensional
focal manifold F. The theory of a similar manifold in the case of a vanilla
option was introduced in [7]. A more general theory of higher dimensional
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focal manifolds was developed in [10]. Here, we may just notice that this
manifold has to be traversed by both 7= and 71 trajectories. According
to the analysis provided for £ and £~ above, this shows that necessarily
Q°[Vs + T (Vyu — SV)] = 0, for both ¢ = 4, hence resulting in (22). This
proves assertion 8 of Theorem 3.1.

We need to provide (22) with boundary values to uniquely specify F. We
notice that £; satisfies the same set of coupled PDE’s. We may therefore
consider that we have a single set of PDE’s to solve in the domain t < t_, €
[we(t), us exp(—7~ (t——t))]. Notice that the coefficients of this linear vector
PDE are continuous. We showed in [10] that the trajectories 7~ and 71
are its characteristic curves (or, more classically, the characteristic curves
of an equivalent scalar second order PDE). This is a Goursat problem. The
solution will be specified if we give consistent boundary conditions on two
such curves. Concerning the right hand boundary, we have found & (in
closed form) on its right, and by continuity this provides our boundary
condition. It remains to find boundary conditions on the trajectory uy(t),
which is our left hand boundary.

On uy, if at any time, 7 < 77, the state drifts outside of A, and the
optimal strategy is to sell v at once at a cost —C~v, and do nothing (¢ = 0)
thereafter. For this strategy to drive the state to the admissible end states
(provide a hedge), it is necessary that @~V > 0. This must be maintained
along the trajectory u, (which has 7 = 77), and still allow the state to reach
E1 at t = t_. The limit trajectory thus satisfies Q~V = 0. Differentiating
with respect to time, this yields £ = (77 —77)o(1+C7)/(CT —C7), and
we can integrate that limit trajectory backward from the boundary of £T.
(This is the same rule as in €T, thus everything is smooth.)

There remains to check the signs of the time components of the normals
to the jump manifolds, as we know that their being non-negative insures
that the controls 7 used in the construction of the manifold do minimize
the relevant hamiltonian.

Let v® = (n® p° C* 1)! be the normal to the jump manifold where ¢ is the
sign of the jump. We shall denote & the opposite sign to €. The components
in time and v of the generalized adjoint equations applied to F give

ne = aE(nE _ TLE_),

0= —75(1+ C%) + af (C° — %),

thus
R . 1+C°

257ﬁ>0.

o}
The differential equations for n™ and n~ are to be integrated backward
(not on the same trajectories, though), so that by a standard inward field
argument, if n° is positive, so remains n°.
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We now check the initial conditions for these backward integrations. We
have stressed that V, and V, will be continuous over the whole region of
integration of our PDE, and noticeably at ©u = u;. On £, we have seen
that necessarily @1V, = 0. The normal v* has to be orthogonal the tangent
vector to F (and £7), which yields nt 4+ Q*V; = 0, hence nt = 0 on
u = uy. Integrating backwards will indeed provide n > 0 in F as long as
n- > 0.

On the left boundary, we have both H = 0 on the incoming negative
jump manifold, and that its normal v~ is orthogonal to the trajectory we
specified. This yields respectively

n+7 pu+1+C7)0] =0,
nT A+ Tu+ T (1+CT ) =0,

so that we get that p” =0 and n™ = —7"(14+C7)v > 0.

On the “top” boundary, at t = t_, u € [ug(t—),uy], the jump manifolds
join continuously on the jump manifold towards £ for the positive jump,
to (77) for the negative one. All components of the normal other than the
n time-component are therefore continuous, and the requirement that the
hamiltonian be zero provides the continuity of the first component.

Thus both n~ and n™ are positive everywhere.

It is a simple matter to recover the controls £&° on F according to the
trajectory 7° considered:

c1 - o~ . =1 g _
c Qe+ Q7 (Vu— SV)) = c T

T e
T Cct-C- _C+fC*[ T€ @V

58

The square bracket is nonpositive because, as we have seen, QV; < 0, so
that £° indeed has the sign of € as it should. There does not seem to be
closed form formulas for that manifold.

3.5 Case ty <t_

We only sketch some features of that case.

The dispersal manifold is similar to the previous one, holding for t > ¢_,
u € [ug, min{u_, u,(t)}]. For t <t_, a negative jump manifold joins on the
sheet (K) with an equivocal junction, involving 7 = 7~ and the “singular”
control £ = 0. In the region “above” the trajectory 7~ through (¢t_, us(t-)),
ie.u > up(t_)exp[—7~ (t—t_)], it is completely similar to the junction &
of the previous case, its being given by the same formulas as D but with
q~ instead of ¢—.

The region accounted for by the equivocal manifold £T is empty. But a
new case arises “below” the separating trajectory 77, as junction trajec-
tories, still built with 7 = 77, £ = 0, reach the left boundary of A, i.e.
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u = ug(t) before time t_. We need therefore a boundary condition for £~
in that region, generating a part & of the equivocal manifold that comes
between &£ and &5 .

On the boundary uy, two conditions must hold. On the one hand, we
must insure that w(7T) > 0 even if 7 = 7~ up to time T. Since we are at
t < t_, the trader should sell its stocks as soon as the state drifts off A,
hence making a negative jump in v at a cost —C~v. We must therefore
have w+C~v > 0. On the other hand, we want to be on the sheet (K). The
limiting states are thus in {Q~V = 0} N{Q1V = D}, i.e. given by formulas
similar to that of D, but this time with ¢ = C~ : u = ug(s), s € [t—,t4],

D

m , w(s,u) =—C"0(s,u).

(s, u) =
This is indeed a 7 dispersal manifold. For 7 = 7T, the trader responds
with & = 0, the state leaves the above manifold on the sheet (K), and we
check that indeed it remains above the sheet @~V = 0 since d(Q~V)/dt =
(1+C7)rtv>0.

From this 1-D manifold of “terminal” conditions, we integrate backwards
the 2-D equivocal junction with 7 = 77, £ = 0. This whole construction can
be explicitly performed with closed form formulas, allowing one to check
the no-leakage condition (that 7~ actually is the minimizing control in the
hamiltonian):

- tr—r— n(%
ﬂ/(t7s) = ul(s)eT (t_s) _— § = T,T—tJrl(K)

Tt —7-
o(t, u(t, s)) = o(t,s) = —q+@(t,s)?7ql o
w(t,u(t,s)) =w(t,s) = —q (t,8)0(t,s)

with ¢ (t,s) = (1+C™)e™ =8 —1 < C~ since 7~ (s — t) < 0.
The other regions bear a close resemblance to the previous case.

4 Conclusion

We have a complete description of the field of optimal trajectories, via
a trajectory-wise description of the singular surfaces. The required sign
checks are provided by the generalized adjoint equations. It proves the
following representation theorem :

Theorem 4.1. The value function is everywhere given by (23), or equiv-
alently §
W(t,u,v) = Q°V —q¢°v, e =sign(i(t,u) —v),

where Y Vsatisﬁes the pair of coupled linear PDEs (22), —or V, =0 =
Vyu — SV in the region where T is not defined because gt = ¢~ — with
appropriate boundary values as discussed above.
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Concerning F and &5, we know of no other way to actually compute
them than integrating these PDEs.

In a forthcoming paper, we shall show through a detailed analysis of the
discontinuities of the Value function and of its gradient that it actually is a
viscosity solution of the corresponding Isaacs quasi-variational inequality.
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