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ABSTRACT

The Differentiatedservices(diffserv) architecturehas beenpro-
posedas a scalablesolution for providing servicedifferentiation
amongflows without ary perflow buffer managemeninside the
core of the network. It hasbeenadwcatedthat it is feasibleto
provide servicedifferentiationamonga setof flows by choosing
an appropriaté'marking profile” for eachflow. In this paper we
examine(i) whetherit is possibleto provide servicedifferentiation
amongasetof TCPflows by choosingappropriatanarkingprofiles
for eachflow, (i) underwhat circumstanceshe markingprofiles
areableto influencethe servicethata TCPflow receves,and, (iii)
how to choosea correctprofile to achieve a givenservicelevel. We
derive a simple, andyet accurate analyticalmodelfor determin-
ing the achieved rate of a TCP flow whenedge-routersise“token
bucket” paclet markingandcore-routersiseactive queuemanage-
mentfor preferentiapaclet dropping.Fromour study we obsere
threeimportantresults: (i) the achieved rateis not proportionalto
theassuredate,(ii) it is notalwayspossibleto achieve theassured
rateand, (iii) thereexist rangesof valuesof the achieved ratefor
which token bucket parameterdave no influence. We find thatit
is not easyto regulatethe servicelevel achiered by a TCP flow by
solely settingthe profile parametersin addition,we derive condi-
tions that determinewhenthe bucket sizeinfluencesthe achiered
rate,andratesthatcanbeachiezedandthosethatcannot.Ourstudy
providesinsightfor choosingappropriateoken bucket parameters
for theachievablerates.

1. INTRODUCTION

Therapidgrowth of the Internethasbeenaccompaniedby anevo-
lution of new applicationsrangingfrom comple applicationsuch
aslP telephory, videoon demandijnteractive multimediato simple
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dataservices Thesenew applicationoftenrequire“better” service
thansinglelevel of serviceprovidedby thecurrentlP network. This
new requirementallsfor anarchitecturehatcansupportmultiple
level of serviceswhile preservingthe scalabilityandsimplicity of
the currentinternet. The Differentiatedservices(diffserv) archi-
tecture[1] hasbeenproposedasa scalablesolutionbasedon the
sameparadigm[3] asthe Internet:that“complexity shouldberel-
egatedto the end-pointsof the network while preservingthe sim-
plicity of the core network”. This architectureadvocatessimple
pacletschedulingandbuffer managemerdatthecoreroutersbased
on tagsthat are setat the routersat the edgeof the network. The
edgeroutersare allowed to performtraffic managemenon a per
flow basiswhereaghe coreroutersare not. With the assumption
that no trust canbe attachedo the behaior of the end-hoststhe
responsibilityof end-to-endserviceassurancés primarily placed
ontheedgerouters.

Although therehave beenseveral traffic managemenand paclet
markingmechanism§, 4,8,11,13,19] proposedor edge-routers,
it is yetto beseenwhetherdiffservis ableto deliver the promiseof
end-to-endservicedifferentiationacrossapplications While these
proposalgiffer from oneanotherin themechanisnmietails the so-
lutionsadwcatedhave a commonbasicapproachpacletsof each
flow aremarked basedon a chosemnprofile at an edgerouter; con-
forming andnon-conformingpacletsaremarked differentlyto re-
ceive differenttreatmentfrom core routersthat useactive queue
managemenmechanisms. Theseproposalshave also proposed
solutionsfor achiezing servicedifferentiationacrossa mix of re-
sponsie andnon-response flows,i.e., TCPandUDP basedlows.
Thereremainshowever, alack of clearunderstandingf whether
suchprofile basedmarkingatanedge-routeis suficient to deliver
servicedifferentiationevenacrossa setof responsivdélows

Thegoalof thispaperis to examine(i) whetherit is possibleto pro-
vide servicedifferentiationamonga setof TCP flows that sharea
commonbottleneckink basedn their markingprofiles,(ii) under
what circumstanceshe marking profilesare ableto influencethe
servicethata TCPflow receves,and(iii) how to setmarkingprofile
parameterso achie/e a givenrate,if therateis feasible.In order
to examinethe abore questionswe first derive a simple,yet accu-
rate,analyticalmodelfor determiningthe sendrateof a TCP flow

whenedge-routersisetoken bucket paclet marking. The interfer

enceof otherflows sharingthe samebottleneckpathis modeled
by inducedlossesin the flow understudyat the bottleneckrouter

Underthetokenbucket markingthatwe analyze pacletsthatcon-
form to token bucket parametersassuredate A and bucket size
B, aremarked asgreenandthe excesspacletsaremarked asred.
We assumehatactive queuemanagemersat the corerouterspref-



erentiallydrop pacletssuchthatgreenpacletsalwaysincur lower
lossascomparedo red paclets. Our modelis validatedthrough
simulationusingns-2 [9].

Several simulationstudies[5, 6, 19] have examinedsomeof the
above questionsSomeof thesestudieshave identifiedseveraluse-
ful “rules of thumb” suchasthe factthatit is easierto achieve a
lower ratethana largerrate. But thereis a generallack of under

standingof whenandhow theseveralmarkingparametersfluence
the achieved rate. This is partly dueto the factthattherearetoo
mary parametershatneedto be chosercarefully andmostoften,
the answerto thesequestionsaresensitve to the choiceof param-
eters. Our analyticalmodel provides a valuabletool to examine
the effect of the markingparametersery easilyover awide range
of parameterand provides guidancein selectingcorrectmarking
parameters.

In orderto answerthe questionwhethera setof TCP flows canbe
providedservicedifferentiationbasedntheir tokenbucket profile,
we useour modelto examinethe effect of thetoken bucket param-
eterson the achieedrateof a TCPflow. Specificallywe examine
how, andunderwhatconditions,bucket andrateparametersffect
the achieved rate. We obsere thatthe answerto thesequestions
dependon the value of the token bucket parameteraswell asthe
lossratesof greenandred paclets. From our study we obsere
threeimportantresults: (i) the achiesedrateis not proportionalto
theassuredate, (i) it is notalwaysfeasibleto achieve theassured
rateand, (iii) thereexist rangesof valuesof the achieved ratefor
which tokenbucket parameterdiave noinfluence.

In addition, we determineconditionsunderwhich a bucket helps
improve the achiezed throughput.We derive a boundarycondition
that can be usedto determinewhethera rate cannotbe achieved
irrespectve of thetoken bucket parametersBasedon thesecondi-
tions, for the achievablerangeof rates we examinehow to choose
tokenbucket parameter$o achieve atargetrateandpossibletrade-
offs in choosingassuredateandbucket sizeparameters.

While someof our findingsdo matchthe resultsreportedin other
simulationbasedstudieq2, 4, 5, 6], thuscorroboratingheseclaims,
we do find significantly different conclusionsn othercases.For

example,it is notalwayspossibleto achieve anarbitraryrateby in-

creasinghetoken bucket parametersin [5], it hasbeenobsered

thatit is difficult to provide ary meaningfulservicedifferentiation
with arate-basednarkingscheme.In [6], theimpactof different
marking schemesasbeenevaluatedthroughsimulation. In [19],

it hasbeenobsenred that it is difficult to provide servicediffer-

entiationwithout modifying the congestiorcontrol mechanismsit
the end-hostsand several nev marking schemesave beenpro-

posed.While thesestudiesprovide valuableinsightsregardingthe
behaior of markingschemesit is very difficult to garnerinsight
regardingsettingappropriatemarking parameterérom simulation
basedstudies With thehelpof our analyticalmodel,we areableto

derive closedform conditionsfor understandingheimpactof each
token bucket parameterand able to provide meaningfulinsights
aboutparameteselection.

Therehave beenproposalg8] adwcatingthe useof morethantwo
colorsfor markingpaclets. It hasbeershavn in [6] thatsuchmark-
ing scheme$iave someadditionalbenefitsover two color marking
in thepresencef non-response flows. However, it is notobvious
whethersuchmarkingschemeselpwhenthetraffic consistsolely
of responsie flows. As our focusis to understandhe achiezable
servicedifferentiationamongTCP flows, we restrictour investiga-
tion to two color marking. However, it is possibleto extend our

sender receiver

core router: FIFO with
active queue manageme)

edge routertoken bucket marking

Figure 1: Typical Diffserv network model

modelto threecolor markingaswell. Ourmodelis inspiredby the
work in [18] which proposesa simple modelfor TCP with rate-
basedmarkingin theabsencef atokenbucket.

The remainderof the paperis organizedasfollows. In Section2,
we formally introducetokenbucket markingthatis usedatanedge
routerandtheactive queuemanagemerthatis usedatacorerouter
We derive analyticalexpressiongor sendrate of a TCP flow. In
Section3, we validatethe derived modelvia simulationusingns-
2. In Section4, we examinethe effect of token bucket parameters
on the achieved TCP rate. Section5 providesinsightinto how to
bestchooseoken bucket parametersor achieving a targetratefor
aTCPflow. Section6 concludesur study

2. TCPBEHAVIOR WITH LEAKY -BUCKET
MARKING

In this sectionwe developananalyticalmodelfor determiningthe
sendrateof a TCPflow whenedge-routersisetokenbucket paclet
markingandcore-routersiseactive queuemanagementith FIFO
schedulingfor preferentialpaclet dropping. We focuson a single
TCP flow; the interferenceof otherflows sharingthe samebottle-
neckpathis modeledby inducedlossesn the flow understudyat
the bottleneckpath. First we introducethe network model,the de-
tails of thetoken bucket marker, andthe simplelossmodelfor the
active queuemanagementhatwe consider We illustrate how the
loss modelcanbe usedto modelmulti-RED, a generalizatiorof
RED [14] for multiple classesandRIO [2]. Usingthislossmodel,
we thendevelop an analyticalmodelto examinethe effect of to-
kenbucket parametersn the sendrateof a TCP flow. We usethe
term “sendrate” and “achieved rate” synorymouslyin the restof
thepaper

2.1 Network model

Figurel shavs atypical diffservnetwork modelin which a sender
gainsaccesgo the corenetwork throughan edgerouter An edge-
router marks paclets, possiblyon a perflow basis,using a pre-

negotiated'marking profile”. If thesendingateof aflow conforms
to its markingprofile, the pacletsaremarked asgreen. Thereare

differentvariantsasto howv to mark (and treat) the paclets that

exceedthe profile. For our study we shall considerthe 2-color

markingwherethe excesspaclets are marked asred. Our study
examinesthe behaior of the achieved ratewhen(i) a sourceuses
TCPto sendits paclets, (ii) atokenbucket markingprofile is used
for marking paclets at an edge-routerand (iii) a core-routeruses
active queuemanagemertoupledwith FIFOschedulingo provide

preferentiapaclet dropping.We focuson a singlebottleneckcore

routerin our analysis.
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Figure 2: Multi-RED: generalization of RED for multiple
classes

A tokenbucket markingprofile for 2-colormarkingis describedy
a pair of parametersA and B, thatdenotethe token rateandthe
tokenbucketsizerespectiely. Aslongasthesendingateof aflow
conformsto the token bucket with parametel( A, B), the paclets
aremarked asgreen. Whenthe sendingrate doesnot conformto
thetokenbucket parametershe excesspacletsaremarkedasred.
We defineamarler thatmarkspacletshasedntheabore marking
mechanisnasa 2-colortokenbucket marler.

We considethefollowing active queuemanagemerdtacorerouter:

The coreroutermaintainsan estimateof the averagequeuelength

Z. The drop probability for the incoming paclet is a function of

this averagequeuelengthandpaclet class(i.e., greenor red). We

assumehatsucha functionis providedfor eachpaclet class.Un-

derthe assumptiorthatthe averagequeuelengthat the bottleneck
router corvergesto a steadystatevalue, we definep; andp. to

be the loss probability of a greenand red paclet respectiely at

the corerouter For our analysiswe malke the following assump-
tions aboutp; and p, that we refer to as the “non-overlapping
loss model” for the congestedink: p1 > 0 = p» = 1 and

p2 < 1 = p1 = 0. This modelsthe scenariowhereif a green
pacletis lost, aredpacletis droppedwith probabilityoneandif a

redpacletlossis notequalto one,agreenpacletis never dropped.
In orderto understand CP behaior with token bucket marking,

first we derive analyticalexpressiongor determiningthe sendrate

with the abore lossmodel. Laterwe relaxthis conditionandcon-

jecturehow our resultcanbe extendedto a lossmodelthatis not

restrictecto theabove conditions.

Let usnow describehow multi-RED, ageneralizatiorof RED[14]
active gueuemanagemerfor multiple paclet classestelateso the
active queuemanagemenitve describecabore. Figure2 illustrates
variousparametersf multi-RED. Thelossprobability of a paclet
is givenby: p; = 2Bt for ming; < & < mai,
wherei = 1,2 for greenandred pacletsrespectiely. With the
help of extensie simulationin ns2 [9], whenmin, > maz2, we
obsere the lossbehaior consistentvith the modelwe described
above. If min, > max.2, wedenoteheparametesettingof multi-
RED asnon-overlapping. RIO [2] usesthe similar lossmodelas
multi-RED, exceptthat, in the caseof greenpaclets, the average
queuelengthis computedby accountingfor the numberof green
pacletsin thequeue.

2.2 Modeling TCP behavior

We considetthatthereis asinglebottlenecHKink in thenetwork and
examinehow congestioronthislink affectsthe congestiorcontrol
of TCP. We are interestedin the congestionavoidancephaseof
TCR which hasoften beenmodeledusing renaval arguments[7,
10]. In suchanapproacha suitableconditioningon losseventsal-
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Figure 3: Evolution of TCP window sizeasa renewalprocess

lowsoneto focuson TCPbehaior duringarenaval periodanduse
therenaval rewardtheoren[17] to derive ananalyticalexpression
for longterm TCPbehaior.

We considerthe Renoflavor of TCP [16], which is widely used
in the Internet. The basiccongestioravoidancemechanisnworks
in thefollowing way: TCP’s congestiorcontrolwindow W, is in-
creasedy 1/W eachtime anACK is receved. Whenever alossis
detectedthewindow is decreasedyith theamountof thedecrease
dependingnwhethermpacletlossis detectedy duplicateACKs or
by timeout. If the lossis detecteddueto duplicateACKs, the win-
dow sizeis reducedy half. If thelossis detectediueto atimeout,
thewindow sizeis reducedto one. Thereaderis referredto [15]
for adetaileddiscussioron TCP congestiorcontrolmechanism.

For the momentwe assumethat all loss eventsare dueto triple
duplicateACK (TD) notification. We shall include timeout(TO)
eventsinto our modellaterin Section2.5. Figure 3 illustratesthe
evolution of the windowing behaior of a TCP sourcein conges-
tion avoidancephasewhereeachrenaval periodis definedto be-
gin immediatelyafter a loss occursand lastsuntil the next loss
event[7]. Our approachis similar to the onein [7] exceptthat
we considera deterministicnodelin which thewindow sizeis W
at the begginning of a renaval periodand2W at the end of a re-
newal period. This simplifiedmodelis inspiredby thework in [18].
Let T' denotethe averageround-triptime for the TCP connection
which we areinterestedin. For a given token bucket parameter
(A, B), andT', we defineW, to bethe“assuredvindow size” as-
sociatedwith the connectionthatis expressecasW, = A x T.
This approximationallows usto studythe behaior of the marker
at around-triptime scalefocusingon the currentwindow sizein-
steadof the currentsendrate. Using the terminologyin [18], we
refertop; = 0,0 < p2 < 1 astheundersubscriptecdcaseand
p1 > 0,p2 = 1 asthe oversubscriptectase. We considerthese
casesseparatelywhenderiing the analyticalmodelfor character
izing TCP congestiorcontrol behaior. To simplify the presenta-
tion, we assumehattherecever doesnotdelayacknavledgements
[16], thatis, it acknavledgesevery paclet assoonasit recevesit.
We alsoassuméhattherecever'swindow is suficiently largesuch
thatit doesnot restrictthe growth of senders congestiorwindow.
Notethatit is notdifficult to accommodateelayedACK behaior,
andrecever window limitation into our model. The readeris re-
ferredto [12] wherewe have accountedor the above two factors
in our model.

2.3 Under-subscribedcase

As discussedbore, this refersto the casewhenp; = 0,p2 > 0.
Therearetwo possiblescenariodasedon whetheriv, > W or
W. < W. Consideffirst the casewhenW, > W, whichis illus-
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Figure 4: Effect of bucketsize: W, > W

tratedin Figure4. Let W; denotethe currentwindow sizeduring
the s** roundof a renaval period. As longasW; < W,, all the
pacletsin thatroundaremarked green.If the bucket size B = 0,
thenthe momentW; > W,, W; — W, pacletsare marked red.
However dueto the non-zerobucket size, the situationis trickier.
We wantto determinethe numberof red paclets transmittedbe-
fore the first red paclet is lost. During a renaval period, tokens
accumulateso long asW; < W, dueto the fact that the trans-
missionrateis lower thanthe token generatiorrate. Using a fluid
approximationof the staircasdunction W;, the numberof tokens
accumulatediuringthe currentrenaval periodwhile W; > W, is
givenby: !

N =min{B, M} @

If alosseventis aredpacletloss,it is easyto shawv thatthe bucket
wasemptyatthe beginning of thereneval period. Thuswe have:

LEMMA 1. For thecasep: = 0,p2 > 0, thetoken budket is
alwaysemptyat thebeginningof arenaval periodwhenlossevents
are dueto TD ACKs.

As a result of token accumulation,somepaclets continueto be
marked asgreeneven thoughW > W, sincethesepacletsare
matchedagainsttheseaccumulatedokens. The extra numberof
pacletsthataremarkedasgreenwhenthebucket sizeis B is given
by (1). Thus,the numberof paclets marked red during a renaval
periodis givenby:

Ny = W)y {B, M} @

Giventhata red paclet is lost with probability p», the probability
thats consecutie red pacletsaretransmittedsuccessfullypbeforea

!We shallobsere in Section3 throughthevalidationof ourmodel
thatit is areasonable@pproximation.Mary previous studieshave
usedsimilar fluid approximationg10, 18] for modelingTCP be-
havior.

token empties

Figure5: Effect of bucket Size: W, < W

lossoccursis (1—p2)’ps. Thustheexpectechumberof redpaclets
transmittecbeforealossoccursis 1/p,. From(2):

— 2 — 2
L e G

Let us considerthe casewhen B > (W, — W)?/2. From (3),
solvingfor W, we get:

W_Wa+\/W3+6/p2 (4)
B 3

Similarly, whenB < (W, — W)?/2, (the bucket sizedetermines
thelimit onthenumberof tokensaccumulated)solvingfor W, we
get:

W Wa + /2B + 2/p> 5)
- 2

So far we have assumedhat W, > W. WhenW, < W, the
presencef abucketdoesnothelp. Thisis becausatthebeginning
of arenaval periodthe bucketis emptyandthe paclet arrival rate
is greaterthanthe assuredate. Thusthe numberof red pacletsin

this caseis 3W?2 /2 — W W,,. Equatingthis to the expectednumber
of redpacletsandsolvingfor W yields:

w = Wat VWE+6/p

. ®)

Thus(4), (5), and(6) determinghevalueof W for thethreecases,
2 2
ie., () Wa > W,B > W W) iy, > W, B < W W)

and(iii) W, < W, respectiely. It is possibleto rewrite the condi-
tionsto remove thedependencen W asfollows:
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W =

{(Wa+ Wa2+6/p2)/3, W, VE/ @

(We + V3B +2/p2) /2, Wa>W

whereW = /2(B + 1/p2)+2v/2B. Thesendingateof theTCP
sourceis theratio of the averagenumberof pacletssentduringa
renaval periodandthe averagedurationof therenaval period,i.e.,
r= % Thusthesendingrateis givenas:

O el
34/4+ (3/B+1/p) [ (2V3T),  A>W/T
®

2.4 Over-subscribedcase

Notethatin thiscasep: > 0 andp. = 1. Thefirst pacletthatends
thecurrentrenaval periodcanbeeitheraredor agreenpaclet. We
considerbothcasedelow.

Let usconsiderthe casewhenared paclet is lost. Usinga similar
amgumentasin Lemmal, red paclet lossimplies that the bucket
is emptyat the beginning of the renaval period. Thusthe number
of pacletsthataremarked greendueto the presencef anon-zero
bucket sizeis exactly equalto the numberof tokensthatareaccu-
mulateduntil W; > W,. Thisyieldsthefollowing condition:

_ 2 _ 2
@W —Wa)” _ min {B, We —W)" } 9
2 2
Solvingfor W, we obtain:
- 2W, /3 W. < 3V2B 10
1 (Wa+Vv2B)/2 : W.>3V3B (10)

Next we considetthe casewhenthelost pacletis green.Giventhat
agreenpaclet is lost with probability p,, the expectednumberof
greenpacletstransmittecheforealossoccursis 1/p;. Computing

the numberof greenpaclets transmittedduring a reneval period,
andequatingt to 1/p; wegetW = /3>

It is easyto shav that thesethree conditionscombinedtogether
yield thefollowing:

2Wo Wa+ V2B

. 2
W= mln{ 3 3 2 3 E} (11)
Thusthesendingrater = % of the TCPsources givenby:
r = min {A, 3(A+ V2B/T) ZB/T), 1 i} (12)
4 TV 2p1

2.5 Including timeout (TO) aslossevents
Sofar ouranalysishasassumeall paclet lossindicationsaredue
to triple duplicateACKs. We now extendour modelto includethe
casewherealossindicationis dueto atimeoutevent.

We considetthefollowing modelfor the evolution of TCPwindow
whena TO event occurs. This occurswhen paclets are lost and
lessthanthreeduplicateACKs arereceived [7]. Let g(w) denote
theprobabilitythatalosseventis dueto atimeout(TQO) occurrence
whenthecurrentwindow sizeis w. Following aTO event,thecon-
gestionwindow is reducedto one,andonepaclet is resentin the
first roundaftera TO. Let the currenttimeoutvalue be Ty. If an
ACK is notrecevved by Ty, anotherTO event occurs,which dou-
blesthedurationof thetimeoutperiod;this doublingof thetimeout
periodis repeatedor eachunsuccessfuletransmissiomintil 6475
is reached. Let ZT? definethe durationof the sequencef TO
eventsthat occuruntil TCP recovers from timeout, i.e., success-
fully retransmitsa paclet. After this sequencef timeouts,aseries
of renaval periodsdueto TD eventsoccuruntil anotherTO event
occurs.

Considetthefirst TD renaval periodthatoccursfollowing theend
of timeoutperiod. Let ZI'? the durationof this particularTD re-
newal period. It isimportantto obsene thatthebucketis notneces-
sarily emptyat the beginningof this renaval period. Thisis dueto
thefactthatduringthe seriesof timeoutsthatoccurbeforethefirst
TD period,very few pacletsaretransmitted We assumehat Z7©
is largeenoughsuchthatthe bucket is filled atthe beginning of the
first TD period. Let Wro denotethewindow sizefor thefirst TD
periodthatoccursafter TCP sourcerecoversfrom the sequencef
TO periods.Thisis computeddy takinginto accounthatthebucket
is filled at the beginning of this TD period. Let Wrp denotethe
window size that we computedin the previous sectionassuming
only TD lossindications. With the abore modelfor the evolution
of congestiorwindow of a TCP sourcethe achieved throughputs
derivedas:

. 3(qWio + (1 — Q)Wip) (13)
" 2(T (¢Wro + (1 — 9)Wrp) + gE[Z7°))

whereq = ¢q(2Wrp). The detailsof the derivation for g(w),
E[Z7°],Wrp, Wro canbefoundin [12].

2.6 Relaxingthe overlapping losses

When the lossesof greenand red paclets are overlapping(i.e.,
p1 > 0 andps < 1), we conjecturethatthe sendrate of a TCP
flow is determinedy theminimumof theratesdeterminedy con-
sideringthe undersubscriptiorandthe over-subscriptiorcase We
validatethis conjecturein Section3.1 with the help of simulation
usingns2.

3. MODEL VALID ATION

Equationg8), (12),and(13) provide ananalyticalcharacterization
of TCP sendrate when paclets are marked using a token bucket
marler and conformingpaclets incur a lower lossrate thannon-
conformingpaclets. In this sectionwe validatetheseformulaeus-
ing a simulationmodelin ns2 [9].

We have usedthe ns-2codefor the tokenbucket marker andmod-
ified RED to implementmulti-RED. Figure 6 shavs the network
configurationwe usefor the simulationmodel. Eachedge-router



Figure 6: Simulation configuration

markspacletsof eachincomingflow ¢ usinga tokenbucket mark-
ing schemeandparameter§A;, B;). Weassumehatlinks 1,12, l4
andls have capacityof 100Mb/s andemplgy droptail queueman-
agementLink I3 emplg/s multi-RED queuemanagemenandhas
alink capacity20Mb/s. In our simulation,we male surethatloss
occursonly onls andmonitorthis link to determinegreenandred
paclet losses.In addition,we monitor eachTCP sourceto deter
mineT andTy values.

In orderto validatetheanalyticalmodelfor all thecasesit isimpor-
tantto performexperimentsn which both undersubscriptionand
over-subscriptionconditionsare obsered in the simulation. We
obsere from the simulationthatit is often difficult to generatea
wide rangeof lossrateswhenthe backgroundraffic consistsof a
setof TCP flows. Thisis partly becausehereare several param-
etersneededo be chosenin multi-RED that malkesit extremely
difficult to generatea desiredossrate.

In orderto addresshisissue we conductwo typesof validation.In
thefirstapproachyevarytheparametersf multi-REDto generate
differentlossrates. We measurethe loss ratesof greenandred
pacletsandcomputethe predictedsendratefrom our modelusing
measuredossrates. We againcomparethis againstthe measured
sendratefrom thesimulation.In the secondnethod we simulatea
lossylink usingaBernoullilossmodelonlink /3. By appropriately
choosinghe parameteof thislossprocesspnecaneasilygenerate
a wide rangeof lossrates. With the help of sucha loss model,
we measurehe sendratethatwe obsere from the simulationand
compareagainsthe predictedratefrom our model.

3.1 Validation | - multi-RED parameter set-
tings

We experimentwith differentparametesettingswith multi-RED
and comparethe measuredsendrate with the predictedsendrate
from our model. Note thatwhile this experimentis closerto areal
network scenarioit is notpossibleto generat@nintendedossrate
easily We have chosenboth non-orerlappingandoverlappingpa-
rametergor multi-RED (recallthatwhenmini < mazx-, werefer
to this asoverlappingparametesettingand non-overlappingoth-
erwise). Table1 illustratesthe detailsof the multi-RED andtoken
bucket parametersWe consider60 TCP connectionsandrun the
simulationfor 500 secin eachof the experiments We computethe
averagesendrate from the measuredendrate of individual TCP
connection We measuredhelossrateof bothredandgreenpack-
ets.As conjecturedn Section2.6, we computewo sendrates,one
usingthe measuredossrate of red paclets,andthe otheroneus-
ing the measuredossrateof greenpaclets. We take the minimum
of thesetwo computedratesasthe sendrate. We obsere thatin

mostof the casespur modelis ableto predictthe measuregend

[ FlowId [ A (kb/s)| B (pkt) [ T (ms) |

1to20 | 200 12 200
21t040 | 640 16 480
41to 60 | 1000 24 100

Table 2: Parametersfor Figure 8

rate.We conductsimilar experimentsvhereTCPflows have differ-
entroundtrip time anddifferenttoken bucket parameter$§l2] and
obsere similar agreementf our modelwith the simulation.

3.2 Validation Il - Bernoulli lossmodel

We make useof aBernoullilossmodelto validateour analysisover
awiderangeof lossrates.Figure7 comparesheachieedratecal-
culatedfrom the analyticalmodelwith the measurementsom the
simulationfor the undersubscribedcase.We vary the loss proba-
bility of thered pacletsfrom 0.001 to 0.5. Figure7 illustratesthe
validation with homogeneougparametersettingsfor all the TCP
flows, i.e.,anidenticalroundtrip time andanidenticalassuredate
andbucket sizefor all senders.We consider60 TCP connections
for eachof the illustration in Figure 7. For this simulation, we
have choserthe roundtrip time to be480 ms. Theassuredatefor
eachflow in Figure7(a), (b), (c) arechoserto be 20 kb/s,64 kb/s,
and 128 kb/srespectiely. The token bucket sizeis chosento be
4,8, 16 pacletsfor the above threeillustrations. We assumehat
paclet sizeis 1500 bytes.For therestof the paper we choosethis
paclet size. We run the simulationfor 500 secondgo eliminate
ary transientoehaior. We measurahelossprobability roundtrip
time, and TO periodanalyzingthe simulationtraces,andcompute
the sendratefrom our model. We determinethe averagerateof a
TCP flow from the simulationand compareit with the computed
sendrate. Figure7 shaws thatthe analyticalmodelaccountingor
bothTD andTO events,is ableto provide a quiteaccurateestimate
of the achieved rateandmatcheghe simulationresultsfor the en-
tire rangeof lossratefor red paclets. We validateour modelwith
heterogeneou3 CP sessionsvhereround trip time T and token
bucket parametersf TCP connectionsredifferent. The detailsof
this comparisorcanbe foundin [12].

Figure 8 shaws the comparisorfor the oversubscribectase,i.e.,
p2 = 1,p1 > 0 with heterogeneousonfigurationof parameters.
We chooses0 TCP connectiongor this experiment.Table2 showvs
the parametershat are chosenfor the resultsin Figure 8. We as-
sumethatlink I3 is 40 Mb/s for this experimentto male surethat
lossesoccuronly dueto theBernoullilossprocessFigure8(a),(b),
(c) plot both the measuredaveragesendrate and computedsend
rateof aflow with flowid 1...20,21...40,41...60 respectiely.

From Figure 8, we obsere that our model predictsthe sendrate
very accuratelyover a wide rangeof valuesof p,, andfor both
small andlarge assuredate parameters From the simulationwe
obsered that at higherloss probability thereare mary TO loss
events. From Figure 8 we obsene that our model accuratelyac-
countsfor TO events.We have experimentedvith severaldifferent
valuesof tokenbucket parametergi, B androundtrip timeT'. The
detailscanbefoundin [12].

4. EFFECT OF TOKEN BUCKET PARAM-
ETERS

Having validatedthe modelin the previous section,we now useit

to examinethe effect of token bucket parameter®n the achieved
rate. For the simplicity of the presentationywe usethe modelwe
derived with TD losseventsfor therestof the paper unlessstated
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Multi-RED parameter| Multi-RED parameter] A B T Sendrate | Sendrate | Error

miny | maxy | p1 | mina | maxas | p2 | (Kb/s)| pkt | (ms)| (sim)kb/s | (model)kb/s| (%)
30 45 0.1 15 30 0.1 | 128 4 200 1068.3 1101.4 3.09
30 45 0.1 15 30 02| 128 | 4 | 200 | 1013.3 1036.2 2.27
30 45 0.1 15 30 05| 128 | 4 | 200 931.2 951.7 2.14
30 45 0.1 5 15 05| 128 4 200 389.5 408.3 4.88
30 45 0.1 5 15 0.8 | 128 | 4 | 200 288.3 306.1 6.25
30 45 0.2 15 30 02| 128 | 4 | 200 | 1036.7 1089.4 5.11
30 45 0.2 15 30 05| 128 | 4 | 200 912.4 903.5 0.99
30 45 0.2 15 30 0.8 | 128 4 200 573.4 603.4 5.23
30 45 0.5 15 30 05| 128 | 4 | 200 245.6 264.1 7.75
30 45 0.5 15 30 0.8 | 128 4 200 204.3 227.1 11.27
30 45 0.2 15 45 0.8 | 128 | 4 | 200 3225 345.4 7.14
30 45 0.5 15 45 0.8 | 128 4 200 306.2 328.2 7.18

Table 1: Experimentswith multi-RED parameters
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Figure9: Effect of bucket sizefor under-subscription case

otherwise.We provide a systematiexaminationby consideringa
wide rangeof choicesfor tokenbucketandlossparametersin par
ticular, (i) we determineconditionsunderwhich the achieved rate
is sensitve to the choiceof the bucket size,and, (i) examinethe
effect of assuredate parameteon the achieved rateto determine
the efficacy of tokenbucket markingin providing servicedifferen-
tiation. As we shallobsere, someof the conclusionsnatchwhat
have beenobsered by othersimulationstudies[2, 5, 6, 19], thus
reinforcingvariousobsenrations.However, wewill examineranges
of parameterthathave notbeenconsideredn thosepreviousstud-
ies and will obsere that the conclusionsare very different over
theseranges.

4.1 Effect of bucket size

First we turn our attentionto the studyof the effect of bucket size
on the achieved rate. We derive the achieved throughputfor dif-
ferentassuredate A andlossparametep» asa functionof bucket
size B. Let usexaminethe undersubscribectasefirst, wherethe
achieed rateis given by (8). Notethatthe conditionA > W /T
leadsto thecasewheretheachisvedrateis influencecby thechoice
of bucketsize B. This conditionrefersto thecasewherethebucket
sizeimposesa constraint,.e., moretokensaregeneratedhancan
be storedin the bucket. On the otherhand,whenaer A < W/T,
the achieved rateis not affectedby the choiceof bucket size. It
is evident from the above condition that the effect of B on the
achieved rate r very much dependson the valuesof parameters
suchasT, ps, B. Let ro andr, denotethe achie/ed rate when
B = 0 andB = oo respectiely. In orderto explore the maxi-
mum attainablegain dueto a bucket, we derive theincreasen the
achievedratedr = (ro — 10) /70 asafunctionof assuredate A
for differentvaluesof p,. Figure9 plotsdr asafunctionof assured
rate A for p» = 0.005, 0.05,0.5 and7T = 200 ms.

Therearetwo interestingobsenationsto be madefrom Figure9.

First, whenp, is small, the presenceof a bucket haslittle effect
onthe achievedrate. Secondihe needfor a bucket becomesnore
pronouncedas the assuredrate, A, increases. Thesetrendscan
be explainedasfollows: whenunmarled paclet lossrateis high,

increasingB essentiallyprotectsa flow by increasingthe number
of pacletsthatwill be marked asgreen.Secondlythereductionin

thewindow sizeat the adwent of a lossaffectsa flow with higher
assuredatemorethanonewith alower assuredate. This canbe
shavn easilyfrom (8).

Next weconsidetheover-subscribedasenvheretheachievedthrough-
putis givenby (12). Thefollowing agumentdetermineghe con-
ditions underwhich B impactsthe achieved rate. Considera loss
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ratep; androundtrip time T. Giventhesetwo values,thereare
threepossiblecases:

() 74/55; > A: InthiscaseaslongasB > A’T?/32, the

achieedrateis A. Whenthebucket sizeis zero,the throughputis
3A/4. Thusincreasingoucket sizehelpsimprove thethroughput.

(i) 74/ 55 < 3A/4: Heretheachievedrateis 7 /5> regardless
of thebucket size.

(iii) 34/4 < %,/% < A: Increasinghe bucket sizeincreases

theachievedratefrom34/4 to . , /%. In this casethe achieved
rateis lower thantheassuredate A.

Figure 10 shavs the improvementin throughputas a function of
bucket size. We have choserp, = 0.001, T = 100 ms. We vary
theassuredate A betweenl 000 and7000kb/s. Theseparameters
are chosencarefully to illustrate all three casesidentified above.
From Figure 10 we obsere thatwhen A < 4000, the throughput
increasedrom 3A4/4 to A, thusachieing the maximumpossible
increaseof 33% in theachievedrate.WhenA = 5000, we seethat
the maximumpossiblebenefitis limited to 22%. This is the case

when3A/4 < £4/52- < A. WefindwhenA = 7000, increasing

the bucket size hasno effect on the achieved throughput. way as
for theundersubscribedtase.
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4.2 Effect of assuredrate 4

In thissectionwe studytheeffectof assuredate A ontheachieved
rateof a TCP sessionln particular we examinewhetherit is pos-
sibleto achieve servicedifferentiationacrossa setof TCP sessions
by choosingdifferentassuredates.In this studywe define“ideal”
servicedifferentiationto bethe casewhenachievedrateis propor
tional to theassuedrate We defineG = r/A to bethe“gain fac-
tor” thatwe useasanindicatorto understandhe achieved service
differentiation.We saythatamarkingmechanisnis ableto achiere
idealservicedifferentiatiorwhenry /A; = r2/As, for ary assured
rate A;, As, wherery,ry arethe achieved ratesrespectiely. In
suchacaseg is independentf A.

DEFINITION 1 (IDEAL SERVICE DIFFERENTIATION). Letg
bedefinedasG = r/A, whee A is theassuedrate andr is the
achievedrate If G is a constantfunctionof A, we saythatideal
servicedifferentiationis achieved.

Firstwe considerthe undersubscribeccasej.e.,p1 = 0,p2 > 0.
Obsere from (8) thataslongas A < W /T, theachieved rateis
greaterthanthe assuredate,r > A. If A > W/T, thenr > A

whenA < (6\/B + 1/p2) /V/2T andr < A otherwise Now we

determineG asa function of assuredate A to examinethe level
of servicedifferentiationachievedin this case.We explore a wide
rangeof valuesfor assuredate A by varying A from 20Kb/s to
5Mb/s. Figure 11 shavs G asa function of A whenT = 100
ms, B = 32, andp, = 0.001,0.01,0.1. It is obsered thatthe
gaing is muchhigherfor lower assuredates.For example,when
p2 = 0.01, G is ashighas30 for A = 50Kb/s while it is aslow
as2.05 when A = 1000Kb/s. Suchadisparityin G still existsfor
differentvalue of p», althoughit decreasefor large p>. Another
obserationis thatwhenA > 1000 kb/s,whenp, = 0.1, G isless
than1, meaninghat,theachievedrateis lowerthantheassuredate
A. Following arethetwo immediateconclusions(i) it is difficult
to achieve assureprofileswith higherrates,and(ii) for profile with
lower ratesi,it is difficult to restrictthe achieved rateto the smaller
assuredrate. Figure 11 shaws thatit is not possibleto achieve
properservicedifferentiationwith this token bucket marlker as it
favors flows with smallerassuredate morethanit doesto flows
with higherassuredate.

Figure 12 illustratesa similar resultfor over-subscribectase,.e.,
p2 = 1,p1 > 0. An importantdifferenceis thatin this casethe
maximumvalueof G is 1. We obsere thatfor largerassuredates,
theachievedrateis muchsmallerthanthe assuredates,especially
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whenlossrateis higher This impliesthatit is difficult to achieve
the assuredrate whenthereis a loss of greenpaclets. A much
higherrateparametetrd for thetokenbucket marleris necessaryo
achieve a desiredrater.

5. CHOICE OF TOKEN BUCKET PARAM-
ETERS

Ourexaminationof the effect of tokenbucket parameterindicated
thatthe achieved rate dependsn the assuredate and bucket size
in anon-lineamanner In this section (i) we determinethe condi-
tionsfor whichtokenbucketparametersanhelpachieve (regulate)
arate,and,(ii) how to bestsettoken bucket parameterso achieve
aratethatis within the control of tokenbucket parametersThisis
motivatedby our questto understandvhetherprofile basedmark-
ing is sufiicientto regulatetheachievedratefor aTCPflow. As we
shallobsenrein thissectionthereareconditionsunderwhichtoken
bucketmarkinghasno effectontheachiezedthroughput However,
our study providesinsighton how to bestchoosethe markingpa-
rameterdo achieve a desiredrate,whentherateis achievable.

5.1 Invariant (infeasible)region

We have obseredthatit is difficult to achieve athroughputr > A
in severalsituationsgspeciallywhenthesystenis over-subscribed.
Weintroducer to bethetargetrateof aTCPflow. We determinghe
token bucket parametershatarerequiredto achieve 7. Rewriting
(8) in termsof this targetrate to determinethe requiredassured
rate A, we getthefollowing for theundersubscribedase:
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Obsere that we needadditionalconditionthat A > 0 for (14).
Thuswhen (i) # < 2%, we requirethat7 > £./3/2p, and

ST 4
iy # > %,/1?+1/p2/T when7 > 2. But (i) is aways
guaranteeds % < 7 < 375v/B+1/p:/T doesnot arise.
This is becauseyyr > 5%5+/B +1/p2/T is alwaystrue. Note

that (i) arisesfrom the factthatevenwhen A = 0, B = 0, a
ratety = %,/3/2;02 is automaticallyachieved. For the over-

subscribeccase,when7 < 1

o %, we getthe following from
(12):

7 < 3v2B/T

7
A=< 15
{ F 2B 7>3V2B/T (15)

Notethatthevalueof A is alwayspositive underthe conditionthat
7 > 3v/2B/T. In addition,obsere from (15) thatthereareseveral

choicesof (A4, B) thatcanachieve therater when7 < 1/%/T.

When# > 1/3/2p1 /T, no parametesettingwill achieve therate
7 asapparenfrom (12).

An interestinginferencethat we derive from (14) and (15) is that
therearecertainrangef 7 for which thetokenbucket parameters
have no influenceon the achieved rate. For the undersubscribed
condition,we have thefollowing result:

RESULT1 (INVARIANT RANGE). Wherp; = 0, p2 > 0 (under
subscribed)jf 7 < % v/3/2p2, the token bucket parametes have
no influenceon the achievedrate ». Moreover, r is alwayslarger
than# underthis condition.

The proof of Resultl follows directly from (14). Figure 13 illus-
tratesthe above resultfor T = 100 ms. The “invariant curve”
represents = %\/3/2p2. The valuesof 7 and p, that satisfy

7 < % 3/2p» aremarkedin Figure13 asinvariantregion where
token bucket parameterslo not have ary impacton the achieved
rate. Thefollowing is theresultfor over-subscribectase:

RESULT 2 (INFEASIBLE RANGE). Wherp; > 0,p2 = 1 (over
subscribed)norater > %\/3/2171 canbeacdhievedwith anyas-
sured rate and/or budket size However there alwaysexistssome
combinationof (A4, B) that canachieve a target rate 7 whenr <
1 3

T 2p1°

Figurel4illustratestheabove resultfor T = 100 msandB = 10.
Theresultsin Resultl and2 imply thatwith tokenbucket marking,
it is not always possibleto regulatethe achieved throughputof a
TCPflow.
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5.2 Parameter selectionsfor achievable rate
We have seenthat a certainrangeof valuesfor 7 are either not
achievableor notinfluencedby the choiceof tokenbucket parame-
ters. Now we discusshow to bestchooseoken bucket parameters
to achieve arater whenit is achiezable.

Considertheundersubscribedase.From(14), obsere thatwhen
7 > 3W /2T, A depend®nthechoiceof B; otherwiseit doesnot.
As aresult, B is likely to have greatereffect on # whenf# is higher
ascomparedo whenf is lower. Anotherobsenration is that, by
choosingalagerbucket size B, it is possibleto reducethe assured
rate A andvice versa.We have seenthis resultpartly in Figure9.
Also notethat whenr < 3W/2T, thereis no addedbenefitin
increasingB. Figurel5illustratesthe conditionon thebucket size
beyondwhich thereis no gainin increasinghe bucket size. When
T = 400 ms, from Figure 15 we obsere that for p, = 0.001,
B = (s sufiicient. Forp2 = 0.01, 0.1, we obsere thatincreasing
B helps,especiallyat highervalueof 7. We examinethe effect of
bucket size undera wide rangeof roundtrip time 7" andfind the
resultsensitve to the choiceof T'. We alsoconsiderthe effect of
bucket sizefor the over-subscribedcase.The detailsof the results
canbefoundin [12].

Next we examinehow to bestchoosethe assuredate A to achieve
7 for differentlossconditions.Figure 16 plotstherequiredA from
(14) for p» = 0.001,0.01,0.1. We have chosenB = 20 for this
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illustration. Obsere from Figurel6thatwhenT = 100 ms,wedo
notneedary assuredateuntil # > 7, wherer, canbecalculated
from (14). Note that7, dependsuponp,, B,T. For# > 7o, a
much higher assuredrate is requiredto achieve a higher7, i.e.,
Ay /1 > As[Fs fOr 71 > 7o.

We examinethe over-subscribectasenow, i.e.,p1 > 0,p2 = 1,
whenf < %,/%. Figure 17 plot the requiredassuredateasa

function of tamgetrate+ for T = 100 ms. The main resultFig-

ure 17(a) illustratesthat for the feasiblerange (7 < 44/52:),

A =raslongasA < 3v2B/T. It is possibleto choosea larger

B sothatA = ris satisfiednsteadf A = % - @. Thisalsoin-
dicateshatthereareseveral pair of valuesA, B whichcanachiere
7 in this case.Also notefrom Figure17 thatwhenp; = 0.01, for
7 > 1460 kb/s,novalueof A and B canachiese this rate.

Theaboreillustrationprovidesusinsightregardingthe (i) tradeofs
betweerthechoiceof A andB to achieve atargetrater, (ii) whenit
is not usefulto increaseB, and(iii) whatratesarenotachievable.
This hasimmediateapplicationasto how a usershouldchoosea
profile to get a desiredrate. Also theseresultscanbe usedby a
serviceprovider for allocatingresourceamongdifferentusersto
provide themassuredateswhenfeasible,anddery servicesvhen
it is notfeasible.

6. CONCLUSION

In this work, we examinedwhetherit is feasibleto achieve service
differentiationacrossa setof TCP flows usingtoken bucket mark-
ing at the edgeand active queuemanagemenat the corerouters.
We derived an analyticalmodel for computingthe sendrate asa
function of token bucket parameters.Our study indicatesthat it
is not feasibleto achieve ideal servicedifferentiationacrossa set
of TCP flows by settingtheir token bucket parametergor paclet
marking. This is mainly becausehe achieved rateis not propor
tionaltotheassuredate.In addition,therearerangef parameters
when (i) token bucket parametersave no effect on the achieved
rateand,(ii) thetamgetrateis not possibleto achieve. We identified
the conditionsthatdeterminewhenarateis achievable. For the set
of achievablerates,we examinedhow to bestsetthe token bucket
parameter$o achieve theserates.
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