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Abstract. The Lie algebra rank condition plays a central role in nonlinear systems control
theory. The present paper establishes that the satisfaction of this condition by a set of smooth
control vector fields is equivalent to the existence of smooth transverse periodic functions. The proof
here enclosed is constructive and provides an explicit method for the synthesis of such functions.
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1. Introduction. LetX1, . . . , Xm denote smooth vector fields (v.f.) on a smooth
n-dimensional manifold M . By definition, the Lie algebra rank condition at a point
p0 ∈ M (LARC(p0)) is the property that

1

Mp0 = Span{X(p0) : X ∈ Lie(X1, . . . , Xm)},
where Lie(X1, . . . , Xm) denotes the Lie algebra of v.f. generated by X1, . . . , Xm. This
condition plays a major role in the study of controllability properties of nonlinear
control systems, as shown in the classical works of Chow [2], Lobry [10], Hermann
[4], Sussmann and Jurdjevic [18], and others. For example, the well-known “Chow’s
theorem” states that if LARC(p0) is satisfied for the v.f. X1, . . . , Xm, then the set of
points reachable from p0 by trajectories of the control system

ṗ =

m∑
i=1

uiXi(p)(1)

contains a neighborhood of p0. While the Lie algebra rank condition provides a
systematic tool to test the controllability of system (1), its use at the control design
level is usually not direct. For instance, even though LARC(p0) implies the existence
of elements Xm+1, . . . , Xn̄ of Lie(X1, . . . , Xm) such that

∀p ∈ V , Mp = Span{X1(p), . . . , Xm(p)}+ Span{Xm+1(p), . . . , Xn̄(p)},(2)

where V denotes a neighborhood of p0, the “generation of motion” in the direction of
the v.f. Xm+1, . . . , Xn̄ by means of the control variables ui is not simple. Although
general results have been obtained for this problem in both the open-loop [9] and
closed-loop [11] contexts, their application to physical systems usually raises several
difficult issues—complexity, robustness, etc.

In this paper, we present a characterization of the Lie algebra rank condition which
allows us to consider the control of system (1) from a slightly different perspective.
More precisely, the following result is proved.
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Theorem 1. Let T = R/2πZ denote the one-dimensional torus, and let X1, . . . , Xm

denote smooth v.f. on a smooth n-dimensional manifold M , such that the accessibility

distribution ∆(p)
∆
= Span {X(p) : X ∈ Lie(X1, . . . , Xm)} is of constant dimension n0

in a neighborhood of p0. Then the following properties are equivalent:
1. n0 = n; i.e., the Lie algebra rank condition at p0, LARC(p0), is satisfied for

the v.f. X1, . . . , Xm.
2. There exist n̄ ∈ N and, for any neighborhood U of p0, a function F ∈

C∞(Tn̄−m;U) such that

∀θ ∈ T
n̄−m, MF (θ) = Span {X1(F (θ)), . . . , Xm(F (θ))}+ TθF (T

n̄−m
θ ) .

(3)

Remark 1.
1. Relation (3) is reminiscent of the transversality property for functions—see,

e.g., [1, Section 3.5] for a definition.
2. It is clear that n̄ is at least equal to n. For some systems—in particular, for

free systems introduced later—it can be chosen equal to n, so that the sum in
the right-hand side of (3) becomes direct, and F is an immersion.

Roughly speaking, by comparison with (2), equality (3) implies that at any point
F (θ) ∈ M , the directions Xm+1(F (θ)), . . . , Xn̄(F (θ)), which are not directly available
for control, are spanned by the partial derivatives of the smooth function F . An
important property of this characterization is that the function F can be directly
used for control design purposes. In order to briefly illustrate this fact (for more
details on potential applications, the reader is referred to [13]), let us consider the
well-known chain system on R

3, where p = (p1, p2, p3)
T ∈ R

3:

ṗ = u1X1(p) + u2X2 , X1(p) = (1, 0, p2)
T , X2 = (0, 1, 0)

T(4)

for which LARC(0) is clearly satisfied. For this system, (3) is satisfied with n̄ = 3—so
that T

n̄−m = T—and, for example, any function Fε (ε > 0) defined by

Fε(θ) =




ε sin θ
ε cos θ
ε2

4
sin 2θ


 .

Indeed, (3) is in this case equivalent to the condition

∀θ ∈ T , Det

(
H(θ)

∆
=

[
X1(Fε(θ)) X2 − ∂Fε

∂θ
(θ)

])
	= 0,(5)

the satisfaction of which is readily verified. Let us now introduce a new state vector
ϕ defined by

ϕ(p, θ)
∆
=


 p1 − Fε,1(θ)

p2 − Fε,2(θ)
p3 − Fε,3(θ)− p1 (p2 − Fε,2(θ))


 .

A direct calculation shows that for any function of time θ(.) the time derivative of ϕ
along any solution to (4) satisfies

ϕ̇(p, θ) = C(p)H(θ)(u1, u2, θ̇)
T
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with

C(p) =


1 0 0
0 1 0
0 −p1 1


 .

Since both matrices C(p) and H(θ) are invertible for any p ∈ R
3 and any θ ∈ T,

it is straightforward, by considering (u1, u2, θ̇) as a new control vector, to globally
asymptotically stabilize ϕ to zero. For instance, uniform exponential stabilization of
ϕ = 0 is obtained by setting

(u1, u2, θ̇)
T = −kH−1(θ)C−1(p)ϕ(p, θ), k > 0 .

In terms of the state p, this yields a control law which globally stabilizes a neighbor-
hood of the origin, the size of which can be made arbitrarily small by choosing ε as
small as needed. Let us remark that, although it was not formalized in this way, this
idea has been used implicitly in [3] for the problem of tracking a unicycle-type vehicle.

Based on this simple example, potential applications of Theorem 1 to various
control problems are easily envisioned. Direct applications concern practical feedback
stabilization of either systems without drift—as illustrated in the above example—or
systems with a nonvanishing drift v.f. (see, e.g., [13], where potential application to
nonholonomic motion planning is also briefly discussed). Other applications in the
domain of nonlinear observer design or control of PDEs might also be considered.

This paper is organized as follows: Theorem 1 is proved2 in section 2, and an ex-
ample to illustrate the construction of transverse functions F is provided in section 3.
Let us finally indicate that a presentation of Theorem 1 was accepted at the IEEE
Conference on Decision and Control 2000 [12] in the form of a regular paper which
did not contain the proof.

The following notation is used throughout the paper.
• δji denotes the Kronecker delta.
• Bn(0, δ) denotes the closed ball in R

n centered at zero and of radius δ.
• For h ∈ C∞(Rn;Rm) and g ∈ C∞(Rn;R) with g(x) 	= 0 for x 	= 0, we write
h = o(g) when |h(x)|/|g(x)| −→ 0 as x −→ 0.

• d denotes the exterior derivative.

2. Proof of Theorem 1. By considering a system of local coordinates x =
(x1, . . . , xn) on M , which maps p0 to 0 ∈ R

n, and a—globally defined—frame3

{ ∂
∂θm+1

, . . . , ∂
∂θn̄

} on T
n̄−m, Theorem 1 rewrites as follows.

Corollary 1. Let g1, . . . , gm denote smooth v.f. on R
n such that the accessi-

bility distribution is of constant dimension in a neighborhood of the origin. Then the
following properties are equivalent:

1. LARC(0): the system

S : ẋ =
m∑
i=1

uigi(x)

satisfies the Lie algebra rank condition at the origin.

2Note added in proof: A simpler proof has recently been obtained. More details are available
from the authors.

3The dual basis—coframe—will be denoted (dθm+1, . . . , dθn̄).
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2. TC(0): there exist n̄ ∈ N and a family of functions fε ∈ C∞(Tn̄−m;Bn(0, ε))
(ε > 0) such that, for any ε > 0, the following transversality condition holds:

(6) ∀θ ∈ T
n̄−m,

Rank

(
g1(fε(θ)) . . . gm(fε(θ))

∂fε
∂θm+1

(θ) . . .
∂fε
∂θn̄

(θ)

)
= n .

We now focus on the proof of this equivalent formulation of Theorem 1.

2.1. TC(0) =⇒ LARC(0). We assume that LARC(0) is not satisfied and show
that TC(0) cannot be satisfied either. By assumption, the accessibility distribution
is of constant dimension n0 in a neighborhood of the origin. Therefore, if n0 < n, the
Frobenius theorem guarantees the existence of local coordinates φ(x) such that φn is
constant along the trajectories of S, i.e., for some neighborhood U of the origin,

∀x ∈ U , ∀i = 1, . . . ,m, ∂φn
∂x

(x) 	= 0, and
∂φn
∂x

(x)gi(x) = 0 .(7)

Now assume that TC(0) is satisfied, and choose any fε satisfying (6) and such that
Bn(0, ε) ⊂ U . By the compactness of T

n̄−m, the smooth function θ �−→ φn(fε(θ))
from T

n̄−m to R attains its maximum value for some θ̄, i.e.,

∀i = m+ 1, . . . n̄,
∂φn
∂x

(fε(θ̄))
∂fε
∂θi

(θ̄) = 0 .(8)

From (8) and from (7) evaluated at x = fε(θ̄), we obtain

∂φn
∂x

(fε(θ̄))

(
g1(fε(θ̄)) . . . gm(fε(θ̄))

∂fε
∂θm+1

(θ̄) . . .
∂fε
∂θn̄

(θ̄)

)
= 0 ,

which is in contradiction with TC(0).

2.2. LARC(0) =⇒ TC(0).

2.2.1. Notation and recalls. Prior to addressing the proof itself, we specify
some notation and recall a few basic definitions and results that are extensively used in
what follows. These recalls are about homogeneity on one hand and free Lie algebras
on the other hand. For a more complete survey about these issues, we refer the reader
to [5, 6] for the properties associated with homogeneity, and to [7, 17] for the role of
free Lie algebras in control theory.

About homogeneity. Given µ > 0 and a weight vector r = (r1, . . . , rn) (ri >
0 ∀i), a dilation ∆r

µ on R
n is a map from R

n to R
n defined by ∀z = (z1, . . . , zn) ∈

R
n, ∆r

µz
∆
= (µr1z1, . . . , µ

rnzn). A function f ∈ C0(Rn;R) is homogeneous of degree
l with respect to the family of dilations (∆r

µ)µ>0 or, more concisely, ∆
r-homogeneous

of degree l if ∀µ > 0, f(∆r
µz) = µlf(z). A ∆r-homogeneous norm is defined as a

positive definite function on R
n, ∆r-homogeneous of degree one. A smooth v.f. X

on R
n is ∆r-homogeneous of degree d if, ∀i = 1, . . . , n, the function x �−→ Xi(x) is

∆r-homogeneous of degree d+ ri. The system

Sap : ż =

m∑
i=1

bi(z)ui(9)
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is a ∆r-homogeneous approximation of S if there exists a change of coordinates
φ : x �−→ z which transforms S into

ż =

m∑
i=1

(bi(z) + hi(z))ui ,(10)

where bi is ∆
r-homogeneous of degree −1, and hi denotes higher-order terms; i.e.,

for any j, the jth component hi,j of hi satisfies hi,j = o(ρrj−1), where ρ is any
∆r-homogeneous norm.

The main motivation for introducing such approximations comes from the follow-
ing result.

Proposition 1 (see [5, 15]). For any system S of smooth v.f. which satis-
fies LARC(0), there exists a ∆r-homogeneous approximation Sap which also satisfies
LARC(0).

Finally, we say that a set {b1, . . . , bm} of v.f., or the associated system (9), is
nilpotent of order d+ 1 if any Lie bracket of these v.f. of length larger than, or equal
to, d+1 is identically zero. It is simple to verify that any set {b1, . . . , bm} of smooth
v.f. with the bi’s ∆

r-homogeneous of degree −1 is nilpotent of order 1 +Max{ri : i =
1, . . . , n}.

About free Lie algebras. Let us consider a finite set of indeterminatesX1, . . . , Xm

and denote by Lie(X) the free Lie algebra over R generated by the Xi’s. We also de-

note by F(X) the set of formal brackets in the Xi’s. For any set b
∆
= {b1, . . . , bm}

of smooth v.f. and any B ∈ F(X), we denote by Evb(B) the evaluation map, i.e.,
Evb(Xi) = bi, and

Evb([Bλ, Bρ]) = [Evb(Bλ),Evb(Bρ)] .

The definition of a (generalized) P. Hall basis of Lie(X) is recalled below.
Definition 1. A P. Hall basis B of Lie(X) is a totally ordered subset of F(X)

such that
1. each Xi belongs to B;
2. if B = [Bλ, Bρ] ∈ F with Bλ, Bρ ∈ F , then B ∈ B if and only if Bλ, Bρ ∈ B

with Bλ < Bρ, and either (i) Bρ is one of the Xi’s or (ii) Bρ = [Bλρ, Bρ2 ]
with Bλρ ≤ Bλ;

3. if B ∈ B is a bracket of length +(B) ≥ 2, i.e., B = [Bλ, Bρ], with Bλ, Bρ ∈ B,
then Bλ < B.

In order to simplify the forthcoming analysis we choose a specific P. Hall basis B
associated with a specific total order. The P. Hall basis so obtained is in fact a Hall
basis in the original (narrow) sense (see, e.g., [14, Section IV.5]).

Specific order.


+(B) < +(B′) =⇒ B < B′,
Xi < Xj ⇐⇒ i < j,
For +(B) = +(B′) > 1, B < B′ ⇐⇒ Bλ < B′

λ, or Bλ = B′
λ and Bρ < B′

ρ .
(11)

We denote by

B = {B1, B2, . . . , Bq, . . . }, B1 < B2 < · · · < Bq < · · · ,(12)
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the P. Hall basis associated with the total order (11), and also by +(i) the length of
any bracket Bi of this basis. From (11) and the definition of a P. Hall basis, we deduce
the following properties which will be extensively used in what follows:

i ∈ {1, . . . ,m} ⇐⇒ +(i) = 1⇐⇒ Bi = Xi,(13)

i > m ⇐⇒ +(i) > 1⇐⇒ Bi = [Bλ(i), Bρ(i)],(14)

where λ(i) and ρ(i) are uniquely defined integers. By extension of this notation, and
whenever this will make sense, we will use the symbols λ2(i), λρ(i), ρ2(i), . . . , to index
the elements of B. For instance, if +(ρ(i)) ≥ 2, we can write Bρ(i) = [Bλρ(i), Bρ2(i)].
Finally, it also follows from (11) and the definition of a P. Hall basis that

+(i) > 1 =⇒ λ(i) < ρ(i) < i .

Letting 0 < d ∈ N, we denote by Lied(X) the subspace of Lie(X) generated by
brackets of length at most equal to d. Then the subset of B composed of all brackets
Bj such that +(j) ≤ d is a basis of Lied(X) denoted as Bd. Let n(d) denote the
dimension of Lied(X) so that

Bd = {B1, . . . , Bn(d)} and +(n(d)) = d .

One can associate the following free system with Bd:{
ẋi = ui, i = 1, . . . ,m,
ẋi = xλ(i)ẋρ(i), i = m+ 1, . . . , n(d).

(15)

Remark 2. Since there is a one-to-one correspondence between the components
of the state vector x associated with the free system (15) and the element of Bd, it
would be natural to index each component of x by the corresponding element of Bd,
as done, for example, in [7]. We have preferred here to write Bi for an element of Bd

and xi for the corresponding component of x in order to lighten the notation.
It is straightforward to verify that (15) defines a control-affine driftless system:

S(m, d) : ẋ =
m∑
i=1

uibi(x),(16)

where the components bi,j of the v.f. bi are defined by

bi,j(x) =

{
δji if +(j) = 1,
xλ(j)bi,ρ(j) otherwise.

(17)

The following properties of free systems will be used in what follows. For the
first two properties, we refer to [7]. The third property has been proved in [8, Section
3] in a formal algebraic framework. A proof of the fourth property is given in the
appendix.

Lemma 1. For i = m + 1, . . . , n(d), let bi denote the v.f. Evb(Bi), where
b = {b1, . . . , bm}. Then the following properties hold.

1. For any i ∈ {1, . . . , n(d)}, bi = ai∂/∂xi +
∑

j>i bi,j∂/∂xj for some nonzero
constant ai and some smooth functions bi,j so that S(m, d) satisfies LARC(x)
for any x ∈ R

n(d).
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2. The v.f. bi are ∆-homogeneous of degree −+(i) with ∆µ (µ > 0), the dilation
defined by

∆µx = (µ
�(1)x1, . . . , µ

�(n(d))xn(d))(18)

so that S(m, d) is nilpotent of order d+ 1.
3. For any p ∈ C∞(Rn(d);R), ∆-homogeneous of degree d′ < d, and any j ∈

{1, . . . ,m}, there exists qj ∈ C∞(Rn(d);R), ∆-homogeneous of degree d′ + 1,
such that

∀i ∈ {1, . . . ,m}, Lbiq
j =

{
p if i = j,
0 otherwise.

(19)

4. For any i ∈ {1, . . . , n(d)} and any p ∈ C∞(Rn(d);R), ∆-homogeneous of
degree d′ − +(i) with d′ ≤ d, there exist h1 and h2,j (1 < +(j) ≤ d′) in
C∞(Rn(d);R), ∆-homogeneous of degree d′ and d′ − +(j), respectively, such
that

p(x)dxi = dh1 +
∑

j:1<�(j)≤d′
h2,j(x)

(
dxj − xλ(j)dxρ(j)

)
.(20)

Remark 3.
1. The functions p, qj, h1, and h2,j in properties 3 and 4 are polynomial in x

because they are smooth and homogeneous.
2. Since the smooth functions qj in property 3 are homogeneous of degree d′+1,

it can depend only on the n(d′ + 1) first components of x.
After these preliminary recalls, we can now proceed with the proof of Theorem 1.

It is composed of three steps which are summarized in the following three propositions.
Proposition 2. If TC(0) holds for a homogeneous approximation Sap of a

system S, then TC(0) holds for S also.
Proposition 3. If, for any d ∈ N−{0}, TC(0) holds for the free system S(m, d)

with n̄ = n(d), then TC(0) holds for any smooth driftless system Shom which satisfies
LARC(0) and whose control v.f. are ∆r-homogeneous of degree −1 for some dilation
∆r

µ.
Proposition 4. For any d ∈ N−{0}, TC(0) holds for the free system S(m, d)

with n̄ = n(d).
From Proposition 1, if S satisfies LARC(0), it has a homogeneous approximation

which also satisfies LARC(0). This property, combined with the three propositions
above, clearly implies that LARC(0) =⇒ TC(0). There remains to prove these three
propositions.

2.2.2. Proof of Proposition 2. S rewrites, in some coordinates z = φ(x), as

ż =
m∑
i=1

ui

(
b̃i(z) + hi(z)

)
,(21)

where the b̃i’s, ∆
r-homogeneous of degree −1 (for some dilation ∆r), are the v.f. of

the homogeneous approximation Sap, and hi denotes higher-order terms, i.e.,

hi,j = o(ρrj−1) ,(22)

with ρ denoting any ∆r-homogeneous norm. We want to show that if TC(0) holds for
Sap, then it also holds for S. Since TC(0) is independent of the system of coordinates,
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it is sufficient to show that TC(0) holds in the coordinates z. Let n̄ and (fε)ε>0 denote
an integer and a family of functions which satisfy (6) with the v.f. of the approximation
Sap. We show below that S satisfies TC(0) by considering the same integer n̄ and the
family of functions (f̄ε)ε>0 defined by

f̄ε(θ) = ∆
r
µ(ε)f1(θ) ,(23)

with µ(ε) denoting a strictly positive number which is (i) smaller than some adequately
chosen µ0 > 0 and (ii) such that supθ∈Tn̄−m |∆r

µ(ε)f1(θ)| ≤ ε. Note that µ(ε) always

exists because f1(T
n̄−m) is a compact set so that limµ→0 supθ∈Tn̄−m |∆r

µf1(θ)| = 0.
With z denoting a vector in R

n, one deduces from (22) that

lim
µ→0

hi,j(∆
r
µz)

ρrj−1(∆r
µz)

= lim
µ→0

hi,j(∆
r
µz)

µrj−1ρrj−1(z)
= 0.

Therefore,

hi,j(∆
r
µz) = ci,j(µ, z)µ

rj−1,

where |ci,j(µ, z)| tends to zero as µ tends to zero. Moreover, the convergence is
uniform with respect to the z variable when z ∈ Bn(0, 1). The above equation can
also be written in vectorial form as

hi(∆
r
µz) = µ−1∆r

µci(µ, z)(24)

with ci = (ci,1, . . . , ci,n)
T .

Let us now evaluate the rank of the matrix

A(ε, θ)
∆
=

(
(b̃1 + h1)(f̄ε(θ)) . . . (b̃m + hm)(f̄ε(θ))

∂f̄ε
∂θm+1

(θ) . . .
∂f̄ε
∂θn̄

(θ)

)
.

Using (23), (24), and the fact that each b̃i is homogeneous of degree −1,
A(ε, θ) = Ā(ε, θ) D(µ(ε))

with

Ā(ε, θ)
∆
=

(
∆r

µ(ε)b̃1(f1(θ)) . . . ∆r
µ(ε)b̃m(f1(θ)) ∆r

µ(ε)

∂f1

∂θm+1
(θ) . . . ∆r

µ(ε)

∂f1

∂θn̄
(θ)

)
+
(
∆r

µ(ε)c1(µ(ε), f1(θ)) . . . ∆r
µ(ε)cm(µ(ε), f1(θ)) 0 . . . 0

)
,

and

D(µ(ε))
∆
= diag{1/µ(ε), . . . , 1/µ(ε), 1, . . . , 1} .

Since D(µ(ε)) is nonsingular, it readily follows that

Rank A(ε, θ) = Rank
(
b̃1(f1(θ)) + c1(µ(ε), f1(θ)) . . . b̃m(f1(θ)) + cm(µ(ε), f1(θ))

∂f1

∂θm+1
(θ) . . .

∂f1

∂θn̄
(θ)

)
.

(25)
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Now, by assumption,

∀θ ∈ T
n̄−m, Rank

(
b̃1(f1(θ)) . . . b̃m(f1(θ))

∂f1

∂θm+1
(θ) . . .

∂f1

∂θn̄
(θ)

)
= n .

(26)

In view of (25) and (26) and using the facts that f1(θ) ∈ Bn(0, 1) and that |ci,j(µ, z)|
tends uniformly (with respect to z ∈ Bn(0, 1)) to zero as µ tends to zero, there exists
a strictly positive number µ0 such that

µ(ε) ≤ µ0 =⇒ ∀θ ∈ T
n̄−m , Rank A(ε, θ) = n.

This concludes the proof of Proposition 2.
Remark 4. The previous analysis implies—by setting ∀i, hi ≡ 0 in (21)—that

for a homogeneous system, if a function f ∈ C∞(Tn̄−m;Rn) satisfies (6), then, for
any µ > 0, ∆µf also satisfies (6). Therefore, TC(0) is satisfied for this homogeneous

system with the functions fε
∆
= ∆µ(ε)f , where µ(ε) is any strictly positive value such

that supθ∈Tn̄−m |∆µ(ε)f(θ)| ≤ ε.

2.2.3. Proof of Proposition 3. Consider a smooth driftless system

Shom : ż =

m∑
i=1

b̃i(z)ui,(27)

whose v.f. b̃i (i = 1, . . . ,m) are ∆r-homogeneous of degree −1 for some dilation ∆r
µ

and satisfy LARC(0). Since Shom is nilpotent of some order d+1, it can be associated
with the free system S(m, d) whose v.f. bi are defined in (17). We show below that
any family (fε)ε>0 which satisfies TC(0) for the free system S(m, d) induces a family
(f̃ε)ε>0 which satisfies TC(0) for Shom. In fact, from Remark 4 above, we need only
to show the existence of a single function f̃ ∈ C∞(Tn(d)−m;Rn), which satisfies the
transversality condition (6) for Shom.

Let f denote any of the functions fε which satisfy the transversality condition
for S(m, d). From property 1 of Lemma 1, the vectors b1(x), . . . , bn(d)(x) are linearly

independent at any x ∈ R
n(d). Therefore, there exist (unique) smooth functions ui,j

such that

∀j = m+ 1, . . . , n(d), ∀θ ∈ T
n(d)−m ,

∂f

∂θj
(θ) =

n(d)∑
i=1

ui,j(θ)bi(f(θ)).(28)

Also, using the fact that f satisfies the transversality condition (6) for S(m, d),

∀θ ∈ T
n(d)−m, DetU(θ) 	= 0 with U(θ)

∆
=
(
ui,j(θ)

)
i,j=m+1,... ,n(d)

.(29)

Let us now define the function f̃ . To this purpose, let us pick an arbitrary couple
(θ0, z0) ∈ (Tn(d)−m × R

n) and consider an element θ of T
n(d)−m. Consider also a

smooth path γ : t ∈ [0, 1] −→ γ(t) ∈ T
n(d)−m which connects θ0 to θ, i.e., such that

γ(0) = θ0 and γ(1) = θ. Let zγ(t) denote the solution, for t ∈ [0, 1], of

ż =

n(d)∑
i=1

Ūi(γ(t), γ̇(t)) b̃i(z), z(0) = z0 ,(30)
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where

Ūi(γ, γ̇) =

n(d)∑
j=m+1

ui,j(γ)dθj(γ̇) ,(31)

and, for i = m + 1, . . . , n(d), b̃i
∆
= Evb̃(Bi). Note that zγ(t) is well defined for

t ∈ [0, 1]. Indeed, finite-time escape is not possible because the v.f. b̃i are homogeneous
of negative degree (by assumption). Let us show that zγ(1) is independent of the path
γ chosen to connect θ0 to θ. To this purpose, consider two paths γi (i = 1, 2) which
map 0 to θ0 and 1 to θ. We must show that the solution zγ1(1) of (30) at t = 1 with
γ = γ1 is the same as the solution zγ2(1) of (30) at t = 1 with γ = γ2. To show this,
we will use the properties stated in the following lemma, which are easily derived from
well-known results. (See the appendix for details.)

Lemma 2. Consider the P. Hall basis B of Lie(X1, . . . , Xm) defined by (12).
Then there exist mappings (T, u) �−→ ci(T, u) such that, for any set g = {g1, . . . , gm}
of v.f. nilpotent of order d+ 1, and any u ∈ C∞([0, T ];Rn(d)), the solution at time T
of

ẋ =

n(d)∑
i=1

ui(t) gi(x) , x(0) = x0,(32)

is

x(T ) = exp


n(d)∑

i=1

ci(T, u) gi


x0,(33)

where gi
∆
= Evg(Bi) (i = m + 1, . . . , n(d)). Furthermore, if g1, . . . , gm are the con-

trol v.f. of the (n(d)-dimensional) free system S(m, d), then for any x0 ∈ R
n(d) the

mapping

(c1, . . . , cn(d)) �−→ exp


n(d)∑

i=1

ci gi


x0(34)

from R
n(d) to R

n(d) is one-to-one.
Applying the first result stated in the lemma to (30) yields

∀k = 1, 2, zγk
(1) = exp


n(d)∑

i=1

ci
(
1, Ū(γk, γ̇k)

)
b̃i


 z0 .(35)

Consider now the following equation parameterized by k = 1, 2 (compare with (30)):

ẋ =

n(d)∑
i=1

Ūi(γk(t), γ̇k(t)) bi(x), x(0) = f(θ0) .(36)

From (28) and (31), f(γk(.)) is a solution to (36). Therefore, applying the first result
stated in the lemma to this equation and using the fact that f(θ) = f(γk(1)) for
k = 1, 2 yields

exp


n(d)∑

i=1

ci
(
1, Ū(γ1, γ̇1)

)
bi


 f(θ0) = exp


n(d)∑

i=1

ci
(
1, Ū(γ2, γ̇2)

)
bi


 f(θ0) .
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The second result stated in the lemma then implies that

∀i = 1, . . . , n(d), ci
(
1, Ū(γ1, γ̇1)

)
= ci

(
1, Ū(γ2, γ̇2)

)
,(37)

and it follows, in view of (35), that zγ1
(1) = zγ2

(1). This in turn establishes that the

mapping (θ, γ)→ zγ(1) is a function of θ solely. This is the function f̃ which we were

looking for. At this point, it remains only to verify that the function f̃ so defined
satisfies the transversality condition (6) for Shom. Recalling that f̃(θ) is obtained as
the solution of (30) at t = 1 and that this solution does not depend on the path γ
which passes thru θ at time t = 1, one deduces that along any smooth curve θ(.) the
mapping t �−→ f̃(θ(t)) is differentiable with

d

dt
f̃(θ(t)) =

n(d)∑
i=1

Ūi(θ(t), θ̇(t)) b̃i(f̃(θ(t))) .

This in turn implies that f̃ is smooth and satisfies

∀θ ∈ T
n(d)−m,

∂f̃

∂θj
(θ) =

n(d)∑
i=1

ui,j(θ) b̃i(f̃(θ)) .(38)

This implies that

(
b̃1(f̃(θ)), . . . , b̃m(f̃(θ)),

∂f̃

∂θm+1
(θ), . . . ,

∂f̃

∂θn(d)
(θ)

)

=
(
b̃1(f̃(θ)), . . . , b̃n(d)(f̃(θ))

)(
Im 7
0 U(θ)

)
,

where Im ∈ R
m×m is the identity matrix. Using (29) and the fact that Shom satisfies

LARC(x) for x ∈ R
n—indeed, it satisfies LARC(0) so that, by continuity it satisfies

LARC(x) in a neighborhood of the origin and therefore, by homogeneity, in R
n itself—

one easily deduces from the above equality that f̃ satisfies the transversality condition
(6) for Shom.

2.2.4. Proof of Proposition 4. From Remark 4 and property 2 of Lemma
1, it is sufficient to prove the existence of a single function f ∈ C∞(Tn(d)−m;Rn(d))
for which the transversality condition (6) is satisfied. In order to simplify some of
the forthcoming analysis, we will use the formalism of differential forms, from which
condition (6) can be written as

∀θ ∈ T
n(d)−m, (dx1 ∧ · · · ∧ dxn(d))

(
b1, . . . , bm,

∂f

∂θm+1
, . . . ,

∂f

∂θn(d)

)
|x=f(θ)

	= 0.

By skew-symmetry of the wedge product, this is equivalent to the condition that

(39) ∀θ ∈ T
n(d)−m,

(dx1∧· · ·∧dxm∧ωx
m+1∧· · ·∧ωx

n(d))

(
b1, . . . , bm,

∂f

∂θm+1
, . . . ,

∂f

∂θn(d)

)
|x=f(θ)

	= 0,
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where ωx
i = dxi − xλ(i)dxρ(i) (i = m+ 1, . . . , n(d)). From (17),

∀j = 1, . . . ,m
{
dxi(bj) = δji if i ∈ {1, . . . ,m},
ωx
i (bj) = 0 if i ∈ {m+ 1, . . . , n(d)}

so that one easily rewrites (39) as

∀θ ∈ T
n(d)−m,

(
ωm+1 ∧ · · · ∧ ωn(d)

)
(θ) 	= 0,(40)

with ωi the differential one-form on T
n(d)−m defined by

ωi = dfi − fλ(i)dfρ(i) .(41)

Design algorithm. The function f is defined by setting f
∆
= fn(d), with the

function fn(d) denoting the last function obtained via a recursive construction which
starts with some function fm+1. For each k = m + 1, . . . , n(d), the function fk ∈
C∞(Tk−m;Rn(d)) is required to verify the following property:

∀θk = (θm+1, . . . , θk) ∈ T
k−m,

(
ωk
m+1 ∧ · · · ∧ ωk

k

)
(θk) 	= 0 ,(42)

with ωk
i the differential one-form on T

k−m defined by

ωk
i = dfki − fkλ(i)df

k
ρ(i) .(43)

fm+1. A possible choice for fm+1 is as follows:

fm+1
i (θm+1) =




sin θm+1 for i = λ(m+ 1),
cos θm+1 for i = ρ(m+ 1),

1

4
sin 2θm+1 for i = m+ 1,

0 otherwise .

(44)

Indeed, it readily follows from this definition that

∀θm+1 ∈ T, ωm+1
m+1(θ

m+1) =
1

2
.

fk−1 −→ fk. Assume now that, for some k − 1 ∈ {m + 1, . . . , n(d) − 1}, a
function fk−1 ∈ C∞(Tk−1−m;Rn(d)) which verifies the property (42) for k − 1 has
been obtained. We show below how to construct from this function a new function
fk ∈ C∞(Tk−m;Rn(d)) which verifies the property (42).

Let ∆k
µ (µ > 0) denote the dilation defined on R × R × R

n(d) by

∆k
µ(s, c, f) =

(
µ�(λ(k))s, µ�(ρ(k))c,∆µ(f)

)
with ∆µ(f)

∆
=
(
µ�(1)f1, . . . , µ

�(n(d))fn(d)

)
.

(45)

Denote also pki (i = 1, . . . , n(d)) the functions defined on R × R by

pki (s, c) = s δ
λ(k)
i + c δ

ρ(k)
i +

mk
k

2
sc δki(46)
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with

mk
i =

{
0 if +(i) ≤ +(λ(k)) or λ(i) 	= λ(k),
1 +mk

ρ(i) otherwise .
(47)

The next step consists in finding polynomial functions qki,j ∈ C∞(Rn(d);R) for i =

1, . . . , n(d) and j = 1, . . . , ji,k
∆
= max{j : +(i) − j+(λ(k)) ≥ 0}) such that the two

following properties are verified.
P1(i) (for i = 1, . . . , n(d)). Each function qki,j is ∆-homogeneous of degree +(i)−

j+(λ(k)).
P2(i) (for i = m+ 1, . . . , k).

ω̄k
i =

(
dfi − fλ(i)dfρ(i) + γ̄ki

)
+

i−1∑
j=m+1

ti,j(s, f)
(
dfj − fλ(j)dfρ(j) + γ̄kj

)
,(48)

where

∀i = m+ 1, . . . , k, ω̄k
i

∆
= df̄ki − f̄kλ(i)df̄

k
ρ(i),(49)

f̄ki : (s, c, f) �−→ fi + pki (s, c) +

ji,k∑
j=1

sjqki,j(f),(50)

the ti,j ’s are smooth functions, and γ̄
k
i is a differential one-form on R×R×R

n(d) such
that

γ̄ki = γ̄ki,1ds+ γ̄ki,2dc

with γ̄i,1, γ̄i,2, ∆
k-homogeneous of degree +(i)−+(λ(k)) and +(i)−+(ρ(k)), respectively,

and

(51)


γ̄ki,1 ≡ 0 if i < λ(k),
γ̄ki,1 ≡ 1 if i = λ(k),
γ̄ki,1(s, c, 0) = 0 if λ(k) < i < k,

γ̄ki,1(s, c, 0) =
mk

k

2
c for i = k,




γ̄ki,2 ≡ 0 if i < ρ(k),
γ̄ki,2 ≡ 1 if i = ρ(k),
γ̄ki,2(s, c, 0) = 0 if ρ(k) < i < k,

γ̄ki,2(s, c, 0) = −mk
k

2
s for i = k .

Lemma 3. There exist functions qki,j, which are solutions to the problems P1(i)
and P2(i). In particular, one can always choose


qki,j ≡ 0 if i ∈ {1, . . . ,Max{m,λ(k)}} ∪ {k + 1, . . . , n(d)}

and j ∈ {1, . . . , ji,k},
qki,1 ≡ 0 if Max{m,λ(k)} < i ≤ k and λ(i) < λ(k),

qki,1(f) = mk
i fρ(i) if Max{m,λ(k)} < i ≤ k and λ(i) = λ(k).

(52)

Once suitable functions qki,j are determined so that the functions f̄
k
i in (50) are

also defined, we set

fk
∆
= f̄k ◦ ḡkη with ḡkη(θ

k)
∆
=
(
η�(λ(k)) sin θk, η

�(ρ(k)) cos θk, f
k−1(θk−1)

)
.(53)
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Lemma 4. For η larger than some positive value η0, (42) is satisfied with the
function fk defined by (53).

Therefore, Proposition 4 is proved once Lemmas 3 and 4 are proved.
Remark 5. It is simple to verify that each function f̄ki in (53) is polynomial in

its arguments and ∆k-homogeneous of degree +(i) with respect to the dilation defined
by (45). The proof of the lemmas much relies on this property.

Proof of Lemma 3. We distinguish three cases.
Case 1. 1 ≤ i ≤ Max{m,λ(k)}. We define qki,j according to (52) so that P1(i) is

clearly verified for these values of i. If i ≤ m, P2(i) is irrelevant. If m+1 ≤ i ≤ λ(k),
it readily follows from (46), (49), (50), and (52) that

ω̄k
i = dfi − fλ(i)dfρ(i) + γ̄ki ,(54)

where γ̄ki ≡ 0 if i < λ(k) and γ̄ki = ds if i = λ(k). Therefore, P2(i) is also verified.
Case 2. Max{m,λ(k)} < i ≤ k. We define qki,1 according to (52), which is consis-

tent with P1(i). To define the other functions qki,j , we consider a construction which

is recursive in the index i. More precisely, let us assume that functions qk1,j , . . . , q
k
i−1,j

have been defined so that P1(1), . . . , P1(i-1) and P2(1), . . . , P2(i-1) are verified.
We show below how to obtain functions qki,j so that P1(i) and P2(i) are also verified.

We first note that

λ(i) < ρ(k) .(55)

Assume, on the contrary, that λ(i) ≥ ρ(k). Then, from the definition of a P. Hall
basis, λ(i) < ρ(i). This implies that

+(i) = +(λ(i)) + +(ρ(i)) ≥ 2+(ρ(k)) ≥ +(k) .

If +(i) > +(k), then i > k, and this contradicts the assumption. Otherwise, +(i) = +(k),
and we also get i > k because of (11) and the fact that λ(i) ≥ ρ(k) > λ(k).

We introduce the following definitions for the sake of simplifying some aspects of
the forthcoming analysis.

Definition 2. A differential one-form r = rsds + rcdc +
∑n(d)

j=1 rjdfj, with
rs, rc, rj homogeneous of degree +(i)− +(λ(k)), +(i)− +(ρ(k)), and +(i)− +(j), respec-
tively, is said to be of

• type 1 if rj ≡ 0 for each j, and both rs and rc are identically zero at f = 0;
• type 2 if rc ≡ rj ≡ 0 for each j, and rs = asκ with a ∈ R and 1 ≤ κ ∈ N;
• type 3 if rs ≡ rc ≡ 0 and, for each j, rj(s, c, f) is in the form rj(s, c, f) =
s2+κjr′j(f) with κj ∈ N.

An upper-left index i for a one-form will indicate its type, e.g., 2r indicates that 2r is
of type 2.

Next, we develop ω̄k
i and examine the terms involved in this development. From

(49) and (50), we have

ω̄k
i = dfi + dpki + d


ji,k∑

j=1

sjqki,j




−

fλ(i) + pkλ(i) +

jλ(i),k∑
j=1

sjqkλ(i),j




dfρ(i) + dpkρ(i) + d


jρ(i),k∑

j=1

sjqkρ(i),j






(56)
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and, by rearranging the terms in the right-hand side of this equality,

ω̄k
i = dfi − fλ(i)dfρ(i) + d


ji,k∑

j=2

sjqki,j


+ α1 + α2 + α3 +

1 r +2 r +3 r(57)

with 


α1
∆
= dpki − pkλ(i)dp

k
ρ(i),

α2
∆
= sdqki,1 − sqkλ(i),1dfρ(i) − sfλ(i)dq

k
ρ(i),1 − pkλ(i)dfρ(i),

α3
∆
= −dpkρ(i)

jλ(i),k∑
j=2

sjqkλ(i),j .

(58)

In (57), 1r, 2r, and 3r just correspond to terms which do not need to be specified
further and are of type 1, 2, and 3, following Definition 2. In order to obtain (57),
we have used the following two arguments: (i) each function qkj,1 (j ≤ i) vanishes
at the origin—this follows from (52) if λ(j) ≤ λ(k); otherwise, λ(j) > λ(k) so that
+(j) > +(λ(k)), and this follows from the fact that qkj,1 is ∆

k-homogeneous of positive

degree; (ii) from (55), λ(i) < ρ(k) so that (46) implies that pkλ(i)(s, c) is either s or

zero. Note also that the homogeneity properties of the components of 1r, 2r, and 3r
follow directly from the homogeneity of f̄ki (see Remark 5).

Let us now focus our attention on the terms αi which are specified in (58). We
first note that

α3 ≡ 0 .(59)

Indeed, assume on the contrary that α3 is not the null function. Then, in view of
(52), it is necessary that λ(i) > λ(k). (Otherwise, qkλ(i),j , and thus α3, would be

equal to zero.) Since λ(i) < ρ(i) (from the definition of a P. Hall basis), we also have
ρ(i) ≥ ρ(k). (Otherwise, pkρ(i), and thus α3, would be equal to zero.) This implies
that i > k, which is in contradiction with the assumption.

We now consider the term α2 in (58). We have

λ(i) < λ(k) =⇒ α2 ≡ 0 .(60)

This follows from (46) and (52) after noticing that either +(ρ(i)) = 1 so that qkρ(i),1 ≡ 0,

or +(ρ(i)) > 1 and λρ(i) ≤ λ(i) < λ(k) (from the definition of a P. Hall basis), so that
we still obtain qkρ(i),1 ≡ 0. Then

λ(i) = λ(k) with
+(ρ(i)) = 1

or
λρ(i) < λ(k)


 =⇒ α2 ≡ 0 .(61)

Indeed, if the left-hand side of the above implication holds, then (46), (47), and (52)
imply

α2 = s
(
mk

i dfρ(i) − fλ(i)dq
k
ρ(i),1 − dfρ(i)

)
= s

(
mk

i dfρ(i) − dfρ(i)
)

≡ 0 .

(62)
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From the definition of a P. Hall basis, λρ(i) ≤ λ(i) so that the case where λ(i) = λ(k)
with λρ(i) > λ(k) cannot happen. Therefore, if λ(i) = λ(k), the last possible case is
λρ(i) = λ(k). We have

λ(i) = λ(k) and λρ(i) = λ(k)

}
=⇒ α2 = smk

ρ(i)

(
dfρ(i) − fλρ(i)dfρ2(i)

)
.(63)

Indeed, from (52),

α2 = s
(
mk

i dfρ(i) − fλρ(i)dq
k
ρ(i),1 − dfρ(i)

)
= s

(
mk

i dfρ(i) − fλρ(i)m
k
ρ(i)dfρ2(i) − dfρ(i)

)
,

and (63) follows from (47). Concerning α2, there remains only to examine the case
where λ(i) > λ(k). In this case pkλ(i) ≡ 0—since, by (55), λ(i) < ρ(k)—so that

α2 = s
(
dqki,1 − qkλ(i),1dfρ(i) − fλ(i)dq

k
ρ(i),1

)
.(64)

Each term within the above parentheses is a sum of terms pi,j(f)dfj , where each pi,j
is homogeneous of degree +(i)− +(λ(k))− +(j). By applying property 4 in Lemma 1 to
the term qkλ(i),1dfρ(i)+ fλ(i)dq

k
ρ(i),1 and by replacing x with f in Lemma 1, we obtain

α2 = s


dqki,1 − dh1 +

∑
1<�(j)≤�(i)−�(λ(k))

h2,j(f)
(
dfj − fλ(j)dfρ(j)

)
for some functions h1 and h2,j ∆

k-homogeneous of degree +(i) − +(λ(k)) and +(i) −
+(λ(k))− +(j), respectively. Furthermore, by choosing

qki,1 = h1(65)

(this choice is clearly consistent with P1(i)), we get

α2 = s
∑

1<�(j)≤�(i)−�(λ(k))

h2,j(f)
(
dfj − fλ(j)dfρ(j)

)
.(66)

From what precedes, we finally obtain

α2 =




s

min{i,ρ(k)}−1∑
j=m+1

h2,j(f)
(
dfj − fλ(j)dfρ(j) + γ̄kj

)− s

min{i,ρ(k)}−1∑
j=m+1

h2,j(f)γ̄
k
j if i < k,

smk
ρ(k)

(
dfρ(k) − fλρ(k)dfρ2(k) + γ̄kρ(k)

)
− smk

ρ(k)γ̄
k
ρ(k) if i = k.

(67)

The second equation is a consequence of (63) when λρ(k) = λ(k), and of (47) and (61)
otherwise. As for the first equation, we argue as follows. If λ(i) < λ(k), the result
follows directly from (60) with h2,j ≡ 0. If λ(i) = λ(k) so that ρ(i) < ρ(k), the result
follows from (61) or (63). Finally, if λ(i) > λ(k), then, by (11) and the assumption
i < k, +(i) < +(k), so that +(i)− +(λ(k)) < +(ρ(k)), and the result follows from (66).

Let us now consider the term 3r in (57). From Definition 2, 3r is a sum of one-
forms s2+κjr′jdfj , where each r′j is a polynomial function of f , ∆

k-homogeneous of
degree

+(i)− +(j)− (2 + κj)+(λ(k)) < min{+(i)− +(j), +(ρ(k))− +(j)} .
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By applying property 4 in Lemma 1 to each one-form r′jdfj , we get

(68) 3r = s2


∑

j

sκjdh1,j +

min{i,ρ(k)}−1∑
j=m+1

h′2,j(s, f)
(
dfj − fλ(j)dfρ(j) + γ̄kj

)

−
min{i,ρ(k)}−1∑

j=m+1

h′2,j(s, f)γ̄
k
j


 ,

where the functions h1,j are ∆
k-homogeneous of positive degree and therefore vanish

at the origin.
We can now define the functions qki,j . Let us note that qki,1 has already been

defined by (52) if λ(i) ≤ λ(k) and by (65) otherwise. For the definition of qki,j with
j > 1, we distinguish two cases according to whether i is smaller than or equal to k.

If i < k, by using (59), (67), and (68), relation (57) can be rewritten in the form
(48), with

γ̄ki = d


ji,k∑

j=2

sjqki,j


+ α1 +

1 r +2 r − s

min{i,ρ(k)}−1∑
j=m+1

(
h2,j + sh′2,j

)
(s, f)γ̄kj +

∑
j

s2+κjdh1,j

(69)

and smooth functions ti,j which we do not need to specify further. The functions
h2,j and sh′2,j , involved in the above expression of γ̄

k
i , are polynomial in s and f .

From the induction hypothesis and (51), the γ̄kj ’s in the right-hand side of (69) are

such that γ̄kj = γ̄kj,1ds because j < ρ(k). Furthermore, γ̄kj,1 depends on s and f only

because it is homogeneous of degree +(j)− +(λ(k)) ≤ +(ρ(k)), and γ̄kj,1(s, c, 0) = 0. As
a consequence, we have

−s
min{i,ρ(k)}−1∑

j=m+1

(
h2,j + sh′2,j

)
(s, f)γ̄kj = sh′(s, f)ds = a0s

κ′
ds+ h′′ds(70)

with a0 ∈ R, 1 ≤ κ′ ∈ N, h′ and h′′ functions of s and f only, and h′′ identically zero
when f = 0. From Definition 2, (70) can be rewritten as

−s
min{i,ρ(k)}−1∑

j=m+1

(
h2,j + sh′2,j

)
(s, f)γ̄kj =

1 r′ +2 r′.(71)

From (46), (58), and the fact that i < k implies that either λ(i) < λ(k) or λ(k) ≤
λ(i) < ρ(i) < ρ(k), we deduce that α1 = dpki . Therefore, by using (71) in (69),

γ̄ki = d


ji,k∑

j=2

sjqki,j


+ dpki +

1 r′′ + d(as2+κ) +
∑
j

s2+κjdh1,j ,(72)

where we have used the fact that any function of type 2 is the differential of a poly-
nomial asq with q ≥ 2. From there, the functions qki,j (j > 1) are uniquely defined by
setting

ji,k∑
j=2

sjqki,j
∆
= −as2+κ −

∑
j

s2+κjh1,j .(73)
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It is simple to check that P1(i) is verified with this choice. This yields, in view of
(72),

γ̄ki = dpki +
1 r′′ −

∑
j

h1,jd
(
s2+κj

)
= dpki +

1 r′′′,

where the last equality comes from the fact that h1,j(0) = 0, as mentioned after (68).
By using the definition of one-forms of type 1, it follows that (51) is satisfied and
thus that P2(i) is verified—note that, if 1r′′′ = rsds + rcdc and i ≤ ρ(k), then rc is
homogeneous of nonpositive degree so that it is necessarily a constant, which in fact
is equal to zero since rc vanishes at f = 0.

For the last case, i = k, we proceed similarly. By using (59), (67), and (68),
relation (57) can again be rewritten in the form (48), this time with

γ̄kk = d


jk,k∑

j=2

sjqkk,j


+ α1 − smk

ρ(k)γ̄
k
ρ(k) +

1 r +2 r − s2
ρ(k)−1∑
j=m+1

h2,j(s, f)γ̄
k
j +

∑
j

s2+κjdh1,j

(74)

instead of (69). From (46), (47), (58), and the induction hypothesis P2(ρ(k)) if
ρ(k) > m,

α1 − smk
ρ(k)γ̄

k
ρ(k) = α1 − smk

ρ(k)dc− smk
ρ(k)γ̄

k
ρ(k),1ds

=
mk

k

2
(cds− sdc)− smk

ρ(k)γ̄
k
ρ(k),1ds .

(75)

If ρ(k) ≤ m so that λ(k) < ρ(k) ≤ m < k, these equalities are still valid since (47)
implies that mk

ρ(k) = 0. Using (75), (74) rewrites as

γ̄kk = d


jk,k∑

j=2

sjqkk,j


+ mk

k

2
(cds− sdc) +1 r +2 r − s2

ρ(k)−1∑
j=m+1

h2,j(s, f)γ̄
k
j

− smk
ρ(k)γ̄

k
ρ(k),1ds+

∑
j

s2+κjdh1,j .

(76)

From here, we proceed as for the previous case in order to rewrite the above equation
as (compare with (72))

γ̄kk = d


jk,k∑

j=2

sjqkk,j


+ mk

k

2
(cds− sdc) +1 r′′ + d(as2+κ) +

∑
j

s2+κjdh1,j .(77)

Using again (73) to define the functions qkk,j (j > 1) yields

γ̄kk =
mk

k

2
(cds− sdc) +1 r′′′,

and it is simple to check that the one-form γ̄kk satisfies (51) so that P2(i) is verified.
This ends the study of Case 2.

Case 3. k < i ≤ n(d). We define qki,j ≡ 0 according to (52) so that both P1(i)
and P2(i) are readily verified. This ends the proof of Lemma 3.
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Proof of Lemma 4. Since fk = f̄k ◦ ḡkη , we deduce from (43), (48), and (49) that,
for i ∈ {m+ 1, . . . , k},

ωk
i = ω̄k

i ◦ dḡkη
=

(
ωk−1
i + γki dθk

)
+

i−1∑
j=m+1

t′i,j
(
ωk−1
j + γkj dθk

)
,

(78)

where

γki (θ
k) = γ̄ki,1(ḡ

k
η(θ

k))η�(λ(k)) cos θk − γ̄ki,2(ḡ
k
η(θ

k))η�(ρ(k)) sin θk .(79)

By skew-symmetry of the wedge product, it follows from (78) that

ωk
m+1 ∧ · · · ∧ ωk

k =
(
ωk−1
m+1 + γkm+1dθk

) ∧ · · · ∧ (ωk−1
k + γkkdθk

)
.

Since each ωk−1
i is a one-form on T

k−m−1, we deduce from the above equation (using
multilinearity and skew-symmetry of the wedge product) that

ωk
m+1 ∧ · · · ∧ ωk

k =

k∑
i=m+1

γki
(
ωk−1
m+1 ∧ · · · ∧ ωk−1

i−1 ∧ dθk ∧ ωk−1
i+1 ∧ · · · ∧ ωk−1

k

)
.(80)

From (45) and (53),

γ̄ki,1(ḡ
k
η(θ

k)) = γ̄ki,1(∆
k
η(sin θk, cos θk,∆1/ηf

k−1(θk−1)))

= η�(i)−�(λ(k))γ̄ki,1(sin θk, cos θk,∆1/ηf
k−1(θk−1))

= η�(i)−�(λ(k))γ̄ki,1(sin θk, cos θk, 0) +
∑

j<�(i)−�(λ(k))

ηj β̄i,j(θ
k),

(81)

where the β̄i,j ’s denote smooth functions on T
k−m. The second equality in the above

equation comes from the fact that γ̄ki,1 is ∆
k-homogeneous of degree +(i) − +(λ(k)),

and the third one from the fact that γ̄ki,1(s, c, f) is polynomial in s, c, and f . A similar
calculation yields

γ̄ki,2(ḡ
k
η(θ

k)) = η�(i)−�(ρ(k))γ̄ki,2(sin θk, cos θk, 0) +
∑

j<�(i)−�(ρ(k))

ηj ¯̄βi,j(θ
k).(82)

From (51), (79), (81), and (82),

γki (θ
k) =




η�(k)m
k
k

2
+

∑
1<j<�(k)

ηjβk,j(θ
k) if i = k,

∑
1<j<�(k)

ηjβi,j(θ
k) otherwise

(83)

for some smooth functions βi,j on T
k−m. In view of (80) and (83),

(
ωk
m+1 ∧ · · · ∧ ωk

k

)
(θk) = η�(k)m

k
k

2

(
ωk−1
m+1 ∧ · · · ∧ ωk−1

k−1

)
(θk−1) +

∑
1≤j<�(k)

ηjβ′
k,j(θ

k)

for some other smooth functions β′
k,j on T

k−m. By the compacity of T
k−m and the

induction hypothesis, (42) follows when η is larger than some η0 > 0.
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3. Example. We illustrate the construction of transverse functions, as specified
in the proof of Proposition 4, in the case of the free system S(2, 3) on R

5. The
associated truncated P. Hall basis is B3 = {B1, . . . , B5}, where

B1
∆
= X1, B2

∆
= X2, B3

∆
= [B1, B2] = [X1, X2], B4

∆
= [B1, B3], B5

∆
= [B2, B3] .(84)

We have to compute f = fn(d) = f5, starting from fm+1 = f3. From (14) and (84),
λ(3) = 1 and ρ(3) = 2. Therefore, in view of (44),

f3(θ3) =

(
sin θ3, cos θ3,

sin 2θ3
4

, 0, 0

)T

.(85)

Let us now compute f4 from f3. From (14) and (84), λ(4) = 1 and ρ(4) = 3. Then
(46), (47), (50), and (52) give

f̄4(s, c, x) = x+



s
0
c
s c
0


+




0
0

sq43,1(x) + s2q43,2(x)
sq44,1(x) + s2q44,2(x) + s3q44,3(x)

0


 .(86)

From (52)

{
q43,1(x) = m4

3 xρ(3) = xρ(3) = x2,
q44,1(x) = m4

4 xρ(4) = 2xρ(4) = 2x3.
(87)

Let us now proceed with the determination of ω̄4
3 , as defined by (49). Since q

4
3,2 is by

definition homogeneous of degree +(3)− 2+(1) = 0, it is a constant function. A direct
calculation gives

ω̄4
3 = dx3 − x1dx2 + (x2 + 2sq

4
3,2)ds+ dc .

With the simple choice

q43,2 ≡ 0 ,(88)

consistent with P1(3), it follows that (48) is verified with γ̄4
3

∆
= x2ds+dc, a one-form

which satisfies the conditions in P2(3). There remains to determine q44,2 and q44,3.
Again, q44,3 is homogeneous of degree zero, and thus it is a constant function. A simple
calculation gives

ω̄4
4 =dx4 − x1dx3 + s(dx3 − x1dx2 + γ̄4

3) + s2(dq44,2 − dx2)− (x1 + s)dc

+ (c+ 2x3 + 2sq
4
4,2 + 3s

2q44,3 − x1x2 − 2sx2)ds .

The choice

q44,2(x) = x2 , q44,3 ≡ 0 ,(89)
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is clearly consistent with P1(4) and allows us to rewrite ω̄4
4 in the form (48), with

γ̄4
4

∆
= (c + 2x3 − x1x2)ds − (x1 + s)dc a one-form which satisfies the conditions in

P2(4). We finally obtain the following from (86), (87), (88), and (89):

f̄4(s, c, x) = x+




s
0

c+ sx2

s c+ 2sx3 + s2x2

0


 .(90)

The expression of f4 is then obtained by application of (53). As for the parameter
η4, it must be chosen large enough so that (42) is satisfied for k = 4. By inspection
the (conservative) condition η4 ≥ 5/2 can be derived.

The determination of f5 from f4 is performed in the same way. We obtain (details
are left to the reader)

f̄ 5(s, c, x) = x+ (0, s, c, 0, s c/2 + sx3)
T .(91)

Then, (53) gives the expression of f = f5. One verifies from (85), (90), and (91) that

f(θ5) =




sin θ3 + η4 sin θ4
cos θ3 + η5 sin θ5

1

4
sin 2θ3 + η2

4 cos θ4 + η4 sin θ4 cos θ3 + η2
5 cos θ5

η3
4

2
sin 2θ4 +

η4

2
sin θ4 sin 2θ3 + η2

4 sin
2 θ4 cos θ3

η3
5

4
sin 2θ5 + η5 sin θ5(f3(θ5)− η2

5 cos θ5)



.

For practical purposes, adequate values for the parameters η4 and η5 must be specified.
In this respect, let us mention only that numerical computations tend to indicate that
for η4 = 3 any value η5 ≥ 7 guarantees the satisfaction of (42).

Appendix.

Proof of Lemma 1 (property 4). We assume that i ∈ {1, . . . ,m}, since otherwise
a simple algebraic manipulation yields

dxi = (dxi − xλ(i)dxρ(i)) +

r̄∑
r=1

xλ(i)xλρ(i) . . . xλρr−1(i)(dxρr(i) − xλρr(i)dxρr+1)

+ xλ(i)xλρ(i) . . . xλρr̄(i)dxρr̄+1(i),

where r̄ is the smallest integer such that ρr̄+1(i) ∈ {1, . . . ,m}. It is sufficient to
specify some functions h1 and h2,j such that equality (20) holds when each side is
applied to any element of the basis {br, ∂/∂xs, r = 1, . . . ,m, s = m + 1, . . . , n(d)}
of the tangent space to R

n. From (17),

∀i = 1, . . . ,m
{
dxj(bi) = δji if j ∈ {1, . . . ,m},
ωj(bi) = 0 if j ∈ {m+ 1, . . . , n(d)},(92)
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where ωj = dxj − xλ(j)dxρ(j). Therefore, (20) applied to any br holds by setting
h1 = qi defined by (19). Finally, the functions h2,j are defined recursively, for +(j)
decreasing from d′ to 2, by setting




h2,j = −∂h1

∂xj
, +(j) = d′,

h2,j = −∂h1

∂xj
+

∑
�(j)<�(j′)≤d′

h2,j′xλ(j′)dxρ(j′)(∂/∂xj), 1 < +(j) < d′.

Proof of Lemma 2. Since the set {g1, . . . , gm} is nilpotent of order d + 1, it
follows from the definition of the P. Hall basis that {g1, . . . , gn(d)} is a basis of
Lie{g1, . . . , gm}. Therefore, it is clearly a basis of Lie{g1, . . . , gn(d)}. Then, (33)
follows from the well-known fact that the solution of (32) is an exponential Lie series
(see, e.g., [16] for details).

Let us finally prove that the mapping defined by (34) is one-to-one. Consider the
system

ẋ =

n(d)∑
i=1

cigi(x).(93)

From property 2 of Lemma 1, each v.f. gi is smooth and ∆-homogeneous of strictly
negative degree. Therefore, its kth component gi,k can depend only on the components
xj of x such that j < k. From this and property 1 of Lemma 1, we deduce that the
kth component of (93) can be written as

ẋk = ckak + hk(x
−
k , c

−
k ),(94)

where the notation y−k for a vector y ∈ R
n denotes the subvector (y1, . . . , yk−1), and

hk is some smooth function. Using (94), one easily proves by induction on k that any
solution to (93) satisfies

∀k = 1, . . . , n ,∀t, xk(t) = xk(0) + tckak + fk(x
−
k (0), c

−
k , t)

for some smooth function fk. Therefore,

∀k = 1, . . . , n ,

exp


n(d)∑

i=1

cigi


x0



k

= x0,k + ckak + fk(x
−
0,k, c

−
k , 1),

and one easily infers from these equalities that

(c1, . . . , cn(d)) 	= (c′1, . . . , c′n(d)) =⇒ exp


n(d)∑

i=1

cigi


x0 	= exp


n(d)∑

i=1

c′igi


x0 .
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