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Introduction

This thesis provides some new results concerning uniqueness and $L^1$ stability of solutions to hyperbolic systems of conservation laws in one space dimension

$$u_t + f(u)_x = 0, \quad x \in \mathbb{R}, \quad t \geq 0. \quad (1)$$

Here $u = u(t, x) \in \mathbb{R}^n$ is the vector of the conserved quantities, and the flux function $f: \Omega \to \mathbb{R}^n$ is a smooth vector field defined on a domain $\Omega \subset \mathbb{R}^n$. We shall assume that system (1) is strictly hyperbolic, i.e., that, for each $u \in \Omega$, the Jacobian matrix $Df(u)$ has $n$ distinct eigenvalues $\lambda_1(u) < \cdots < \lambda_n(u)$, and that each characteristic family is either linearly degenerate or genuinely nonlinear in the sense of Lax. Systems of this type provide models of several nonlinear phenomena (for example in gas dynamics, traffic flow, elastodynamics) when dissipation effects, such as viscosity, are neglected.

It is well-known that, because of the nonlinear dependence of the characteristic speeds $\lambda_k(u)$ on the state variable $u$, solutions of the Cauchy problem for systems of conservation laws may develop discontinuities in finite time due to gradient catastrophe, no matter the regularity of the initial data. Therefore, to achieve global existence results, it is essential to work within a class of discontinuous functions, interpreting the system of equations (1) in its distributional sense. Since, in general, weak solutions of the Cauchy problem for (1) are not unique, an entropy criterion for admissibility is usually added to rule out non-physical discontinuities.

The existence of global entropy weak solutions of the Cauchy problem for (1) with small total variation was first established by Glimm in 1965, in the fundamental paper [37], using a probabilistic algorithm. An alternative method for constructing solutions of the Cauchy problem, as limit of a sequence of piecewise constant approximate solutions defined by a front tracking algorithm, was introduced in the papers of Dafermos [27] for scalar equations and Di Perna [32] for $2 \times 2$ systems, then extended by Bressan [10] and Risebro [64] to general $n \times n$ systems. By generating more accurate approximations, this method provides additional insight on the behaviour of solutions. In the present work, we will take advantage of the properties of wave-front tracking approximations to estimate how solutions are affected when the initial data are changed, and to derive some regularity conditions on the solutions to (1) that guarantee the uniqueness of entropy admissible weak solutions of the corresponding Cauchy problem.

The well-posedness of the Cauchy problem for (1) has been studied by several authors
[55, 40, 56, 62], starting with the pioneering work of DiPerna [33]. However, apart from the scalar case [46, 69], a gap remained between the existence and the well-posedness theory since, while the global existence had been obtained within a space of BV functions, uniqueness and continuous dependence was established in all of these works only for solutions satisfying additional restrictive regularity conditions.

A completely different approach, the semigroup approach, introduced by Bressan in [11] and then developed with his collaborators in [15, 17, 18, 20, 22, 7], was the first to provide a general uniqueness theorem within the same class of BV functions where existence could be proven (see [14] for a resume on this activity). The basic idea involved in this approach consists in considering the problem of constructing a whole Lipschitz continuous semigroup of solutions to (1), compatible with the standard solutions of the Riemann problems, rather than comparing a single pair of solutions. More precisely, a Standard Riemann Semigroup generated by (1) is a map $S : \mathcal{D} \times [0, \infty[ \mapsto \mathcal{D}$, defined on a closed domain $\mathcal{D} \subset L^1$, with the properties:

(i) the domain $\mathcal{D}$ contains all the functions $\bar{u} \in L^1$ with sufficiently small total variation;

(ii) for every $\bar{u} \in \mathcal{D}$, and all $t, s \geq 0$, one has

$$S_0 \bar{u} = \bar{u}, \quad S_t S_s \bar{u} = S_{t+s} \bar{u};$$

(iii) there exists a Lipschitz constant $L$ such that, for all $\bar{u}, \bar{v} \in \mathcal{D}$, $t, s \geq 0$, one has

$$\|S_t \bar{u} - S_s \bar{v}\|_{L^1} \leq L \left(|t - s| + \|\bar{u} - \bar{v}\|_{L^1}\right);$$

(iv) if $\bar{u} \in \mathcal{D}$ is piecewise constant, then for $t > 0$ sufficiently small the function $u(t, \cdot) = S_t \bar{u}$ coincides with the solution of (1) obtained by piecing together the standard entropic solutions of the Riemann problems determined by the jumps of $\bar{u}$.

It was shown in [11] that a Lipschitz continuous semigroup of solutions to (1) with the above properties is necessarily unique (up to the domain) and each trajectory $t \mapsto u(t, \cdot) = S_t \bar{u}$ turns out to be a weak, entropy-admissible solution of the corresponding Cauchy problem. Thus, once the existence of such a semigroup is established, a natural method is available to obtain the well-posedness theory. Namely, in order to prove the uniqueness of the solutions to a given Cauchy problem with initial data $\bar{u} = \bar{u}(x) \in \mathcal{D}$,
it suffices to show that every entropy weak solution \( u = u(t, x) \), that satisfies some mild assumption either on the local boundedness of the total variation or on the oscillation, actually coincides with the corresponding (unique) trajectory of the semigroup:

\[
  u(t, \cdot) = S_t u \quad \forall \, t \geq 0.
\]  

(4)

A regularity condition which implies the identity (4) was introduced by Bressan and LeFloch in [20]. This condition, called Tame Variation, controls the total variation of an entropy weak solution \( u \) along space-like segment in the \( t-x \) plain, and is clearly satisfied by solutions constructed by the Glimm scheme or by a front tracking algorithm.

In Chapter 1 we introduce a weaker regularity assumption, the so-called Tame Oscillation, which controls the local oscillation of \( u \) in a forward neighborhood of each point in the \( t-x \) plane, and is sufficient to guarantee uniqueness of entropy weak solutions. In turn, this result yields the uniqueness of weak solutions which satisfy a decay estimate on positive waves for genuinely nonlinear systems, thus extending a classical result proved by Oleinik [63] in the scalar case. In fact, this decay property implies both the entropy admissibility condition and the Tame Oscillation condition.

An alternative regularity assumption sufficient to guarantee uniqueness has been given by Bressan and Lewicka in [22]. This condition requires that the solution \( u = u(t, x) \) has bounded variation along a suitable family of space-like curves. In all cases, the uniqueness is established within the same class of functions where an existence theorem can be proven.

In order to establish the \( L^1 \) stability estimate (3) for a semigroup of solutions generated by (1), three different approaches were proposed in the past years.

1. Comparison of solutions by homotopy and linearization. To estimate the distance between two solutions \( u \) and \( v \), one constructs a one parameter path \( \gamma_t : \theta \mapsto u(t, t) \) of solutions joining \( u \) with \( v \), and then study how the \( L^1 \) length of \( \gamma_t \) varies in time. As long as all solutions \( u(\theta) \) remain sufficiently regular, the length of \( \gamma_t \) can be computed integrating a suitable defined weighted norm of a generalized tangent vector. By deriving careful a-priori estimates on the weighted norm of these tangent vectors, one provides a bound on the length of \( \gamma_t \) and hence on the distance \( ||u(t) - v(t)||_{L^1} \). The \( L^1 \) stability of entropy admissible \( BV \) solutions was obtained following this approach by Bressan and Colombo [15], in the case of systems of two equations, and by Bressan, Crista and Piccoli [17], in the general
case of $n \times n$ systems with genuinely nonlinear or linearly degenerate characteristic fields.

2. **Construction of a Lyapunov type functional.** It is explicitly defined a functional $\Phi = \Phi(u, v)$ which is equivalent to the $L^1$ distance and decreases along couples of solutions to the hyperbolic system (1). A key role in the stability analysis of this approach is played by a new entropy functional for genuinely nonlinear scalar equations introduced by Liu and Yang in [58]. The construction of a robust functional with the above properties for general $n \times n$ systems was established by Bressan, Liu and Yang in [23], and by Liu and Yang in [61].

3. **Haar’s method of admissible averaging matrices.** Given any two entropy solutions $u, v$ of (1), one considers an averaging matrix $A = A(u, v)$ satisfying the consistency property

$$A(u, v)(v - u) = f(v) - f(u), \quad u, v \in \mathbb{R}^n.$$  

The problem of proving the $L^1$ stability estimate (3) is then (essentially) equivalent to showing the uniqueness and $L^1$ stability for the linear hyperbolic system with discontinuous coefficient

$$\psi_t + (A\psi)_x = 0.$$  

This approach, closely related to Holmgren’s method (see [54] and the references therein), was first pursued by Hu and LeFloch in [41] to study the continuous dependence of solutions for systems of conservation laws.

The $L^1$-stability results obtained in this thesis are obtained partly by using the homotopy approach (Chapters 2, 3), and partly following the Haar’s method (Chapter 4).

In Chapter 2 we consider the problem of extending the construction of the Lipschitz continuous semigroup of solutions developed in [8, 15, 17, 23] to domains of $L^\infty$ functions with possibly unbounded variation. We recall that, for scalar conservation laws, the uniqueness and continuous dependence of $L^\infty$ solutions was established by a classical work of Kruzhkov [46]. On the other hand, in the case of $n \times n$ systems, the available stability results apply only to domains $D$ of functions with uniformly bounded total variation. A counterexample by Bressan and Shen [24] of a $3 \times 3$ strictly hyperbolic, quasilinear system shows that, in general, the Cauchy problem with $L^\infty$ data may not be well posed.
INTRODUCTION

It is thus natural to ask in which cases the construction of a continuous semigroups
of solutions can be pursued within domains of $L^\infty$ functions. In Chapter 2 we show
that this can be achieved in the case of Temple class systems, i.e. systems for which rar-
efaction and shock curves coincide [40, 66], under the assumption that all characteristic
fields are genuinely nonlinear. Namely, for a large class of initial data $\bar{u} \in L^\infty$, we prove
the existence of solutions $t \to S_t\bar{u}$ to the corresponding Cauchy problem, obtained as
limit of front-tracking approximations, which depend on $\bar{u}$ in a Lipschitz continuous way,
w.r.t. the $L^1$ norm. Using similar techniques to those developed in Chapter 1, we then
show that each semigroup trajectory $u(t, \cdot) = S_t\bar{u}$ provides the unique weak solution of
the Cauchy problem for (1), with initial data $\bar{u}$, which satisfies an entropy condition of
Oleinik type, concerning the decay of positive waves.

The proof of the Lipschitz continuous dependence on the initial data of the trajec-
tories of the semigroup is achieved by the homotopy type approach. As in [15, 8, 7], the
basic idea consists in “differentiating” a family of front tracking approximate solutions
w.r.t. a parameter which determines the locations of the jumps, and in providing a pri-
or bound on the norm of the resulting “shift differential”. The key stability estimate is
obtained relying on two remarkable properties of genuinely nonlinear systems of Temple
class:

a) By genuine nonlinearity and finite propagation speed, the total amount of waves
in a solution $u(t, \cdot)$ which can be influenced by shifting a single wave-front of $u$ at
time $t = 0$ remains uniformly bounded for all $t > 0$.

b) For solutions of Temple class systems, the support of perturbations satisfies a
special localization property.

In Chapter 3 we study the well-posedness of the initial-boundary value problem

\begin{equation}
\begin{align*}
  u_t + f(u)_x &= 0, & t > 0, & x > 0, \\
  u(0, x) &= \bar{u}(x), \\
  u(t, 0) &= \bar{u}(t),
\end{align*}
\end{equation}

(7)

for the same class of Temple systems considered in Chapter 2. Here, following [34], the
boundary condition is intended in the (weak) form

\begin{equation}
\begin{align*}
  u(0+, t) \in \mathcal{V}(\bar{u}(t)), & \quad t > 0,
\end{align*}
\end{equation}

(8)
where \( \mathcal{V}(\hat{u}(t)) \) is a time-dependent set (the set of admissible boundary values) that is defined from the boundary data using the notion of Riemann problem, while \( u(0+, t) \) represents the (weak) trace of \( u \). As in the case of the Cauchy problem, also for the mixed initial-boundary value problem the existence and well-posedness theory has been established for scalar conservation laws within domains of \( L^\infty \) functions \([45, 66, 49]\), while, in the case of \( n \times n \) systems, the global existence and stability results available apply only to solutions with small total variation (see \([1, 2, 3, 65]\) and references therein).

In order to extend these results to a class of \( L^\infty \) functions for \( n \times n \) genuinely nonlinear Temple systems, we apply in Chapter 3 the same technique developed in Chapter 2 and construct a Lipschitz continuous semigroup of solutions to (7), whose trajectories satisfy a suitable entropy condition of Oleinik type.

Having in mind applications of Temple systems to study problems of oil reservoir simulation, multicomponent chromatography, as well as in models for traffic flows, in the second part of Chapter 3 we focus our attention on (7) from the point of view of control theory. Namely, following the same approach adopted by Ancona and Marson \([5, 6]\) for scalar conservation laws, we fix a set \( \mathcal{U} \subset L^\infty \) of boundary data regarded as admissible controls, and, taking the initial data \( \bar{u} \equiv 0 \), we consider the set of attainable profiles at a fixed time \( T \)

\[
\mathcal{A}(T, \mathcal{U}) = \left\{ u(T, \cdot) : u \text{ is a solution to (7) with } \bar{u} \equiv 0 \text{ and } \hat{u} \in \mathcal{U} \right\},
\]

and at a fixed point in space \( \bar{x} > 0 \)

\[
\mathcal{A}(\bar{x}, \mathcal{U}) = \left\{ u(\cdot, \bar{x}) : u \text{ is a solution to (7) with } \bar{u} \equiv 0 \text{ and } \hat{u} \in \mathcal{U} \right\}.
\]

Motivated by applications to calculus of variations and problems of optimization we establish closure and compactness in the \( L^1 \) topology of the attainable sets in connection with a class of \( L^\infty \) boundary controls.

In Chapter 4, following Hu and LeFloch \([41]\), we investigate the \( L^1 \) stability issue from the standpoint of Holmgren's and Haar's methods, and apply this technique to the scalar conservation law. Extending the result obtained in \([41]\) for piecewise constant solutions, we establish sharp \( L^1 \) continuous dependence estimates for general solutions of bounded variation. More precisely, we recover an estimate of the form

\[
\|u(t) - v(t)\|_{L^1} + \int_s^t \|M(\tau; u, v)\, d\tau \leq \|u(s) - v(s)\|_{L^1}, \quad 0 \leq s \leq t,
\]

(9)
for any two entropy solutions of bounded variation \( u \) and \( v \) of (1), where \( \| \cdot \|_{L^1(t)} \) is a weighted norm equivalent to the standard \( L^1 \) norm on the real line. In (9), the positive term \( M(\tau; u, v) \) is determined explicitly evidentiating the contributions of all the discontinuities and the continuous parts of the solutions, and provides a sharp bound on the strict decrease of the \( L^1 \) distance. Precisely, the term \( M \) turns out to be cubic in nature; a stronger quadratic decrease is produced where the solutions cross each other. Observe that, with a suitable choice of the definition of the wave strengths, the weighted norm reduces to the Liu-Yang's functional [58]. Our approach provides a new derivation and some generalization of this \( L^1 \) functional. Note that the weight is far from being unique and we believe that this flexibility in choosing the weight may be helpful in certain applications.

Two different strategies are pursued. On one hand, we justify passing to the limit in an \( L^1 \) estimate valid for piecewise constant wave-front tracking approximations. On the other hand, we use the technique of generalized characteristic and, following closely an approach by Dafermos [29], we derive the sharp \( L^1 \) estimate directly from the equation. This approach can be extended to \( n \times n \) systems with genuinely nonlinear characteristic fields ([39]).
Chapter 1

Oleinik type estimates and uniqueness for $n \times n$ conservation laws
1.1 Introduction to Chapter 1

Consider a scalar conservation law in one space dimension:

\[ ut + f(u)x = 0. \]  \hfill (1.1)

If \( f \) is strictly convex, say \( f''(u) \geq \kappa > 0 \) for every \( u \), a well known estimate of Oleinik [62, 67] states that

\[ u(t, y) - u(t, x) \leq \frac{y - x}{\kappa t} \]  \hfill (1.2)

for all \( t > 0 \), \( x < y \) and every entropy-admissible solution of (1.1). Conversely, if \( u = u(t, x) \) is a weak solution satisfying (1.2), then \( u \) is entropy-admissible. In particular, given an initial condition

\[ u(0, x) = \bar{u}(x), \]  \hfill (1.3)

the above decay estimate singles out a unique weak solution to the Cauchy problem, continuously depending on the initial data \( \bar{u} \) in the \( L^1 \) norm.

The aim of the present Chapter is to prove an analogous uniqueness theorem, valid for \( BV \) solutions of \( n \times n \) hyperbolic systems. The following standard conditions [47, 67] will be assumed throughout:

\( \blacklozenge \) The function \( f \) is smooth, defined for \( u \) in a neighborhood \( \Omega \) of the origin. The system (1.1) is strictly hyperbolic. Each characteristic field is either linearly degenerate or genuinely nonlinear.

Under these assumptions, it was proved in [15, 17] that there exists a family of entropy weak solutions to (1.1) continuously depending on the initial data. More precisely, there exists a closed domain \( \mathcal{D} \subset L^1(\mathbb{R}^n) \), constants \( \eta_0, L > 0 \), and a continuous semigroup \( S: \mathcal{D} \times [0, \infty) \to \mathcal{D} \) with the properties:

(i) Every function \( \bar{u} \in L^1 \) with Tot.Var.(\( \bar{u} \)) \( \leq \eta_0 \) lies in \( \mathcal{D} \).

(ii) For all \( \bar{u}, \bar{v} \in \mathcal{D} \), \( t, s \geq 0 \) one has \( \| S_t \bar{u} - S_s \bar{v} \|_{L^1} \leq L(t - s + \| \bar{u} - \bar{v} \|_{L^1}) \).

(iii) If \( \bar{u} \in \mathcal{D} \) is piecewise constant, then for \( t > 0 \) sufficiently small the function \( u(t, \cdot) = S_t \bar{u} \) coincides with the solution of (1.1), (1.3) obtained by piecing together the standard self-similar solutions of the corresponding Riemann problems.

(iv) Each trajectory \( t \mapsto u(t, \cdot) = S_t \bar{u} \) is a weak, entropy-admissible solution of the corresponding Cauchy problem (1.1), (1.3).
(v) Every weak solution obtained as limit of Glimm or front tracking approximations coincides with the corresponding trajectory of the semigroup.

An alternative, much shorter proof of this same result was recently given in [23]. The positively invariant domain $\mathcal{D}$ has the form

$$\mathcal{D} = cl \left\{ u \in L^1(\mathbb{R}; \mathbb{R}^n) ; \ u \text{ is piecewise constant}, \ V(u) + C_0 \cdot Q(u) < \delta_0 \right\}, \quad (1.4)$$

for some constants $C_0, \delta_0 > 0$. Here $V(u)$ and $Q(u)$ denote the total strength of waves and the wave interaction potential of $u$, while $cl$ denotes closure in $L^1$. On a given domain $\mathcal{D}$, the semigroup $S$ with the above properties is unique.

Following [11], we say that a map $S$ with the properties (i)-(iii) is a Standard Riemann Semigroup (SRS). See [12] for a general survey. These results provide a new method for proving the uniqueness of the solution $u$ to a given Cauchy problem (1.1), (1.3). Namely, it now suffices to show that $u$ coincides with the corresponding semigroup trajectory:

$$u(t, \cdot) = S_t \bar{u} \quad \text{for all } t \geq 0. \quad (1.5)$$

In turn, a convenient way to prove (1.5) is to use the error estimate [13]

$$\|u(T) - S_T u(0)\|_{L^1} \leq L \cdot \int_0^T \left\{ \liminf_{h \to 0^+} \frac{\|u(t+h) - S_h u(t)\|_{L^1}}{h} \right\} dt, \quad (1.6)$$

valid for every Lipschitz continuous map $u : [0, T] \mapsto \mathcal{D}$. By showing that the integrand on the right hand side of (1.6) vanishes for almost every time $t$, one can thus establish (1.5). This approach was adopted in [20], proving the uniqueness of the entropy weak solution $u = u(t,x)$ which satisfies an additional regularity assumption. This additional condition, called Tame Variation, controls the total variation of $u$ along space-like segments in the $t$-$x$ plane.

In the first part of this Chapter we show that the Tame Variation can be replaced by a weaker assumption, restricting the oscillation of $u$ on a forward neighborhood of each given point. Observing that a weak solution of (1.1) is defined up to a set of measure zero in the $t$-$x$ plane, for sake of definiteness we shall henceforth consider its right continuous version, so that

$$u(t,x) = \lim_{y \to x^+} u(t,y) \quad \text{for all } (t,x). \quad (1.7)$$

This is meaningful since each map $x \mapsto u(t,x)$ has bounded variation. By $\lambda_1(u) < \cdots < \lambda_n(u)$ we denote the characteristic speeds, i.e. the eigenvalues of the Jacobian
matrix $Df(u)$. Following [47, p. 555], we say that a shock is entropy admissible if the characteristics of the same genuinely nonlinear family impinge on the shock line from both sides.

For clarity, our main assumptions are listed below.

(A1) (Conservation Equations) The function $u = u(t, x)$ is a weak solution of the Cauchy problem (1.1), (1.3), taking values within the domain $D$ of a Standard Riemann Semigroup $S$. More precisely, $u : [0, T] \mapsto D$ is continuous w.r.t. the $L^1$ distance. The initial condition (1.3) holds, together with

$$\int \int (u \varphi_x + f(u) \varphi_x) \, dx dt = 0$$

for every $C^1$ function $\varphi$ with compact support contained inside the open strip $]0, T[ \times \mathbb{R}$.

(A2) (Entropy Condition) Let $u$ have an approximate jump discontinuity at some point $(\tau, \xi) \in ]0, T[ \times \mathbb{R}$. More precisely, let there exist states $u^-, u^+ \in \Omega$ and a speed $\lambda \in \mathbb{R}$ such that, calling

$$U(t, x) = \begin{cases} 
  u^- & \text{if } x < \xi + \lambda(t - \tau), \\
  u^+ & \text{if } x > \xi + \lambda(t - \tau),
\end{cases}$$

there holds

$$\lim_{\rho \to 0^+} \frac{1}{\rho^2} \int_{\tau - \rho}^{\tau + \rho} \int_{\xi - \rho}^{\xi + \rho} |u(t, x) - U(t, x)| \, dx dt = 0.$$}

(1.10)

Then, for some $i \in \{1, \ldots, n\}$, one has the entropy inequality:

$$\lambda_i(u^-) \geq \lambda \geq \lambda_i(u^+).$$

(1.11)

(A3) (Tame Oscillation Condition) There exists constants $K$ and $\lambda^*$ such that, at every point $(\tau, \xi)$, one has

$$\limsup_{t \to \tau^+, \ x \to \xi^-} |u(t, x) - u(\tau, \xi)| \leq K \cdot |u(\tau, \xi^+) - u(\tau, \xi^-)|$$

(1.12)

and

$$\lim_{t \to \tau^+, \ x \to \xi^\pm} \frac{u(t, x) - u(\tau, \xi)}{|x - \xi|} = \lambda^*(t - \tau)$$

(1.13)
By \( u(\tau, \xi \pm) \) we denote here the right and left limits of the map \( x \mapsto u(\tau, x) \) at the point \( \xi \). They certainly exist because this map has bounded variation. Observe that the Tame Oscillation consists of local \( L^\infty \) type estimates. These are much weaker than the global \( BV \) type estimates required by the Tame Variation assumption in [20]. Yet, (A3) suffices to guarantee uniqueness of entropy weak solutions:

**Theorem 1.1.1** Let the basic assumptions (\( \bigstar \)) hold, so that the system (1.1) generates a Standard Riemann Semigroup \( S: \mathcal{D} \times [0, \infty] \mapsto \mathcal{D} \). Then, for every \( \bar{a} \in \mathcal{D} \), \( T > 0 \), the Cauchy problem (1.1), (1.3) has a unique weak solution \( u: [0, T] \mapsto \mathcal{D} \) satisfying the assumptions (A1)–(A3). Indeed, these conditions imply the identity (1.5).

In the second part of this Chapter we show that, for genuinely nonlinear \( n \times n \) systems, the Oleinik type estimates on the decay of positive waves imply both the Entropy Condition and the Tame Oscillation Condition stated above. This will provide an additional uniqueness theorem for weak solutions of the Cauchy problem (1.1), (1.3).

Decay estimates were proved in [57] for approximate solutions constructed by the Glimm scheme, and in [16] for exact solutions obtained as limit of front tracking approximations. A careful statement of these results requires some notations.

Let \( A(u) = Df(u) \) be the Jacobian matrix of \( f \) at \( u \). Smooth solutions of (1.1) thus satisfy the equivalent quasilinear system

\[
  u_t + A(u)u_x = 0. \tag{1.14}
\]

Call \( \lambda_1(u) < \cdots < \lambda_n(u) \) the eigenvalues of \( A(u) \). Moreover, choose right and left eigenvectors \( r_i(u), l_i(u), i = 1, \ldots, n \), normalized so that

\[
  \lVert r_i \rVert = \frac{1}{\sqrt{\langle l_i, r_j \rangle}} = \begin{cases} 
  1 & \text{if } i = j, \\
  0 & \text{if } i \neq j
\end{cases} \tag{1.15}
\]

for every \( i \in \{1, \ldots, n\} \) and all \( u \) in the domain of \( f \). The assumption on the genuine nonlinearity of the \( i \)-th characteristic family can be written as

\[
  \nabla \lambda_i \cdot r_i(u) \geq \lim_{h \to 0} \frac{\lambda_i(u + hr_i(u)) - \lambda_i(u)}{h} \geq \kappa_i > 0. \tag{1.16}
\]

For a given state \( u \in \mathbb{R}^n \) and \( i = 1, \ldots, n \), we denote by

\[
  \sigma \mapsto S_i(\sigma)(u), \quad \sigma \mapsto R_i(\sigma)(u)
\]
respectively the $i$-shock and the $i$-rarefaction curve through $u$, parametrized by arc-length. Moreover, we consider the composite curve

$$
\Psi_i(\sigma)(u) = \begin{cases} 
R_i(\sigma)(u) & \text{if } \sigma \geq 0, \\
S_i(\sigma)(u) & \text{if } \sigma < 0.
\end{cases} 
\tag{1.17}
$$

As in [16], the definition of the Glimm interaction functional can be extended to general BV functions. Let $u : \mathbb{R} \mapsto \mathbb{R}^n$ have bounded variation. Then the distributional derivative $\mu = Du$ is a vector measure. Let $x_1, x_2, \ldots$ be the points where $u$ has a jump, say $\Delta u(x_\alpha) = u(x_\alpha^+) - u(x_\alpha^-)$. Call $\sigma^n_\alpha, \ldots, \sigma^1_\alpha$ the waves generated by the corresponding Riemann problem at $x_\alpha$. Recalling (1.17), this means

$$
u(x_\alpha^+) = \Psi_n(\sigma^n_\alpha) \circ \cdots \circ \Psi_1(\sigma^1_\alpha)(u(x_\alpha^-)). \tag{1.18}$$

For $i = 1, \ldots, n$ we can now define $\mu^i$ as the signed measure such that, for every open interval $J$,

$$
\mu^i(J) = \int_J l_i \cdot Du, \tag{1.19}
$$

where

$$
\begin{cases} 
l_i(x) = l_i(u(x)) & \text{if } u \text{ is continuous at } x, \\
l_i(x_\alpha) \cdot \Delta u(x_\alpha) = \sigma^i_\alpha & \text{if } u \text{ has a jump at } x_\alpha.
\end{cases} \tag{1.20}
$$

Observe that, for a point of jump as in (1.18), the definitions (1.19)-(1.20) simply mean $\mu^i(\{x_\alpha\}) = \sigma^i_\alpha$. In this case, (1.20) does not uniquely determine the value of $l_i(x_\alpha)$. However, since

$$
\sigma^i_\alpha = l_i(u(x_\alpha)) \cdot \Delta u(x_\alpha) + O(1) \cdot |\Delta u(x_\alpha)|^2, \tag{1.21}
$$

where $O$ is the Landau order symbol, we can choose the vector $l_i$ so that

$$
|l_i(x_\alpha) - l_i(u(x_\alpha))| = O(1) \cdot |\Delta u(x_\alpha)|. \tag{1.22}
$$

Call $\mu^+, \mu^-$ the positive and negative parts of the signed measure $\mu^i$, so that

$$
\mu^i = \mu^+ - \mu^-, \quad |\mu^i| = \mu^+ + \mu^- . \tag{1.23}
$$

The total strength of waves in $u$ is defined as

$$
V(u) = \sum_{i=1}^n V_i(u), \quad V_i(u) = |\mu^i|(\mathbb{R}), \tag{1.24}
$$
Let $N$ be the set of those indices $i \in \{1, \ldots, n\}$ such that the $i$-th characteristic family is genuinely nonlinear. The interaction potential of waves in $u$ is then defined as

$$Q(u) = \sum_{1 \leq i < j \leq n} (|\mu^i| \times |\mu^j|)(\{(x, y); \ x < y\})$$

$$+ \sum_{i \in N} (|\mu^i| \times |\mu^i|)(\{(x, y); \ x \neq y\}).$$

(1.25)

The decay estimates in [16] can be stated as follows.

**Proposition 1.1.2** Let the $i$-th characteristic field be genuinely nonlinear. Then there exist constants $C_1, \kappa > 0$ such that, for every solution $u$ with small total variation obtained as limit of wave-front tracking approximations, one has

$$\mu^{i+}_t([a, b]) \leq \frac{b - a}{\kappa(t - s)} + C_1 \cdot [Q(u(s)) - Q(u(t))] .$$

(1.26)

for every interval $[a, b]$ and all $t > s \geq 0$.

Here and in the sequel, by $\mu^{i+}_t$ we denote the measure of positive $i$-waves in $u(t, \cdot)$. Intuitively, (1.26) says that these positive waves can be split in two parts:

- The "old" waves, generated before time $s$, that have decayed throughout the interval $[s, t]$ due to genuine nonlinearity. Their density is $O(1) \cdot (t - s)^{-1}$.
- The "new" waves, generated after time $s$. Their density can be arbitrarily large, but their total strength is controlled by the decrease in the interaction potential.

Our second main result provides a converse to Proposition 1.1.2, showing that the uniqueness of solutions to the Cauchy problem can also be derived from the following.

**(A4) (Decay Assumption)** There exist a constant $\kappa > 0$ and a nonincreasing function $Z$ such that

$$\mu^{i+}_t([a, b]) \leq \frac{b - a}{\kappa(t - s)} + [Z(s) - Z(t)].$$

(1.27)

for every interval $[a, b]$ and all $i = 1, \ldots, n$, $t > s \geq 0$.

**Theorem 1.1.3** Let the system (1.1) be strictly hyperbolic, with each characteristic field genuinely nonlinear, so that it generates a Standard Riemann Semigroup $S$ on a domain $D$ as in (1.4), with $\delta_0 > 0$ sufficiently small. Then, for every $\bar{u} \in D$, $T > 0$, the Cauchy problem (1.1), (1.3) has a unique solution $u : [0, T] \mapsto D$ satisfying (A1) and (A4) for some constant $\kappa$ and some nonincreasing function $Z$. Indeed, these conditions imply the identity (1.5).
1.2. PRELIMINARY RESULTS

Several uniqueness results for entropy weak solutions to hyperbolic systems of conservation laws have appeared in the literature. For scalar conservation laws, the uniqueness and stability problem was completely solved by Kruzhkov [46]. In the case of systems, however, until recently all available theorems required additional regularity hypotheses on the solutions. In [63, 56], a uniqueness result is proved in the class of piecewise smooth functions, while in [33] it is shown that if a piecewise regular solution exists, then it is unique within a class of BV functions. The main result in [54] establishes the uniqueness of solutions under a restriction on the locations of centered rarefaction waves. For Temple class systems, stronger uniqueness theorems can be found in [30, 40]. Relying on the semigroup approach proposed in [11], the uniqueness theorem in [20] was the first one which could be applied within the same class of BV functions where an existence theorem is known. The present assumptions (A3) further weaken the regularity condition used in [20] and are clearly satisfied by the weak solutions obtained as limits of the Glimm scheme [37] or front tracking approximations [12]. As shown in [16], any limit of front tracking approximations satisfies the decay assumption (A4), provided that all characteristic fields of the system (1.1) are genuinely nonlinear.

1.2 Preliminary results

In this section we collect some technical lemmas, for later use.

**Lemma 1.2.1** Let $u : [0, T] \times \mathbb{R} \mapsto \mathbb{R}^n$ be a function which satisfies the Conservation Equations (A1), say with $\text{Tot.Var.} u(t, \cdot) \leq M$ for all $t \in [0, T]$. Then the map $t \mapsto u(t, \cdot)$ is Lipschitz continuous, i.e.

$$\|u(\tau, \cdot) - u(\tau', \cdot)\|_{L^1} \leq L'|\tau - \tau'|$$

(1.28)

for some constant $L'$ and all $\tau, \tau' \in [0, T]$.

**Proof of Lemma 1.2.1.** Fix any $\tau > \tau' > 0$ and construct a smooth approximation to the characteristic function of the interval $[\tau', \tau]$. For this purpose, take a smooth nondecreasing function $\alpha : \mathbb{R} \rightarrow [0, 1]$, such that

$$\alpha(x) = \begin{cases} 
0 & \text{if } x \leq -1, \\
1 & \text{if } x \geq 1,
\end{cases}$$

...
and define \( \alpha_h(x) \equiv \alpha(x/h) \). As \( h \to 0^+ \), \( \alpha_h \) thus approaches the Heaviside function. Consider any smooth function \( \psi = \psi(x) \) with compact support, and define

\[
\varphi_h(t, x) = [\alpha_h(t - \tau') - \alpha_h(t - \tau)]\psi(x).
\]

By the assumption on \( u \), using \( \varphi_h \) in (1.8) and letting \( h \to 0 \), thanks to the \( L^1 \) continuity of the function \( t \mapsto u(t, \cdot) \) we obtain

\[
\int \psi(x)[u(\tau, x) - u(\tau', x)]d\tau + \int_{\tau'}^\tau \int \psi(x) f(u)d\tau dx dt = 0.
\]

It thus follows

\[
\|u(\tau, \cdot) - u(\tau', \cdot)\|_{L^1} = \sup_{\psi \in \mathcal{C}_0^1, \|\psi\|_1 \leq 1} \int \psi(x)[u(\tau, x) - u(\tau', x)]d\tau \\
\leq \int_{\tau'}^\tau \text{Tot.Var.}\{f(u(t, \cdot))\} dt \\
\leq M \cdot \text{Lip}(f) \cdot |\tau - \tau'|,
\]

where by \( \text{Lip}(f) \) we denote the Lipschitz constant of the function \( f \) on the domain \( |u| \leq M \). \( \square \)

**Lemma 1.2.2** Let \( w : [a, b] \to \mathbb{R}^n \) be an integrable function such that, for some measure \( \mu \), one has

\[
\left| \int_{\zeta_1}^{\zeta_2} w(x) \, dx \right| \leq \mu([\zeta_1, \zeta_2]), \quad \text{whenever } a < \zeta_1 < \zeta_2 < b. \quad (1.29)
\]

Then

\[
\int_a^b |w(x)| \, dx \leq \mu([a, b]). \quad (1.30)
\]

**Proof of Lemma 1.2.2.** Observe that, in (1.29), one can replace the closed interval \([\zeta_1, \zeta_2]\) with an open one. Namely,

\[
\left| \int_{\zeta_1}^{\zeta_2} w(x) \, dx \right| = \lim_{\varepsilon \to 0^+} \left| \int_{\zeta_1 + \varepsilon}^{\zeta_2 - \varepsilon} w(x) \, dx \right| \leq \mu([\zeta_1, \zeta_2]). \quad (1.31)
\]

Next, fix any \( \varepsilon > 0 \). Then there exists a piecewise constant function \( v \) such that

\[
\int_a^b |w(x) - v(x)| \, dx \leq \varepsilon.
\]
1.2. PRELIMINARY RESULTS

Calling \( a = x_0 < \cdots < x_N = b \) the points of discontinuity of \( v \), we compute

\[
\int_a^b \left| w(x) \right| dx \leq \int_a^b \left| w(x) - v(x) \right| dx + \int_a^b \left| v(x) \right| dx \\
\leq \varepsilon + \sum_j \int_{x_{j-1}}^{x_j} \left| v(x) \right| dx \\
= \varepsilon + \sum_j \left| \int_{x_{j-1}}^{x_j} w(x) dx \right| \\
\leq \varepsilon + \sum_j \left| \int_{x_{j-1}}^{x_j} w(x) dx \right| + \sum_j \left| \int_{x_{j-1}}^{x_j} (v(x) - w(x)) dx \right| \\
\leq \varepsilon + \sum_j \mu(|x_{j-1}, x_j|) + \int_a^b \left| v(x) - w(x) \right| dx \\
\leq 2\varepsilon + \mu([a, b]).
\]

Since \( \varepsilon \) was arbitrary, this proves the lemma. \( \square \)

**Lemma 1.2.3** Let \( u : [0, T] \mapsto \mathcal{D} \) be Lipschitz continuous. At a given point \((\tau, \xi)\), let the conditions (1.9)-(1.10) hold, for some \( u^-, u^+ \in \mathbb{R}^n \), \( \lambda \in \mathbb{R} \). Then, for each \( \lambda^* > 0 \) one has

\[
\lim_{\rho \to 0^+} \sup_{|\xi| \leq \rho} \frac{1}{\rho^2} \int_{-\lambda^* \rho}^{\xi + \lambda^* \rho} \left| u(\tau + h, x) - U(\tau + h, x) \right| dx = 0. \tag{1.32}
\]

**Proof of Lemma 1.2.3.** Assume, on the contrary, that there exists \( \delta > 0 \) and sequences \( \rho_\nu \to 0 \), \( h_\nu < \rho_\nu \), such that

\[
\int_{-\lambda^* \rho_\nu}^{\xi + \lambda^* \rho_\nu} \left| u(\tau + h, x) - U(\tau + h, x) \right| dx > \delta \rho_\nu \tag{1.33}
\]

for every \( \nu \geq 1 \). To fix the ideas, assume \( h_\nu > 0 \) for all \( \nu \), the other cases being entirely similar. By the Lipschitz continuity proved in (1.28), we have

\[
\int_a^b \left\{ \left| u(t, x) - U(t, x) \right| - \left| u(t', x) - U(t', x) \right| \right\} dx \leq L^*|t - t'| \tag{1.34}
\]

for some constant \( L^* \), for every \( t, t' \geq 0 \) and every interval \([a, b]\). It is not restrictive to assume \( L^* > 1/\delta \). The assumption (1.10) implies

\[
\lim_{\rho \to 0^+} \frac{1}{\rho^2} \int_{-\rho}^{\rho} \int_{-\lambda^* \rho}^{\xi + \lambda^* \rho} \left| u(t, x) - U(t, x) \right| dx dt = 0. \tag{1.35}
\]
However, if (1.33) holds, by (1.34) it follows
\[
\int_{\tau - \rho \nu}^{\tau + \rho \nu} \int_{\xi - \lambda^* \rho \nu}^{\xi + \lambda^* \rho \nu} \left| u(t, x) - U(t, x) \right| \, dx \, dt \\
\geq \int_{\tau + h_{\nu} - (\delta/L^*) \rho \nu}^{\tau + h_{\nu}} \int_{\xi - \lambda^* \rho \nu}^{\xi + \lambda^* \rho \nu} \left\{ \left| u(\tau + h_{\nu}, x) - U(\tau + h_{\nu}, x) \right| - L^* \left| \tau + h_{\nu} - t \right| \right\} \, dx \, dt \\
\geq \int_{\tau + h_{\nu} - (\delta/L^*) \rho \nu}^{\tau + h_{\nu}} \delta \rho_{\nu} - L^* (\tau + h_{\nu} - t) \, dt \\
= \delta((\delta/L^*) \rho_{\nu}^2)
\] (1.36)

for all \( \nu \), in contradiction with (1.35). This proves the lemma. \( \square \)

**Corollary 1.2.4** Under the same assumptions of Lemma 1.2.3, the states \( u^-, u^+ \) in (1.9)-(1.10) satisfy
\[
u^-(\tau, \xi^-, \lambda^+) = u(\tau, \xi^-), \quad \nu^+(\tau, \xi^+, \lambda^+) = u(\tau, \xi^+). \tag{1.37}
\]

Indeed, taking \( h = 0 \) and letting \( \rho \to 0^+ \) in (1.32) one obtains
\[
\left| u(\tau, \xi^+) - u^+ \right| \\
\leq \limsup_{\rho \to 0^+} \frac{1}{\rho} \left( \int_{\xi}^{\xi + \rho} \left| u(\tau, \xi) - u(\tau, x) \right| \, dx + \int_{\xi}^{\xi + \rho} \left| u(\tau, x) - u^+ \right| \, dx \right) \\
= 0.
\]

The other identity is proved similarly.

**Lemma 1.2.5** Let \( u \) be a weak solution of (1.1). Let the conditions (1.9)-(1.10) hold at some point \((\tau, \xi)\). Then the states \( u^-, u^+ \) and the speed \( \lambda \) satisfy the Rankine-Hugoniot equations
\[
\lambda(u^+ - u^-) = f(u^+) - f(u^-). \tag{1.38}
\]

Together with the entropy condition in (A2), Lemma 1.2.5 shows that the states \( u^-, u^+ \) are connected either by an admissible shock or by a contact discontinuity, propagating with speed \( \lambda \).

**Proof of Lemma 1.2.5.** To prove the lemma, define the function
\[
V(s, y) = \begin{cases} 
 u^- & \text{if } y < \lambda s, \\
 u^+ & \text{if } y > \lambda s.
\end{cases}
\]
By (1.10) it follows
\[ \lim_{\rho \to 0^+} \int_B |u(\tau + \rho s, \xi + \rho y) - V(s, y)| \, dy \, ds = 0 \]
for every bounded set \( B \subset \mathbb{R}^2 \). Moreover, (1.8) implies
\[ \int \int u(\tau + \rho s, \xi + \rho y) \phi(s, y) + f(u(\tau + \rho s, \xi + \rho y)) \phi_y(s, y) \, dy \, ds = 0 \]
for all \( \phi \in \mathcal{C}^1 \) and all \( \rho > 0 \). The two above relations imply
\[ \int \int V \phi_s + f(V) \phi_y \, dy \, ds = 0, \]
showing that the function \( V \) itself is a solution of (1.1). Therefore the Rankine-Hugoniot equations (1.38) must hold. \( \square \)

We conclude this section by recalling two local integral estimates that characterize the trajectories of a Standard Riemann Semigroup.

Two types of local approximate solutions for (1.1) will be considered. One is derived from the self-similar solution of a Riemann problem, the other is obtained by "freezing" the coefficients of the corresponding quasilinear hyperbolic system in a neighborhood of a given point.

Let \( w : \mathbb{R} \mapsto \mathbb{R}^n \) be any BV function and fix any point \( \xi \in \mathbb{R} \) where \( w \) has a jump. Call \( \omega = \omega(t, x) \) the unique self-similar entropy solution of the Riemann problem
\[ \omega_t + f(\omega)x = 0, \quad \omega(0, x) = \begin{cases} w(\xi^-) & \text{if } x < 0, \\ w(\xi^+) & \text{if } x > 0. \end{cases} \] (1.39)

Let \( \lambda \) be an upper bound for the absolute values of all wave speeds. For \( t \geq 0 \), define
\[ U^b(t, x) \equiv \begin{cases} \omega(t, x - \xi) & \text{if } |x - \xi| \leq \lambda t, \\ w(x) & \text{if } |x - \xi| > \lambda t. \end{cases} \] (1.40)

Observe that the function \( t \mapsto U^b(t, \cdot) \) is Lipschitz continuous w.r.t. the \( L^1 \) distance, and approaches \( w \) as \( t \to 0^+ \).

Next, call \( \tilde{A} \equiv Df(w(\xi)) \) the Jacobian matrix of \( f \) computed at the point \( w(\xi) \). For \( t \geq 0 \), define \( U^b(t, x) \) as the solution of the linear hyperbolic Cauchy problem with constant coefficients
\[ U^b_t + \tilde{A}U^b_x = 0, \quad U^b(0) = w, \] (1.41)
Lemma 1.2.6 Let \( S \) be a Standard Riemann Semigroup generated by the system (1.1), with domain \( \mathcal{D} \) as in (1.4). Then, there exists a constant \( C_1 \) such that the following holds. For every function \( w \in \mathcal{D} \), every \( \xi \in \mathbb{R} \) and \( h, \rho > 0 \), with the above definitions one has

\[
\frac{1}{h} \int_{\xi - h}^{\xi + h} \left| \left( S_h w \right)(x) - U^\rho(h, x) \right| \, dx \\
\leq C_1 \cdot \text{Tot.Var.} \left( w; |\xi - \rho, \xi| \cup |\xi, \xi + \rho| \right),
\]

(1.42)

\[
\frac{1}{h} \int_{\xi - h}^{\xi + h} \left| \left( S_h w \right)(x) - U^\rho(h, x) \right| \, dx \\
\leq C_1 \cdot \left( \text{Tot.Var.} \left( w; |\xi - \rho, \xi| \cup |\xi, \xi + \rho| \right) \right)^2.
\]

(1.43)

For a proof, see [11, p. 217].

1.3 Proof of Theorem 1.1.1

As before, let \( \lambda \) be an upper bound for all wave speeds. Let \( u \) satisfy the hypotheses of Theorem 1.1.1. For every \( R \), it suffices to show that \( u(T, \cdot) = S_T \bar{u} \), restricted to the interval

\[ J_T = [-R + \lambda T, R - \lambda T], \]

(1.44)

for all \( T > 0 \). In turn, this can be deduced from the error estimate

\[
\left\| u(T) - S_T \bar{u} \right\|_{L^1(J_T)} \leq L \cdot \int_0^T \left\{ \liminf_{h \to 0^+} \frac{\left\| u(\tau + h) - S_h u(\tau) \right\|_{L^1(J_{\tau+h})}}{h} \right\} \, d\tau,
\]

(1.45)

if we prove that the integrand on the right hand side of (1.45) vanishes almost everywhere. Recalling Lemma 1.2.1 and the assumption \( u(t, \cdot) \in \mathcal{D} \), we conclude that \( u = u(t, x) \) is a BV function on the strip \([0, T] \times \mathbb{R}\), in the sense that the distributional derivatives \( D_{t} u, D_{x} u \) are Radon measures [35]. By a well known structure theorem [35, 69], there exists a set \( \mathcal{N} \subset [0, T] \times \mathbb{R} \) of 1-dimensional Hausdorff measure zero such that, at every point \((\tau, \xi) \notin \mathcal{N}, u \) either is approximately continuous or has an approximate jump discontinuity. We claim that, at every such point of discontinuity, the jump cannot have a horizontal tangent. In other words, one can never have (1.10) in the case

\[
U(t, x) = \begin{cases} u^- & \text{if} \quad t < \tau, \\ u^+ & \text{if} \quad t > \tau, \end{cases} \quad u^+ \neq u^-.
\]

(1.46)
Indeed, for every positive constant \(c\) (arbitrarily large), from (1.46), (1.10) and (1.28) we deduce

\[
\|u^+ - u^-\| = \lim_{\rho \to 0^+} \frac{1}{\rho^2} \int_{\tau}^{\tau + \rho} \int_{\xi}^{\xi + \rho} |u^+ - u^-| \, dx \, dt
\leq \limsup_{\rho \to 0^+} \frac{1}{\rho^2} \int_{\tau}^{\tau + \rho} \int_{\xi}^{\xi + \rho} |u(t, x) - u(2\tau - t, x)| \, dx \, dt
\leq \lim_{\rho \to 0^+} \frac{1}{\rho^2} \int_{\tau}^{\tau + \rho} L' \cdot 2(t - \tau) \, dt
= L'.
\]

Hence \(\|u^+ - u^-\| \leq L'/c\) for every \(c\), against the second assumption in (1.46).

Taking the projection of \(\hat{\mathcal{N}}\) on the \(t\)-axis, we conclude that there exists a set \(\mathcal{N} \subset [0, T]\) of measure zero, containing the endpoints 0 and \(T\), such that, at every point \((\tau, \xi) \in [0, T] \times \mathbb{R}\) with \(\tau \notin \mathcal{N}\), the following property holds.

**\(\mathbf{P}\)** Either \(u\) is approximately continuous at \((\tau, \xi)\), or it has an approximate jump discontinuity, in the sense that (1.9)-(1.10) hold for some states \(u^-, u^+\) and some \(\lambda \in \mathbb{R}\). In this second case, Corollary 1 implies \(u^- = u(\tau, \xi-), u^+ = u(\tau, \xi+).\) Moreover, by Lemma 1.2.5 the Rankine-Hugoniot equations (1.38) hold. Hence, by \((\mathbf{A2})\) the entropy condition (1.11) holds as well.

Theorem 1.1.1 will be proved by establishing the basic relation

\[
\liminf_{h \to 0^+} \frac{1}{h} \int_{-R+\lambda(\tau+h)}^{R-\lambda(\tau+h)} |u(\tau + h, x) - (S_h u(\tau))(x)| \, dx = 0 \quad \text{for all } \tau \notin \mathcal{N}. \tag{1.47}
\]

Let \(\tau \in [0, T] \setminus \mathcal{N}\) and \(\varepsilon > 0\) be given. For notational convenience, call \(\mu\) the measure of total variation of \(u(\tau, \cdot)\), so that

\[
\mu([a, b]) = \text{Tot.Var.}\{u(\tau); [a, b]\}. \tag{1.48}
\]

Let \(\xi_1 < \ldots < \xi_N\) be the points in \([-R, R]\) such that

\[
\mu(\{\xi_\alpha\}) \geq \varepsilon.
\]

The boundedness of \(\mu\) on any bounded interval implies that only finitely many such points exist. Since \(\tau \notin \mathcal{N}\), for each \(\alpha = 1, \ldots, N\) by the property \(\mathbf{P}\) the two states
\( u_{\alpha}^\pm = u(\tau, \xi_{\alpha}^\pm) \) are connected by an entropy-admissible shock, travelling with some speed \( \lambda^\alpha \). Moreover, introducing the functions

\[
U_\alpha(t, x) = \begin{cases}
  v^-_\alpha & \text{if } x < \xi_{\alpha}^\prime + \lambda^\alpha(t - \tau), \\
  v^+_\alpha & \text{if } x > \xi_{\alpha}^\prime + \lambda^\alpha(t - \tau),
\end{cases}
\]  

(1.49)

one has

\[
\lim_{\rho \to 0^+} \frac{1}{\rho^2} \int_{t - \rho}^{t + \rho} \int_{\xi_{\alpha}^{\prime} + \rho}^{\xi_{\alpha}^{\prime} - \rho} \| u(t, x) - U_\alpha(t, x) \| \, dx \, dt = 0 \quad (\alpha = 1, \ldots, N). \]  

(1.50)

For any fixed \( \lambda^* > 0 \) (arbitrarily large), Lemma 1.2.3 implies

\[
\lim_{h \to 0^+} \frac{1}{h} \int_{\xi_{\alpha}^{\prime} - \lambda^* h}^{\xi_{\alpha}^{\prime} + \lambda^* h} \| u(\tau + h, x) - U_\alpha(\tau + h, x) \| \, dx = 0. \]  

(1.51)

By (1.51) we can thus assume

\[
\sum_{\alpha=1}^{N} \frac{1}{h} \int_{\xi_{\alpha}^{\prime} - \lambda^* h}^{\xi_{\alpha}^{\prime} + \lambda^* h} \| u(\tau + h, x) - U_\alpha(\tau + h, x) \| \, dx \leq \varepsilon \]  

(1.52)

for \( h > 0 \) sufficiently small. By (1.42) in Lemma 1.2.6 it follows that the semigroup trajectory satisfies an entirely similar estimate:

\[
\sum_{\alpha=1}^{N} \frac{1}{h} \int_{\xi_{\alpha}^{\prime} - \lambda^* h}^{\xi_{\alpha}^{\prime} + \lambda^* h} \left\| (S_h u(\tau))(x) - U_\alpha(\tau + h, x) \right\| \, dx
\leq C_1 \cdot \sum_{\alpha=1}^{N} \text{Tot.Var.} \left\{ u(\tau); \xi_{\alpha}^{\prime} - 2\lambda^* h, \xi_{\alpha}^{\prime} + \lambda^* h \right\}
\leq \varepsilon,
\]  

(1.53)

for all \( h > 0 \) sufficiently small. Indeed, it is not restrictive to assume that \( \lambda^* \) is larger than all wave speeds. Combining (1.52) and (1.53) we deduce

\[
\sum_{\alpha=1}^{N} \frac{1}{h} \int_{\xi_{\alpha}^{\prime} - \lambda^* h}^{\xi_{\alpha}^{\prime} + \lambda^* h} \left\| u(\tau + h, x) - (S_h u(\tau))(x) \right\| \, dx \leq 2 \varepsilon \quad \text{for all } h \in [0, h^*],
\]  

(1.54)

with \( h^* > 0 \) sufficiently small.

Next, we consider all the remaining points, where \( u(\tau, \cdot) \) is either continuous or has a jump of strength \( < \varepsilon \). Choose \( \rho > 0 \) such that

\[
2\rho < \min_{\alpha=2, \ldots, N} [\xi_{\alpha}^\prime - \xi_{\alpha-1}^\prime],
\]
\[ \mu([a, b]) \leq \varepsilon \quad \text{whenever } b - a \leq 2 \rho, \quad ]a, b[ \cap \{ \xi'_1, \ldots, \xi'_N \} = \emptyset. \quad (1.55) \]

Such a \( \rho \) exists, because the total variation of \( u(\tau) \) is bounded and \( \mu(\{x\}) < \varepsilon \) whenever \( x \notin \{\xi'_1, \ldots, \xi'_N\} \).

We can now select a finitely many points \( \xi_1 < \ldots < \xi_M \), such that the open intervals \( I_1 = ]\xi_1 - \rho, \xi_1 + \rho[ \) satisfy:

(i) \( \bigcup_{\beta=1}^{M} I_\beta \supseteq [-R, R] \setminus \{\xi'_1, \ldots, \xi'_N\} \).

(ii) Every point \( x \) is contained in at most two distinct intervals \( I_\beta \).

Observe that the closed intervals

\[ I'_{\alpha, h} = [\xi'_\alpha - h\lambda^*, \xi'_\alpha + h\lambda^*] \]

together with the open intervals

\[ I_{\beta, h} = ]\xi_\beta - \rho + h\lambda^*, \xi_\beta + \rho - h\lambda^*[ \]

still cover \([-R, R]\), for \( h > 0 \) sufficiently small.

We claim that, for every \( \beta \), there exists \( h_\beta > 0 \) such that

\[ |u(\tau + h, x) - u(\tau, \xi_\beta)| \leq (K + 2) \varepsilon \quad \text{for all } x \in I_{\beta, h}, \quad h \in [0, h_\beta]. \quad (1.56) \]

To see this, we apply (1.13) with \( \xi \) replaced by \( \xi_\beta - \rho \). By (1.55), there exists \( \delta^* > 0 \) such that

\[ |u(\tau + h, x) - u(\tau, \xi_\beta)| \leq |u(\tau + h, x) - u(\tau, (\xi_\beta - \rho) + )| + |u(\tau, (\xi_\beta - \rho) + ) - u(\tau, \xi_\beta)| \leq \varepsilon + \varepsilon \quad (1.57) \]

for all \( h > 0 \) and \( x \in I_{\beta, h} \) with \( x < \xi_\beta - \rho + \delta^* \). Similarly,

\[ |u(\tau + h, x) - u(\tau, \xi_\beta)| \leq 2 \varepsilon \quad (1.58) \]

for all \( h > 0 \) and \( x \in I_{\beta, h} \) with \( x > \xi_\beta + \rho - \delta^* \). For each point \((\tau, x)\) with \( |x - \xi_\beta| \leq \rho - \delta^* \) we can now apply (1.12) and deduce

\[ |u(\tau + h, y) - u(\tau, x)| \leq K|u(\tau, x+) - u(\tau, x-)| + \varepsilon \quad (1.59) \]
for $h > 0$ and $|y - x|$ sufficiently small. By (1.59) and (1.55), for some $\delta_x > 0$ there holds

$$
|u(\tau + h, y) - u(\tau, \xi_\beta)| \leq |u(\tau + h, y) - u(\tau, x)| + |u(\tau, x) - u(\tau, \xi_\beta)| \\
\leq K \varepsilon + 2\varepsilon,
$$

(1.60)

for $h \in [0, \delta_x], |y - x| < \delta_x$. Covering the compact interval $[\xi_\beta - \rho + \delta^*, \xi_\beta + \rho - \delta^*]$ with finitely many subintervals $[x_{\ell} - \delta_\ell, x_{\ell} + \delta_\ell], \ell = 1, \ldots, N$, and choosing $h_\beta = \min\{\delta^*, \delta_1, \ldots, \delta_N\}$, we deduce (1.56).

Next, for each $\beta$, define $U^b$ to be the solution of the linear hyperbolic problem with constant coefficients

$$
U^b_t + \tilde{A} U^b_x = 0, \quad U^b(\tau) = u(\tau),
$$

(1.61)

where $\tilde{A} \doteq Du(u(\tau, \xi_\beta))$. Call $\tilde{\lambda}_1, \ldots, \tilde{\lambda}_n$ the eigenvalues of $\tilde{A}$ and let $\tilde{l}_i, \tilde{r}_i$ be the corresponding left and right eigenvectors, normalized as in (1.15). For every $i = 1, \ldots, n$ and every choice of $\zeta_1, \zeta_2 \in I_{\beta,j}$, we now estimate the quantity

$$
E_i \doteq \int_{\zeta_1}^{\zeta_2} \left< \tilde{l}_i, u(\tau + h, x) - U^b(\tau + h, x) \right> dx.
$$

Observing that (1.61) implies

$$
\left< \tilde{l}_i, U^b(\tau + h, x) \right> = \left< \tilde{l}_i, U^b(\tau, x - h\tilde{\lambda}_i) \right> = \left< \tilde{l}_i, u(\tau, x - h\tilde{\lambda}_i) \right>,
$$

and integrating (1.1) over the domain

$$
D_i \doteq \left\{(t, x); \ t \in [\tau, \tau + h], \ \zeta_1 + (t - \tau - h)\tilde{\lambda}_i \leq x \leq \zeta_2 + (t - \tau - h)\tilde{\lambda}_i \right\},
$$

we obtain

$$
E_i = \int_{\tau}^{\tau + h} \left< \tilde{l}_i, (f(u) - \tilde{\lambda}_i u)(t, \zeta_1 + (t - \tau - h)\tilde{\lambda}_i) \right> dt \\
- \int_{\tau}^{\tau + h} \left< \tilde{l}_i, (f(u') - \tilde{\lambda}_i u')(t, \zeta_2 + (t - \tau - h)\tilde{\lambda}_i) \right> dt.
$$

(1.62)

To estimate the quantity in (1.62), consider the states

$$
u' \doteq u(t, \zeta_1 + (t - \tau - h)\tilde{\lambda}_i), \quad u'' \doteq u(t, \zeta_2 + (t - \tau - h)\tilde{\lambda}_i), \quad \tilde{u} \doteq u(\tau, \xi_\beta).
$$

We then have

$$
\left< \tilde{l}_i, f(u'') - f(u') - \tilde{\lambda}_i (u'' - u') \right> = \left< \tilde{l}_i, Df(\tilde{u}) \cdot (u'' - u') - \tilde{\lambda}_i (u'' - u') \right> \\
+ \left< \tilde{l}_i, A^b(u'' - u') \right>,
$$
where the matrix $A^s$ is defined by
\[
A^s \doteq \int_0^1 \left[ Df(su'' + (1 - s)u') - Df(\tilde{u}) \right] ds.
\]
Therefore,
\[
\left| \langle \tilde{I}_i, f(u'') - f(u') - \tilde{\lambda}_i (u'' - u') \rangle \right| \leq C \cdot |u'' - u'| \cdot (|u'' - \tilde{u}| + |u' - \tilde{u}|), \tag{1.63}
\]
for some constant $C$ depending only on the second order derivatives of the function $f$. By (1.56),
\[
|u'' - \tilde{u}| + |u' - \tilde{u}| \leq 2(K + 2)\varepsilon. \tag{1.64}
\]
Using (1.63)-(1.64) in (1.62) we deduce that, for some constant $C_2$,
\[
\left| \int_{\xi_1}^{\xi_2} \langle \tilde{I}_i, u(\tau + h, x) - U^h(\tau + h, x) \rangle \, dx \right| 
\leq C_2 \varepsilon \int_{\tau}^{\tau + h} \text{Tot.Var.} \{u(t); J_{\zeta_1, \zeta_2}^i(t)\} \, dt, \tag{1.65}
\]
where $J_{\zeta_1, \zeta_2}^i(t) \doteq \int_{\zeta_1}^{\zeta_2} \zeta \, d\mu_{ih}(\zeta)$. Define the positive Radon measure $\mu_{ih}$ by setting
\[
\mu_{ih}(\zeta_1, \zeta_2) \doteq \frac{1}{h} \int_{\tau}^{\tau + h} \text{Tot.Var.} \{u(t); J_{\zeta_1, \zeta_2}^i(t)\} \, dt,
\]
for every open interval $]\zeta_1, \zeta_2[$. Thanks to (1.65), we can apply Lemma 1.2.2 and obtain
\[
\int_{\xi_1 - \rho + \lambda^* h}^{\xi_2 + \rho - \lambda^* h} \left| \langle \tilde{I}_i, u(\tau + h, x) - U^h(\tau + h, x) \rangle \right| \, dx 
\leq C_2 \varepsilon h \cdot \mu_{ih}(\xi_1 - \rho + \lambda^* h, \xi_2 + \rho - \lambda^* h)
\leq C_2 \varepsilon \cdot \int_{\tau}^{\tau + h} \text{Tot.Var.} \{u(t); \xi_1 - \rho + \lambda^* h + (t - \tau - h)\tilde{\lambda}_i, \xi_2 + \rho - \lambda^* h + (t - \tau - h)\tilde{\lambda}_i\} \, dt
\leq C_2 \varepsilon \cdot \int_{0}^{h} \text{Tot.Var.} \{u(\tau + h'); I_{\beta, h'}\} \, dh'.
\]
We are now ready to estimate
\[
\sum_{\beta = 1}^{M} \int_{\xi_1 - \rho + \lambda^* h}^{\xi_2 + \rho - \lambda^* h} \left| u(\tau + h, x) - U^h(\tau + h, x) \right| \, dx 
= O(1) \cdot \sum_{\beta = 1}^{M} \sum_{i = 1}^{n} \int_{\xi_1 - \rho + \lambda^* h}^{\xi_2 + \rho - \lambda^* h} \left| \langle \tilde{I}_i, u(\tau + h, x) - U^h(\tau + h, x) \rangle \right| \, dx
\]
\begin{equation}
\begin{aligned}
    &= \mathcal{O}(1) \cdot \varepsilon \sum_{\beta = 1}^{M} \int_{\tau}^{\tau + h} \text{Tot.Var.}\{u(t); \; \xi_{\beta} - \rho + \lambda^{+} t, \; \xi_{\beta} + \rho - \lambda^{+} t\} dt \\
    &= \mathcal{O}(1) \cdot \varepsilon \int_{\tau}^{\tau + h} \text{Tot.Var.}\{u(t); \; \mathbb{R}\} dt \\
    &\leq C_{3} \varepsilon \; h,
\end{aligned}
\end{equation}

for some constant $C_{3}$ and all $h > 0$ sufficiently small.

On the other hand, applying (1.43) with $w = u(\tau)$, by (1.55) we deduce
\begin{equation}
\begin{aligned}
    \frac{1}{h} \int_{\xi_{\beta} - \rho + \lambda^{+} h}^{\xi_{\beta} + \rho - \lambda^{+} h} \left| (S_{h} u(\tau))(x) - U^{\varepsilon}(\tau + h, x) \right| dx \\
    \leq C_{1} \left( \text{Tot.Var.}\{u(\tau); \; \xi_{\beta} - \rho, \; \xi_{\beta} + \rho\} \right)^{2} \\
    \leq C_{1} \varepsilon \cdot \text{Tot.Var.}\{u(\tau); \; \xi_{\beta} - \rho, \; \xi_{\beta} + \rho\}.
\end{aligned}
\end{equation}

Indeed, it is not restrictive to assume $\lambda^{+}$ larger than all wave speeds. The two inequalities (1.66) and (1.67) together yield
\begin{equation}
\begin{aligned}
    \sum_{\beta = 1}^{M} \frac{1}{h} \int_{\xi_{\beta} - \rho + \lambda^{+} h}^{\xi_{\beta} + \rho - \lambda^{+} h} \left| u(\tau + h, x) - (S_{h} u(\tau))(x) \right| dx \\
    \leq \left( C_{3} + 2C_{1} \cdot \text{Tot.Var.}\{u(\tau); \; \mathbb{R}\} \right) \varepsilon.
\end{aligned}
\end{equation}

Since the intervals $I'_{\alpha,h}, \; I'_{\beta,h}$ cover $[-R, R]$, from (1.52) and (1.68) we finally obtain
\begin{equation}
\begin{aligned}
    \frac{1}{h} \int_{-R}^{R} \left| u(\tau + h, x) - (S_{h} u(\tau))(x) \right| dx \leq \left( 1 + C_{3} + 2C_{1} \text{Tot.Var.}\{u(\tau); \; \mathbb{R}\} \right) \varepsilon,
\end{aligned}
\end{equation}

for every $h > 0$ sufficiently small. Since $\varepsilon > 0$ was arbitrary, this establishes (1.47). Using (1.47) in (1.45), Theorem 1.1.1 is proved.

### 1.4 Proof of Theorem 1.1.3

We first recall a result of real analysis [44, p. 320]. Let $Z : [0, T] \mapsto \mathbb{R}$ be a nonincreasing function. Then, for every $M > 0$ there holds
\begin{equation}
\begin{aligned}
    \text{meas } \left\{ \tau \in [0, T]; \; \left| \frac{Z(t) - Z(\tau)}{t - \tau} \right| > M \text{ for some } t \neq \tau \right\} \leq \frac{2|Z(0) - Z(T)|}{M}.
\end{aligned}
\end{equation}

From (1.70) we deduce the existence of a set $\mathcal{N}$ of measure zero such that, for each $\tau \in [0, T] \setminus \mathcal{N}$, there exists a constant $M(\tau)$ satisfying
\begin{equation}
\begin{aligned}
    |Z(t) - Z(\tau)| \leq M(\tau)|t - \tau| \quad \text{for all } t \in [0, T].
\end{aligned}
\end{equation}
1.4. PROOF OF THEOREM 1.1.3

Recalling the structure theorem for BV functions [35, 69], we can also assume that, for all $\tau \notin \mathcal{N}$ and all $\xi \in \mathcal{K}$, either $u$ is approximately continuous or it has an approximate jump discontinuity at the point $(\tau, \xi)$.

From now on, we fix $\tau \notin \mathcal{N}$ and call $M = M(\tau)$ the corresponding constant in (1.71). We first prove that, at time $\tau$, the Decay Assumption (A4) implies the Entropy Condition (A2). Let $\xi$ be a point of jump for the function $x \mapsto u(\tau, x)$, so that (1.9)-(1.10) and (1.38) hold. In particular, we have

$$u(\tau, \xi+) = \Psi_i(\sigma)(u(\tau, \xi-))$$

for some $\sigma \in \mathcal{K}$ and some $i \in \{1, \ldots, n\}$. Applying (1.27) with $a = b = \xi$, we find

$$\sigma = \mu_i^+ (\{\xi\}) \leq [Z(t) - Z(\tau)] \leq M(\tau - t)$$

(1.72)

for all $0 < t < \tau$. Letting $t \to \tau-$, we conclude $\sigma \leq 0$. Hence the entropy condition (1.11) holds.

It now remains to prove that the Tame Oscillation Condition (A3) also holds. Assuming that the constant $\delta_0 > 0$ in (1.4) is sufficiently small, we can choose a unit vector $\mathbf{e}$ and a constant $c_0 > 0$ such that

$$\frac{d}{d\sigma} \langle \mathbf{e}, \Psi_i(\sigma)(u) \rangle \geq c_0$$

(1.73)

for $|a| < \delta_0$, $|\sigma| < \delta_0$. Recalling that the maps $x \mapsto u(t, x)$ were assumed right continuous, from (1.73) it follows

$$\langle \mathbf{e}, u(t, b) - u(t, a) \rangle \leq \sum_{i=1}^n \mu_i^+(\{a, b\}) - c_0 \cdot \sum_{i=1}^n \mu_i^-(\{a, b\}),$$

(1.74)

for all $a < b$ and $t \geq 0$. We claim that (1.12) holds with $K = 2/c_0$. Indeed, assume by contradiction that there exists a point $\xi$ and sequences $h_\nu \to 0+$ and $x_\nu \to \xi$ such that

$$|u(\tau + h_\nu, x_\nu) - u(\tau, \xi)| > \frac{2}{c_0} \cdot |u(\tau, \xi+) - u(\tau, \xi-)|.$$  

(1.75)

By Lemma 1.2.3 we can select sequences $a_\nu \to \xi-$ and $b_\nu \to \xi+$, with $a_\nu < x_\nu < b_\nu$, such that (by possibly taking a subsequence and relabelling)

$$u_{\nu}^- \triangleq u(\tau + h_\nu, a_\nu) \to u(\tau, \xi-), \quad u_{\nu}^+ \triangleq u(\tau + h_\nu, b_\nu) \to u(\tau, \xi+).$$

We can also assume that

$$\ddot{u}_\nu \triangleq u(\tau + h_\nu, x_\nu) \to \ddot{u}$$
for some \( \tilde{a} \). Set \( \delta_\nu = b_\nu - a_\nu \). Applying the decay estimate (1.27) to the interval 
\[ [\tau - \sqrt{\delta_\nu}, \tau + h_\nu] \]
we obtain
\[
\mu_{\tau+ h_\nu}^+(a_\nu, b_\nu) \leq \frac{\delta_\nu}{\kappa(\sqrt{\delta_\nu} + h_\nu)} + [Z(\tau - \sqrt{\delta_\nu}) - Z(\tau + h_\nu)] \\
\leq \frac{\sqrt{\delta_\nu}}{\kappa} + M(\sqrt{\delta_\nu} + h_\nu).
\]
(1.76)

Therefore,
\[
\lim_{\nu \to \infty} \mu_{\tau+ h_\nu}^+(a_\nu, b_\nu) = 0.
\]
(1.77)

Using (1.74) and (1.77), and recalling that all functions \( x \mapsto u(t, x) \) are right continuous, we now estimate
\[
|u(\tau, \xi+) - u(\tau, \xi-)| \geq \left| \left< e, u(\tau, \xi+) - u(\tau, \xi-) \right> \right| \\
= \lim_{\nu \to \infty} \left| \left< e, u_\nu^+ - u_\nu^- \right> \right| \\
\geq c_0 \sum_{i=1}^n \liminf_{\nu \to \infty} \mu_{\tau+ h_\nu}^-(|a_\nu, b_\nu|).
\]
(1.78)

Moreover,
\[
|u(\tau, \xi+) - \tilde{a}| \leq \lim_{\nu \to \infty} |u_\nu^+ - \tilde{a}_\nu| \\
\leq \sum_{i=1}^n \liminf_{\nu \to \infty} \mu_{\tau+ h_\nu}^-(|a_\nu, b_\nu|).
\]
(1.79)

Together, (1.78) and (1.79) yield
\[
|u(\tau, \xi+) - \tilde{a}| \leq \frac{1}{c_0} |u(\tau, \xi+) - u(\tau, \xi-)|,
\]
(1.80)

which proves (1.12), since \( u(\tau, \xi) = u(\tau, \xi+) \) by the convention (1.7).

Finally, we show that the decay assumption (1.27) also implies (1.13), where \( \lambda^+ \) is any upper bound for all characteristic speeds. If the map \( x \mapsto u(\tau, x) \) is continuous at \( x = \xi \), then (1.13) is an easy consequence of (1.12). Now consider the other case, where \( u \) has an approximate jump discontinuity at \( (\tau, \xi) \), so that (1.9)-(1.10) hold, for some \( u^-, u^+, \lambda \) satisfying (1.38). Assume by contradiction that exist sequences \( h_\nu \to 0^+ \) and \( x_\nu \to \xi+ \), with \( x_\nu - \xi > \lambda^+ h_\nu \), such that
\[
\lim_{\nu \to \infty} u(\tau + h_\nu, x_\nu) = \tilde{a} \neq u(\tau, \xi+).
\]
(1.81)
Since \( \lambda < \lambda^s \), by (1.32) there exist sequences \( a_\nu, b_\nu \to \xi^+ \) with \( \xi + \lambda h_\nu < a_\nu < x_\nu < b_\nu \) such that
\[
\begin{align*}
  u_\nu^- &\to u(\tau + h_\nu, a_\nu) \to u(\tau, \xi^+), & u_\nu^+ &\to u(\tau + h_\nu, b_\nu) \to u(\tau, \xi^+).
\end{align*}
\]
Repeating the same arguments in (1.78)-(1.80), we conclude
\[
|\bar{u} - u(\tau, \xi^+)| \leq \frac{1}{c_0} |u(\tau, \xi^+) - u(\tau, \xi^+)| = 0.
\]
This establishes the limit (1.13) in the sector where \( x > \xi + \lambda^s(t - \tau) \). The case \( x < \xi - \lambda^s(t - \tau) \) is entirely similar.

Thanks to the above analysis, for all \( \tau \notin N \) and \( \xi \in \mathbb{R} \), the assumptions (A2)-(A3) hold. Therefore, we can repeat the arguments in Section 3 and establish (1.47). By (1.45), this implies \( u(T) = \mathcal{S}_T \bar{u} \) for all \( T > 0 \), proving Theorem 1.1.3.

### 1.5 Concluding remarks

We conclude with a few observations on the role of the regularity assumption (A3) toward the uniqueness of solutions of the Cauchy problem (1.1), (1.3). In our proof, this assumption is used at one single step, namely in the estimate (1.65) of the distance between a weak solution \( u \) and the solution \( U^b \) of an approximating linear problem. While deriving this particular estimate, we are not relying on any entropy condition. Therefore we need an assumption which rules out the appearance of large oscillations immediately after time \( \tau \). For general \( n \times n \) systems, it is not clear whether (A3) could actually be deduced from (A1)-(A2), as in the scalar case.

In [20], a stronger regularity assumption was used, namely

**(A5) (Tame Variation Condition)** There exists a constant \( C \) such that, for every horizontal segment \( \Gamma \) in the \( t-x \) plane and every space-like segment \( \Gamma' \) in the domain of dependency of \( \Gamma \), one has
\[
\text{Tot.Var.}\{u; \Gamma'\} \leq C \cdot \text{Tot.Var.}\{u; \Gamma\}.
\]  

(1.82)

It is not difficult to show that (A5) implies (A3). Indeed, fix any point \( (\tau, \xi) \) and consider sequences \( t_\nu \to \tau^+, x_\nu \to \xi \). Let \( \lambda \) be an upper bound for all wave speeds and define
\[
\rho_\nu \triangleq |x_\nu - \xi| + \lambda(t_\nu - \tau).
\]
Clearly, $\rho_{\nu} \to 0$. Consider the horizontal segment $\Gamma_{\nu}$ with endpoints $(\tau, \xi - \rho_{\nu}), (\tau, \xi + \rho_{\nu})$, and the space-like segment $\Gamma'_{\nu}$, with endpoints $(t_{\nu}, x_{\nu}), (\tau, \xi + \rho_{\nu})$. Applying (1.82) we obtain

$$\limsup_{\nu \to \infty} |u(t_{\nu}, x_{\nu}) - u(\tau, \xi)|$$

$$\leq \limsup_{\nu \to \infty} \left\{ |u(t_{\nu}, x_{\nu}) - u(\tau, \xi + \rho_{\nu})| + |u(\tau, \xi + \rho_{\nu}) - u(\tau, \xi)| \right\}$$

$$\leq (C + 1) \cdot \limsup_{\nu \to \infty} \{ u(\tau); \Gamma_{\nu} \}$$

$$\leq (C + 1) \cdot |u(\tau, \xi+) - u(\tau, \xi-)|.$$  

This yields (1.12) with $K = C + 1$.

To prove (1.13) with $\lambda^{*} = \hat{\lambda}$, assume $x_{\nu} \to \xi$, $t_{\nu} \to \tau+$, with $x_{\nu} > \xi + \hat{\lambda}(t_{\nu} - \tau)$. Calling $\Gamma_{\nu}$ the segment with endpoints $(\tau, x_{\nu} \pm \hat{\lambda}(t_{\nu} - \tau))$ and $\Gamma'_{\nu}$ the segment with endpoints $(t_{\nu}, x_{\nu}), (\tau, x_{\nu} - \hat{\lambda}(t_{\nu} - \tau))$, an application of (1.82) yields

$$\limsup_{\nu \to \infty} \left| u(t_{\nu}, x_{\nu}) - u(\tau, \xi+) \right|$$

$$\leq \limsup_{\nu \to \infty} \limsup_{\tau \to \tau+} \{ u(\tau); \Gamma_{\nu} \} + \limsup_{\nu \to \infty} \left| u(\tau, x_{\nu} - \hat{\lambda}(t_{\nu} - \tau)) - u(\tau, \xi+) \right|$$

$$= 0.$$  

It is worth observing that Theorem 1.1.1 remains valid under assumptions somewhat weaker than (A3). Namely, in (1.13) one can allow the positive number $\lambda^{*}$ to depend arbitrarily on the point $(\tau, \xi)$. Moreover, instead of (1.12), one can assume that for almost every $\tau$ there exists a continuous function $K_{\tau} = K_{\tau}(\xi)$ with $K_{\tau}(0) = 0$ such that

$$\limsup_{t \to \tau+, \ x \to \xi} \left| u(t, x) - u(\tau, \xi) \right| \leq K_{\tau} \left( |u(\tau, \xi+) - u(\tau, \xi-)\right).$$

This extension requires only minor modifications of the original proof.
Chapter 2

Stability of $L^\infty$ solutions of Temple class system
2.1 Introduction to Chapter 2

Consider the Cauchy problem for a strictly hyperbolic system of conservation laws in one space dimension

\[ u_t + f(u)_x = 0, \quad (2.1) \]
\[ u(0, x) = \bar{u}(x). \quad (2.2) \]

For initial data with small total variation, the global existence of weak solutions is well known [37]. More recently, various papers [8, 11, 15, 17, 18, 20, 22, 23, 59, 60] have established the uniqueness and Lipschitz continuous dependence on the initial data for entropy admissible BV solutions. We recall that, for a scalar conservation law, the classical work of Kruzhkov [46] proved the stability of solutions of (2.1) within a domain of \( L^\infty \) functions. On the other hand, in the case of \( n \times n \) systems, the available stability results apply only to domains \( D \) of functions with uniformly bounded total variation.

It is thus natural to ask whether the Lipschitz continuous semigroups of solutions constructed in [8, 15, 17, 23] can be extended to domains of \( L^\infty \) functions with possibly unbounded variation. The present Chapter provides an answer to this question in the case of Temple class systems [40, 66]. Namely, we show that, if all characteristic fields are genuinely nonlinear, then for a wide class of initial data \( \bar{u} \in L^\infty \) the Cauchy problem (2.1)-(2.2) has a unique entropy weak solution, depending Lipschitz continuously on \( \bar{u} \).

Any two such solutions thus satisfy

\[ \| u(t, \cdot) - v(t, \cdot) \|_{L^1} \leq L \cdot \| u(0, \cdot) - v(0, \cdot) \|_{L^1} \quad (2.3) \]

for some Lipschitz constant \( L \) independent of \( t \). By a counterexample, we show that the assumption of genuine nonlinearity cannot be dropped. Indeed, for a particular \( 2 \times 2 \) Temple class system with a linearly degenerate characteristic field, the \( L^\infty \) entropic solutions depend continuously but not Lipschitz continuously on the initial data.

The construction of the semigroup is achieved by the same technique as in [8, 15]. We consider a family of piecewise constant approximate solutions obtained by a front tracking algorithm [8, 10], which in this case represents a natural extension of [27]. The distance between two approximate solutions \( u, v \) is then estimated by constructing a path of solutions connecting \( u \) with \( v \) and keeping track of how the length of this path changes in time.

As in [8, 15], the heart of the matter is to provide a priori bounds on the norm of a shift-differential. Let a piecewise constant initial data \( u(0, \cdot) \) be perturbed by shifting
the location of one of its jumps. Call \( \sigma \) the strength of this jump and \( \xi \) its shift rate. At time \( t > 0 \), the corresponding solution \( u(t, \cdot) \) will contain jumps, say of strength \( \sigma_1, \ldots, \sigma_m \), shifting at rates \( \xi_1, \ldots, \xi_m \). To prove stability, one has to establish the key estimate

\[
\sum_{j=1}^{m} |\sigma_j \xi_j| \leq L \cdot |\sigma \xi| \tag{2.4}
\]

with a constant \( L \) independent of \( t \). In general, an estimate of the form (2.4) holds only within a class of solutions with uniformly small total variation. For genuinely nonlinear systems of Temple class, however, we show that (2.4) can be satisfied with a constant \( L \) independent of the total variation of \( u \). This remarkable property is based on two special features of such systems:

1. By genuine nonlinearity and finite propagation speed, the total amount of waves in \( u(t, \cdot) \) which can be influenced by shifting the wave-front \( \sigma \) remains uniformly bounded for all \( t \). Indeed, call \( x \) the initial location of \( \sigma \) and let \( \hat{x} \) be an upper bound for the absolute values of all characteristic speeds. Then an infinitesimal shift of the position of \( \sigma \) can affect the values of \( u(t, \cdot) \) only within the interval of dependency \( I(t) \doteq [\hat{x} - \hat{\lambda} t, \hat{x} + \hat{\lambda} t] \). On the other hand, by the decay of positive waves due to genuine nonlinearity, the total amount of waves in \( u(t, \cdot) \) contained in an interval \( [a, b] \) can be estimated as \( O(1) \cdot [1 + (b - a)/t] \). In particular, the amount of waves contained in \( I(t) \) is uniformly bounded.

2. For solutions of Temple class systems, the support of perturbations satisfies a special localization property. Namely, let \( u \) be a solution of (1.1) and fix an interval \([a, b]\). For \( i = 1, \ldots, n \), call \( t \mapsto x_i^a(t), t \mapsto x_i^b(t) \) respectively the \( i \)-characteristics originating from the points \( a, b \) (for simplicity, in this informal discussion we are assuming that such characteristics are unique). Now consider a slightly perturbed solution \( v \) with \( v(0, x) = u(0, x) \) for \( x \notin [a, b] \). In general, at any time \( t > 0 \), the two solutions \( u(t, \cdot), v(t, \cdot) \) may have different values throughout the interval of dependency \( I(t) \doteq [x_i^a(t), x_i^b(t)] \). However, introducing the integrated functions

\[
U(t, x) \doteq \int_0^x u(t, y) \, dy, \quad V(t, x) \doteq \int_0^x v(t, y) \, dy,
\]

if \( U(0, \cdot) \) and \( V(0, \cdot) \) coincide outside \([a, b]\) then the solutions \( u(t, \cdot), v(t, \cdot) \) can be different.
only on a small neighborhood of the set

\[ J(t) = \bigcup_{i=1}^{n} [x^0_i(t), x^L_i(t)]. \]

This property is closely related to the representation formula for a solution of the non-linear equation \( U_t + f(U_x) = 0 \) in terms of the envelopes of \( n \) families of hyperplanes [66]. We shall repeatedly take advantage of this property in our calculations. Indeed, it will allow us to replace an initial data \( \bar{u} \) with a new data \( \bar{v} \) having uniformly bounded variation, without affecting the values of the solution \( u(t, \cdot) \) in a neighborhood of a given point.

As soon as the basic estimate (2.4) is obtained, a standard argument yields the Lipschitz continuous dependence of front tracking approximations from the initial data. Since the Lipschitz constant is independent of the total variation, taking limits we obtain a semigroup of solutions defined on a domain of \( L^\infty \) functions. Using techniques developed in [18], we then prove that each semigroup trajectory \( u(t, \cdot) = S_t \bar{u} \) provides the unique weak solution of the corresponding Cauchy problem (2.1)-(2.2) which satisfies a suitable “entropy condition” of Oleinik type [16, 18, 40].

Concerning the existence and uniqueness of solutions to Temple class systems with bounded initial data, some earlier results can be found in [30, 40, 66]. For some special \( 2 \times 2 \) systems, the continuous dependence of solutions within a domain of \( L^\infty \) initial data has been analyzed in [9, 24].

The Chapter is organized as follows. Section 2.2 contains basic definitions and the statement of the main results. In Section 2.3 we describe the construction of front tracking approximate solutions, while Sections 2.4 and 2.5 contain the basic a priori estimates. A proof of the main theorems is given in Section 2.6, while the last section contains a simple example showing that the Lipschitz continuous dependence may fail if one of the characteristic fields is linearly degenerate.

### 2.2 Statement of the main results

Let (2.1) be a strictly hyperbolic system of conservation laws, where \( f : \Omega \to \mathbb{R}^n \) is a smooth vector field defined on some open set \( \Omega \subseteq \mathbb{R}^n \). Call \( A(u) \equiv Df(u) \) the Jacobian
matrix of $f$ and denote by $\lambda_1(u) < \cdots < \lambda_n(u)$ its eigenvalues. The right and left eigenvectors of $A(u)$ will be written as $r_i(u), l_i(u)$ respectively, and normalized so that

$$
|r_i(u)| = 1, \quad l_i(u) \cdot r_j(u) = \begin{cases} 
1 & \text{if } i = j, \\
0 & \text{if } i \neq j.
\end{cases}
$$

We recall that the $i$-th field is genuinely nonlinear if, by a suitable orientation of the eigenvectors $r_i$, at every point $u \in \Omega$ one has $D\lambda_i \cdot r_i > 0$.

The system (2.1) is of Temple class if there exists a system of coordinates $w = (w_1, \ldots, w_n)$ consisting of Riemann invariants, and such that the level sets \( \{ u \in \Omega ; w_i(u) = \text{constant} \} \) are hyperplanes [66]. For a Temple class system, the integral curve of the vector field $r_i$ through a point $u_0$ is the straight line described by the $n - 1$ equations

$$
w_j(u) = w_j(u_0) \quad j \neq i.
$$

In particular, shock and rarefaction curves coincide [68].

We now consider a convex, compact set $E \subset \Omega$ having the form

$$
E = \left\{ u \in \Omega ; \quad w_i(u) \in [a_i, b_i] \quad i = 1, \ldots, n \right\},
$$

and assume that, as $u$ varies in $E$, a strengthened version of the strict hyperbolicity condition holds, namely

(SH) For any given $u_1, \ldots, u_n \in E$, the characteristic speeds at these points satisfy $\lambda_1(u_1) < \cdots < \lambda_n(u_n)$. Moreover, the eigenvectors $r_1(u_1), \ldots, r_n(u_n)$ are linearly independent.

Observe that the above assumption is certainly satisfied if the system is strictly hyperbolic and $E$ is contained in a small neighborhood of a given point.

By a translation of coordinates, it is not restrictive to assume that $0 \in E$ and $(w_1, \ldots, w_n)(0) = (0, \ldots, 0)$. We now consider a positively invariant domain of $L^\infty$ functions, with possibly unbounded variation:

$$
\mathcal{D} \doteq \left\{ u : \mathbb{R} \mapsto E ; \quad u \in L^1 \right\}.
$$

Our main result is concerned with the existence of a semigroup generated by the system (2.1) on the domain $\mathcal{D}$. Throughout the following, $w_i(t,x) \doteq w_i(u(t,x))$ denotes the $i$-th Riemann coordinate of $u$. 
2.3. FRONT TRACKING APPROXIMATIONS

**Theorem 2.2.1** Let the system (2.1) be of Temple class, let it satisfy the strict hyperbolicity condition (SH) and assume that all characteristic fields are genuinely nonlinear.

Then there exist constants $L, \kappa > 0$ and a continuous semigroup $S : [0, +\infty[ \times \mathcal{D} \to \mathcal{D}$ such that

\[ \|S_t \tilde{u} - S_t \tilde{v}\|_{L^1} \leq L \| \tilde{u} - \tilde{v}\|_{L^1} \quad \forall \tilde{u}, \tilde{v} \in \mathcal{D}, \ t \geq 0. \tag{2.8} \]

Moreover, every trajectory $t \mapsto u(t, \cdot) = S_t \tilde{u}$ is a weak solution of (2.1) and satisfies the entropy conditions

\[ w_i(t, y) - w_i(t, x) \leq \frac{y - x}{\kappa t} \quad \text{for all } x < y, \ t > 0, \ i \in \{1, \ldots, n\}. \tag{2.9} \]

Our second result is concerned with the uniqueness of the semigroup. It shows that the Oleinik type estimates (2.9) on the decay of positive waves completely characterize the trajectories of the semigroup.

**Theorem 2.2.2** Let the assumptions of Theorem 2.2.1 hold. Let $u : [0, T] \mapsto \mathcal{D}$ be continuous as a map with values in $L^1$, and provide a weak solution to the Cauchy problem (2.1)-(2.2). If the entropy conditions (2.9) hold, then $u$ coincides with the corresponding semigroup trajectory, namely

\[ u(t, \cdot) = S_t \tilde{u} \quad \forall \ t \geq 0. \tag{2.10} \]

**Remark 2.2.3** For any fixed $M$, the existence of a Lipschitz semigroup on the domain

\[ \mathcal{D}_M \doteq \left\{ u : \mathbb{R} \mapsto E; \ u \in L^1, \ \sum_i \text{Tot. Var.} \{w_i(u)\} \leq M \right\}. \tag{2.11} \]

was proved in [8]. For such solutions, the decay estimates (2.9) can be proved as in [16], while the argument in [18] would show that (2.9) implies (2.10). The key point in the present theorems is that the Lipschitz constant $L$ in (2.8) and the constant $\kappa$ in (2.8) are both independent of $M$. Hence the results remain valid for arbitrary solutions within the larger domain $\mathcal{D}$.

### 2.3 Front tracking approximations

We begin the proof of Theorem 2.2.1 by describing a front tracking algorithm [8, 10] which constructs piecewise constant approximate solutions of (2.1), continuously depending on the initial data.
Fix an integer $\nu \geq 1$ and consider the discrete set of points in $E$ whose coordinates are integer multiples of $2^{-\nu}$:

$$E^\nu = \{ u \in E; \quad w_i(u) \in 2^{-\nu} \mathbb{Z}, \quad i = 1, \ldots, n \}.$$  

Moreover, consider the domain

$$D^\nu = \{ u : \mathbb{R} \mapsto E^\nu; \quad u \in L^1, \quad u \text{ is piecewise constant} \}.$$  

On $D^\nu$ we now construct a semigroup $S^\nu$ whose trajectories are front tracking approximate solutions of (2.1). To this end, we first describe how to solve a Riemann problem with data $u^-, u^+ \in E^\nu$. In Riemann coordinates, assume that

$$u^- = (w_1^-, \ldots, w_n^-) \quad u^+ = (w_1^+, \ldots, w_n^+).$$

Consider the intermediate states

$$\omega_0 = u^-, \quad \ldots, \quad \omega_i = (w_1^+, \ldots, w_i^+, w_{i+1}^-, \ldots, w_n^-), \quad \ldots, \quad \omega_n = u^+.$$  

If $w_i^+ < w_i^-$, the solution will contain a single $i$-shock, connecting the states $\omega_{i-1}, \omega_i$ and travelling with Rankine-Hugoniot speed $\lambda_i(\omega_{i-1}, \omega_i)$. Here and in the sequel, by $\lambda_i(u, u')$ we denote the $i$-th eigenvalue of the averaged matrix

$$A(u, u') = \int_0^1 A(\theta u + (1 - \theta) u') d\theta.$$  

If $w_i^+ > w_i^-$, the exact solution of the Riemann problem would contain a centered rarefaction wave. This is approximated by a rarefaction fan as follows. If $w_i^+ = w_i^- + p_i 2^{-\nu}$ we insert the states

$$\omega_{i, \ell} = (w_1^+, \ldots, w_i^- + 2^{-\nu} \ell, w_{i+1}^-, \ldots, w_n^-) \quad \ell = 0, \ldots, p_i,$$  

so that $\omega_{i,0} = \omega_{i-1}$, $\omega_{i, p_i} = \omega_i$. Our front tracking solution will then contain $p_i$ fronts of the $i$-th family, each connecting a couple of states $\omega_{i, \ell-1}$, $\omega_{i, \ell}$ and travelling with speed $\lambda_i(\omega_{i, \ell-1}, \omega_{i, \ell})$.

For a given initial data $\bar{u} \in D^\nu$, the approximate solution $u(t, \cdot) = S^\nu_t \bar{u}$ is now constructed as follows. At time $t = 0$ we solve each of the Riemann problems determined by the jumps in $\bar{u}$ according to the above procedure. This yields a piecewise constant function with finitely many fronts, travelling with constant speeds. The solution is
then prolonged up to the first time where two or more of these fronts interact. At the interaction points, the new Riemann problems are again solved by the above procedure, etc...

As in [8], one checks that these front tracking approximations are well defined for all times $t \geq 0$. Indeed, the following properties hold.

- For each $i = 1, \ldots, n$, the map $t \mapsto \text{Tot.Var.}\{w_i(t, \cdot)\}$ is non-increasing.

- The total number of wave-fronts in $u(t, \cdot)$ does not increase in time.

- Each trajectory $t \mapsto u(t, \cdot) = S^\nu_t \bar{u}$ is a weak solution of (2.1) (because all fronts satisfy the Rankine-Hugoniot conditions), but may not be entropy-admissible (because of the presence of rarefaction fronts).

As $\nu \to \infty$, the domains $D^\nu$ become dense in $D$. We will thus define the semigroup $S$ on $D$ as a suitable limit of the flows $S^\nu$. To ensure the existence of this limit, the key step is to prove the estimate

$$\lim_{\nu \to \infty} \|S^\nu_t \bar{u} - S^\nu_t \bar{v}\|_{L^1} \leq L \cdot \|\bar{u} - \bar{v}\|_{L^1}$$

(2.16)

for some constant $L$ and any $\bar{u}, \bar{v} \in D^\mu$, $\mu \geq 1$. For this purpose, given any two initial data $\bar{u}, \bar{v}$, we consider a continuous path $\gamma : \theta \mapsto \bar{u}^\theta$, with $\gamma(0) = \bar{u}, \gamma(1) = \bar{v}$. More precisely, our path will be a pseudopolynomial, i.e., a finite concatenation of elementary paths, of the form

$$\theta \mapsto u^\theta := \sum_{\alpha=1}^N \omega_\alpha \cdot \chi_{[x_{\alpha-1}^\theta, x_\alpha^\theta]}, \quad x_\alpha^\theta = x_\alpha + \xi_\alpha \theta, \quad \theta \in [a, b]$$

(2.17)

where $\chi_{\cdot}$ is the characteristic function of the set $I$, $\omega_0, \ldots, \omega_N \in \mathbb{R}^m$ are constant states and $\xi_\alpha$ is the shift rate of the jump at $x_\alpha$. In (2.17) it is assumed that $x_0^\theta < \ldots < x_N^\theta$ for $a < \theta < b$. If $\gamma$ is an elementary path of the form (3.6), its $L^1$ length is computed by

$$\|\gamma\|_{L^1} = \int_a^b \sum_{\alpha=1}^N \|\Delta u(x_\alpha)\|_{L^1} d\theta = \sum_{\alpha=1}^N |\sigma_\alpha| (b - a),$$

(2.18)

where

$$\sigma_\alpha = \Delta u(x_\alpha) = \omega_{\alpha+1} - \omega_\alpha.$$

(2.19)

Let $u^\theta(t, \cdot) = S^\nu_t \bar{u}^\theta$ be the corresponding solutions. Since the number of wave-fronts in these solutions is a-priori bounded and the locations of the interaction points in the
t-x plane are determined by a linear system of equations, it is clear that, at any time \( \tau > 0 \), the corresponding path \( \gamma_\tau : \theta \mapsto u^\theta(\tau, \cdot) \) is still a pseudopolyhedral. Moreover, there exist finitely many parameter values \( 0 = \theta_0 < \theta_1 < \ldots < \theta_m = 1 \) such that the wave-front configuration of \( u^\theta \) remains the same as \( \theta \) ranges on each of the open intervals \( I_j = [\theta_{j-1}, \theta_j[. \) In this case, the lengths of the paths \( \gamma_0 \) and \( \gamma_\tau \) are measured by an expression of the form

\[
\|\gamma\|_{L^1} = \sum_{j=1}^m \int_{\theta_{j-1}}^{\theta_j} \sum_{\alpha} \Delta u^\theta(x^\alpha_{\alpha}) \left| \frac{\partial u^\theta_{\alpha}}{\partial \theta} \right| d\theta. \tag{2.20}
\]

By deriving a priori estimates on the integrand in (2.20), we will prove that \( \|\gamma_\tau\|_{L^1} \leq L\|\gamma_0\|_{L^1} \), for some constant \( L \) independent of total variation.

### 2.4 Estimates on front tracking solutions

Throughout this section we fix \( \nu \geq 1 \) and consider a piecewise constant solution \( u \) constructed by the front tracking algorithm, so that \( u(t, \cdot) = S^\nu_t \bar{u} \) for some \( \bar{u} \in P^\nu \). We then perturb this solution, shifting the locations \( x_\alpha \) of the jumps at rates \( \xi_\alpha \). In other words, for \( \theta \) suitably close to zero, the perturbation \( u^\theta(t, \cdot) \) will be a function with jumps at the points \( x^\theta_{\alpha} = x_\alpha + \theta \xi_\alpha \). As long as the wave-front configuration of the functions \( u, u^\theta \) is the same, the shifts \( \xi_\beta(t) \) are uniquely determined as linear functions of the shifts \( \xi_\alpha(0) \). Some properties of these shift differentials are investigated in the next lemmas.

**Lemma 2.4.1** Consider a bounded, open region \( \Gamma \) in the t-x plane. Call \( \sigma_\alpha, \alpha = 1, \ldots, N \) the fronts entering \( \Gamma \) and let \( \xi_\alpha \) be their shifts. Assume that the fronts leaving \( \Gamma \), say \( \sigma_\beta, \beta = 1, \ldots, N' \), are linearly independent. Then the shifts \( \xi_\beta \) are uniquely determined by the linear relation

\[
\sum_{\alpha=1}^N \xi_\alpha \sigma_\alpha = \sum_{\beta=1}^{N'} \xi_\beta \sigma_\beta. \tag{2.21}
\]

**Proof of Lemma 2.4.1.** Let \( u, u^\theta \) be the original and the perturbed solution. By possibly modifying the region \( \Gamma \), we can assume that its boundary consists only of horizontal or vertical segments, and that all fronts of \( u \) cross the boundary \( \partial \Gamma \) within segments parallel to the x-axis (fig. 2.1). We now integrate the conservation equation over the region \( \Gamma \), using the divergence theorem. Observing that \( u = u^\theta \) along all
vertical segments of the boundary and calling $\partial^-\Gamma$, $\partial^+\Gamma$ respectively the portions of the boundary containing incoming and outgoing fronts, we have

\[
0 = \frac{1}{\theta} \int_{\Gamma} [u^0 - u]_t + [f(u^0) - f(u)]_x \, dx \, dt
\]

\[
= \frac{1}{\theta} \int_{\partial^+\Gamma} [u^0(t, x) - u(t, x)] dx - \frac{1}{\theta} \int_{\partial^-\Gamma} [u^0(t, x) - u(t, x)] dx
\]

\[
= -\sum_{\beta=1}^{N'} \xi_{\beta} \sigma_{\beta} + \sum_{\alpha=1}^{N} \xi_{\alpha} \sigma_{\alpha}.
\]

Since the vectors $\sigma_1, \ldots, \sigma_{N'}$ are linearly independent, the coefficients $\xi_\beta$ are uniquely determined by (2.21). \hfill \Box

**Remark 2.4.2** According to Lemma 2.4.1, the shift rates of the outgoing fronts depend only on the shift rates of the incoming ones, and not on the order in which these wavefronts interact inside $\Gamma$. More precisely, one can perform the following two operations, without changing the shift rates of the outgoing fronts:

**(O1)** Switch the order in which three fronts interact (fig. 2.2, fig. 2.3).

**(O2)** Invert the order of two fronts at time $t = 0$, provided that both fronts have zero shift rate (fig. 2.4).
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This property will be repeatedly used in our future estimates. Indeed, in the calculation of a shift rate, we can suitably alter the order of wave interactions and thus reduce the problem to a case where the wave-front configuration is particularly simple.

**Lemma 2.4.3** Assume that a front tracking solution \( u \) contains two wave-fronts of the same \( k \)-th family, originating at distinct points and located at \( x_{\alpha}(t) \leq x_{\alpha'}(t), \ t \in [0, T] \). Then it is possible to assign shift rates \( \xi_{\alpha}(0) \) to all fronts in \( u(0, \cdot) \) so that \( \xi_{\alpha'}(0) = 1 \) and moreover, in the corresponding solution \( u \), all fronts \( x_{\beta}(t) \) outside the strip \( \Gamma \setminus \{ (t, x); \ t \in [0, T], \ x_{\alpha'}(t) \leq x \leq x_{\alpha''}(t) \} \) have zero shift rate.

In other words (fig. 2.5), the perturbation of the initial data can be chosen so that one particular front shifts at unit rate, but the corresponding solution remains unaffected outside the region \( \Gamma \).

**Proof of Lemma 2.4.3.** The shift rates \( \xi_{\alpha}(0) \) will be chosen so that, for all \( t, x \),

\[
-\frac{d}{dt} \int_{-\infty}^{x} u^{0}(t, y) \ dy = \sum_{x_{\alpha}(t) < x} \xi_{\alpha}(t) \sigma_{\alpha}(t) = c(t, x) \sigma_{k}(u(t, x)),
\]

where \( c = c(t, x) \) is a scalar function identically equal to zero outside \( \Gamma \). To achieve (2.22), we proceed by induction. We denote by \( x_{1}(0) < \cdots < x_{N}(0) \) the locations of the jumps in \( u(0, \cdot) \). Moreover, we consider the intermediate states and the jumps

\[
u_{\alpha} \triangleq u(0, x) \quad x \in [x_{\alpha}, x_{\alpha+1}[, \quad \sigma_{\alpha} \triangleq u_{\alpha} - u_{\alpha-1}.
\]
The initial shift rates are defined by setting

\[ \xi_\alpha = 0 \quad \text{if} \quad 1 \leq \alpha < \alpha', \quad \xi_{\alpha'} = 1. \]

If \( \alpha' < \alpha \leq \alpha'' \), assume by induction that \( \xi_{\alpha-1} \) has already been defined, so that

\[ \sum_{x_\beta < x_\alpha} \sigma_\beta \xi_\beta = c_{\alpha-1} r_k(u_{\alpha-1}). \quad (2.23) \]

for some constant \( c_{\alpha-1} \). Two cases will be considered.

CASE 1. If the jump at \( x_\alpha \) belongs to the \( k \)-th family, then the vectors \( \sigma_\alpha, r_k(u_{\alpha-1}), r_k(u_{\alpha}) \) are all parallel, and any choice of the shift \( \xi_\alpha \) will automatically satisfy

\[ \sum_{x_\beta \leq x_\alpha} \sigma_\beta \xi_\beta = c_\alpha r_k(u_{\alpha}). \quad (2.24) \]

CASE 2. If the jump at \( x_\alpha \) belongs to the \( j \)-th family with \( j \neq k \), since the system is of Temple class we have

\[ \text{span} \{ \sigma_\alpha, r_k(u_{\alpha}) \} = \text{span} \{ \sigma_\alpha, r_k(u_{\alpha-1}) \}. \]

Hence there exists a unique shift rate \( \xi_\alpha \) and a constant \( c_\alpha \) such that

\[ c_\alpha r_k(u_{\alpha}) = \xi_\alpha \sigma_\alpha + c_{\alpha-1} r_k(u_{\alpha-1}). \quad (2.25) \]

Observe that, when \( \alpha = \alpha'' \), since the front belongs to the \( k \)-th family, we can choose the shift rate \( \xi_{\alpha''} \) so that

\[ \sum_{x_\beta \leq x_{\alpha''}} \sigma_\beta \xi_\beta = 0. \quad (2.26) \]

We then define \( \xi_\alpha = 0 \) for all \( \alpha > \alpha'' \). This achieves (2.22) for all \( x \), at time \( t = 0 \).

We claim that (2.22) remains valid at all later times. For this purpose, it is enough to study an arbitrary interaction between two wave-fronts, say occurring at a point \((\bar{t}, \bar{x})\). We consider the case of two incoming fronts (fig. 2.6) of families \( k_\alpha \neq k_\beta \), with \( k_\alpha, k_\beta \neq k \). The other cases are similar, or easier. Call \( u_l, u_m, u_r \) respectively the left, middle and right states before interaction, and let \( u_m' \) be the middle state after interaction. We denote by \( \sigma_\alpha, \sigma_\beta \) and \( \xi_\alpha, \xi_\beta \) the jumps and shift rates of the incoming fronts, while \( \sigma'_\alpha, \sigma'_\beta, \xi'_\alpha, \xi'_\beta \) refer to the outgoing fronts. The inductive assumptions imply

\[ \sum_{x_{\gamma}(\bar{t}) < x_\bar{x}} \sigma_\gamma(\bar{t}) \xi_\gamma(\bar{t}) = c_\gamma r_k(u_{\bar{t}}) \quad (2.27) \]
for some constant $c_\gamma$. Moreover

$$c_\gamma r_k(u_l) + \xi_\alpha \sigma_\alpha = c_m r_k(u_m), \quad (2.28)$$

$$c_m r_k(u_m) + \xi_\beta \sigma_\beta = c_\gamma r_k(u_r), \quad (2.29)$$

while the conservation equations yield

$$\xi'_\alpha \sigma'_\alpha + \xi'_\beta \sigma'_\beta = \xi_\alpha \sigma_\alpha + \xi_\beta \sigma_\beta. \quad (2.30)$$

From (2.27)–(2.30) it is clear that

$$\sum_{x(\bar{t}) < \bar{t}} \sigma_\gamma(\bar{t}) \xi_\gamma(\bar{t}) + \xi'_\alpha \sigma'_\alpha + \xi'_\beta \sigma'_\beta = c_\gamma r_k(u_l) + \xi_\alpha \sigma_\alpha + \xi_\beta \sigma_\beta$$

$$= c_\gamma r_k(u_r).$$

It remains to show that, for some constant $c'_m$, one has

$$c_\gamma r_k(u_l) + \xi'_\beta \sigma'_\beta = c'_m r_k(u'_m). \quad (2.31)$$

This can be easily seen by writing

$$c_\gamma r_k(u_l) + \xi'_\beta \sigma'_\beta = c_\gamma r_k(u_r) - \xi'_\alpha \sigma'_\alpha \quad (2.32)$$

and observing that the vector on the left hand side belongs to span$\{r_k(u_r), \ r_k(u'_m)\}$, the vector on the right hand side lies in the plane span$\{r_k(u_l), \ r_k(u'_m)\}$, and the intersection of these planes is the straight line spanned by $r_k(u'_m)$.
To check that all shifts vanish outside $\Gamma$, consider the case where the families of the incoming fronts are $k_\alpha \neq k, k_\beta = k$ and the front $t \mapsto x_{\beta}(t)$ marks the boundary of the region $\Gamma$. In this case, the inductive assumption implies $c_r = 0$. From the relation

$$c_m r_k(u_m') + \xi'_\alpha \sigma'_\alpha = c_r r_k(u_r') = 0,$$

by the linear independence of the vectors $r_k(u_m'), \sigma'_\alpha$ it follows $\xi'_\alpha = 0$ as required. This completes the proof of Lemma 2.4.3. $\square$

**Lemma 2.4.4** Let $u$ be a front-tracking solution of (2.1), and consider two wave-fronts, say $t \mapsto x(t), t \mapsto y(t)$, defined for $t \in [0, T]$. Then there exists a second front tracking solution $\tilde{u}$ with two fronts $\tilde{x}, \tilde{y}$ such that the following holds.

(i) $\tilde{x}(0) = x(0), \tilde{y}(0) = y(0), \tilde{x}(T) = x(T), \tilde{y}(T) = y(T)$.

(ii) $\tilde{u} = u$ in a neighborhood of the points $(0, x(0)), (0, y(0)), (T, x(T)), (T, y(T))$.

(iii) Tot. Var. $\{\tilde{u}(0, \cdot)\} \leq C_0$, for some constant $C_0$ depending only on the system (2.1) and on the set $E$.

**Proof of Lemma 2.4.4.** To fix the ideas, assume $x(0) < y(0)$. The set $\mathbb{R} \setminus \{x(0), y(0)\}$ consists of three connected components which we call $J_1, J_2, J_3$. Similarly, the set $\mathbb{R} \setminus \{x(T), y(T)\}$ consists of three components $J'_1, J'_2, J'_3$. Assume that $u$ contains two wave-fronts $t \mapsto z'(t), t \mapsto z''(t)$, of the same $k$-th family, such that $z'(0)$ and $z''(0)$ lie in the same open set $J_i$ and moreover $z'(T)$ and $z''(T)$ lie in the same $J'_i$. We now apply Lemma 2.4.3, with $x_{\alpha'} = z', x_{\alpha''} = z''$. We claim that, if the $k$-waves at $z'(0)$ and $z''(0)$ have the same sign, we can choose the initial shift rates $\xi_{\alpha'}(0)$ satisfying the additional conditions

(i) $\xi_{\alpha'}(0) = 1, \xi_{\alpha'}(t) \geq 0$ for all $t \in [0, T]$,

(ii) $\xi_{\alpha}(0) = 0$ if $\alpha' < \alpha < \alpha''$ and the front at $x_{\alpha}$ is of the $k$-th family,

(iii) $\xi_{\alpha''}(t) \leq 0$ for all $t \in [0, T]$.

To fix the ideas, let both waves be positive. Since the choice of $\xi_{\alpha}(0)$ is arbitrary for waves of the $k$-th family, it is clear that (ii) can be satisfied. To prove (i) and (iii), we first show that the constants $c(t, x)$ vanish outside the strip $\Gamma$ bounded by $z', z''$ and are positive inside $\Gamma$. At time $t = 0$, by construction we have $c_{\alpha'} > 0$. Moreover, if
c_{\alpha-1} > 0 \text{ for some } \alpha' < \alpha < \alpha'', \text{ then also } c_{\alpha} > 0. \text{ This follows from (2.25) and the linear independence assumption (SH). Similarly, at any interaction between two fronts in the interior of the strip } \Gamma, \text{ from (2.31)-(2.32) we deduce that, if } c_k, c_m, c_r > 0, \text{ then also } c'_m > 0. \text{ By induction on all finitely many interaction points, we conclude } c > 0 \text{ inside } \Gamma.

Calling } \xi'(t), \sigma'(t) \text{ respectively the shift rate of the jump at } z'(t) \text{ and its amplitude, from the relation }
\xi'(t) \sigma'(t) = c(t, z'(t)+) r_k(u(t, z'(t)+) ),
\text{ since } \sigma' \text{ and } r_k \text{ are parallel and have the same sign, recalling that } c > 0 \text{ inside } \Gamma \text{ we conclude } \xi'(t) > 0. \text{ A similar argument yields that the shift of the front } z'' \text{ satisfies } \xi''(t) < 0.

By (i) and (iii), we can thus construct a one-parameter family of solutions } u^\theta \text{ shifting forward the front at } z'(\cdot) \text{ and shifting backwards the front at } z''(\cdot). \text{ The parameter } \theta \text{ can be raised up to a value } \theta \text{ where two } k\text{-fronts in } u^\theta(0, \cdot) \text{ coincide. We thus obtain a second solution } u^\theta \text{ which coincides with } u \text{ outside the strip } \Gamma \text{ bounded by the fronts } z'(\cdot) \text{ and } z''(\cdot), \text{ but with a smaller number of } k\text{-fronts. This construction can be repeated as long as the solution contains fronts of the same family and with the same sign, starting at different points within the same set } J_i \text{ and ending within the same } J'_j. \text{ In a finite number of steps, we obtain a new solution } \hat{u} \text{ with the property that, for each } k = 1, \ldots, n \text{ and } i, j = 1, 2, 3, \text{ there exists at most one point } \bar{x} \in J_i \text{ where a positive } k\text{-wave originates, terminating within } J'_j, \text{ and similarly for negative } k\text{-waves. Of course, this implies that the total variation of } \hat{u} \text{ is uniformly bounded, with a bound } C_0 \text{ depending only on } n \text{ and on the diameter of the set } E. \qed

Next we seek an estimate on the amount of positive } k\text{-waves in a front tracking solution } u \text{ at time } \tau > 0, \text{ contained in a bounded interval } [a, b]. \text{ As a preliminary, we prove }

Lemma 2.4.5 \text{ For a fixed } \nu \geq 1, \text{ let } u(t, \cdot) = S_t^\nu \bar{u} \text{ be a front tracking solution of the system (2.1). For } t \in [0, T], \text{ let } x(t) \leq y(t) \text{ be the positions of two adjacent } k\text{-rarefaction fronts. Then for some constant } \kappa > 0 \text{ one has }
\begin{equation}
y(\tau) - x(\tau) \geq \kappa \tau \cdot 2^{-\nu}. \quad (2.33)
\end{equation}
Proof of Lemma 2.4.5. By Lemma 2.4.4, by possibly replacing \( u \) by another solution \( \tilde{u} \), it is not restrictive to assume that \( \text{Tot.Var.}\{u(0,\cdot)\} \leq C_0 \). Observe that, by construction, each \( k \)-rarefaction front has strength \( \Delta w_k = 2^{-\nu} \). Let \( k_\alpha \in \{1, \ldots, n\} \) be the family of the jump at \( x_\alpha \). Call \( \sigma_\alpha = \Delta u(t, x_\alpha) = u(t, x_\alpha^+) - u(t, x_\alpha^-) \) the jump at \( x_\alpha \) and let \( \|\sigma_\alpha\| = |\Delta w_{k_\alpha}| \) the strength of the jump, measured in Riemann coordinates.

Defining \( m(t) \equiv y(t) - x(t) \), by the genuine nonlinearity of the \( k \)-th characteristic field we have an estimate of the form

\[
\dot{m}(t) \geq c \cdot 2^{-\nu} - C_1 \cdot \sum_{x(t)<x_\alpha(t)<y(t)} \|\sigma_\alpha(t)\| \tag{2.34}
\]

for some constants \( C_1, c > 0 \). As usual, we denote by \( \sigma_\alpha \) the value of the jump at \( x_\alpha \), occurring in the \( k_\alpha \)-th family. To estimate the contribution of the last term in (2.34), following [16] we introduce the function

\[
\Phi(t) \equiv \sum_{k_\alpha \neq k} \phi_{k_\alpha}(t, x_\alpha(t)) \cdot \|\sigma_\alpha(t)\|
\]

where

\[
\phi_i(t, x) \equiv \begin{cases} 1 & \text{if } x < x(t) \\ \frac{m(t) - x}{m(t)} & \text{if } x \in [x(t), \ y(t)] \\ 0 & \text{if } x > y(t) \end{cases}
\]

or

\[
\phi_i(t, x) \equiv \begin{cases} 0 & \text{if } x < x(t) \\ \frac{x - x(t)}{m(t)} & \text{if } x \in [x(t), \ y(t)] \\ 1 & \text{if } x > y(t) \end{cases}
\]

in the cases \( i > k \) or \( i < k \) respectively. Observe that the map \( t \mapsto \Phi(t) \) is piecewise Lipschitz continuous, possibly with a finite number of downward jumps, occurring at interaction times. Because of the strict separation of the characteristic speeds, outside interactions we have

\[
\dot{\Phi}(t) = \sum_{k_\alpha \neq k} \|\sigma_\alpha\| \cdot \frac{d}{dt} \phi_{k_\alpha}(t, x_\alpha(t))
\]

\[
\leq - \sum_{x(t)<x_\alpha(t)<y(t)} \|\sigma_\alpha(t)\| \cdot \frac{C_2}{m(t)} \tag{2.35}
\]

for some constant \( C_2 > 0 \). Together, (2.34)-(2.35) yield

\[
\dot{m}(t) - \frac{C_1}{C_2} \cdot \dot{\Phi}(t) m(t) \geq c \cdot 2^{-\nu}, \tag{2.36}
\]
\[ m(\tau) \geq e^{-\frac{C_1C_0}{C_2}} \Phi(0) \cdot c_T \cdot 2^{-\nu}. \] (2.37)

The uniform bound on the total variation implies \( \Phi(0) \leq C_0' \) for some constant \( C_0' \). Hence the lemma holds with \( \kappa = \alpha e^{-C_0'C_1/C_2}. \)

**Lemma 2.4.6** Consider a front tracking solution \( u(t, \cdot) = S_{\xi}^{\tau} \bar{u} \), with \( \bar{u} \) containing \( N \) shock fronts of the \( k \)-th family. Then, for each \( \tau > 0 \) and every bounded interval \( [a, b] \), one has

\[ \text{Tot. Var.} \{w_k(\tau, \cdot); \ [a, b]\} \leq \frac{2(b-a)}{\kappa \tau} + \|w_k\|_{L^\infty} + (N + 1)2^{1-\nu}. \] (2.38)

**Proof of Lemma 2.4.6.** By Lemma 2.4.5, at time \( \tau > 0 \) any two adjacent \( k \)-rarefaction fronts of \( u \) are separated by a distance \( \geq \kappa \tau \cdot 2^{-\nu} \). Therefore, the number of rarefaction fronts inside any interval \( [a,b] \) is bounded by

\[ 1 + N + \frac{b-a}{\kappa \tau \cdot 2^{-\nu}}. \]

The positive variation of \( w_k(\tau, \cdot) \) on \( [a,b] \), i.e., the total amount of upward jumps, thus satisfies

\[ \text{Pos. Var.} \{w_k(\tau, \cdot); \ [a, b]\} \leq (1 + N)2^{-\nu} + \frac{b-a}{\kappa \tau}. \] (2.39)

In turn, the total variation of \( w_k(\tau, \cdot) \) on \( [a,b] \) is bounded by \( \|w_k\|_{L^\infty} \) plus twice the positive variation of \( w_k \). Hence (2.38) holds. \( \Box \)

### 2.5 Estimates on shift differentials

This section is devoted to the proof of the key estimate on shift differentials.

**Lemma 2.5.1** Let \( u(t, \cdot) = S_{\xi}^{\tau} \bar{u} \) be a front tracking solution, with \( \bar{u} \) containing \( N \) shocks. Assume that at time \( t = 0 \) one single front is shifted, say of the \( k \)-th family, located at \( \xi \) with shift rate \( \xi \) and amplitude \( \sigma \). Calling \( \xi_\alpha(\tau), \sigma_\alpha(\tau) \) the shift rates and the amplitudes of the fronts in \( u(\tau, \cdot) \), for some constant \( C_3 \) depending only on the system (1.1) and on the domain \( E \) we then have

\[ \sum_{\alpha} |\xi_\alpha(\tau)\sigma_\alpha(\tau)| \leq C_3(1 + N2^{-\nu})|\xi \sigma|. \] (2.40)

**Proof of Lemma 2.5.1.** Consider one particular front, say \( x_{\alpha^*} \), of the \( j \)-th family, and call \( \bar{y} = x_{\alpha^*}(\tau) \) its terminal point. In the first part of the proof we shall establish the existence of constants \( C_4, C_5 \), depending only on the system (2.1) and on the domain \( E \), such that the following properties hold.
(P1) If \( x_{\alpha^*} \) is precisely the \( k \)-front starting at \( \bar{x} \), then
\[
|\zeta_{\alpha^*}(\tau)\sigma_{\alpha^*}(\tau)| \leq C_5|\bar{\xi}|. \tag{2.41}
\]

(P2) If \( x_{\alpha^*} \) is a \( j \)-front, with \( j \neq k \), and the backward \( j \)-characteristics ending at \( \bar{y} \) include fronts starting from both sides of \( \bar{x} \), then (2.41) again holds.

(P3) If \( x_{\alpha^*} \) is a \( j \)-front, and the \( j \)-fronts ending at \( \bar{y} \) start either all at the left or all at the right of \( \bar{x} \), one then has the sharper estimate
\[
|\zeta_{\alpha^*}(\tau)| \leq C_4|\bar{\xi}|. \tag{2.42}
\]

Toward a proof of (P1)-(P3) we observe that, besides the fronts starting at \( \bar{x} \) and the ones ending at \( \bar{y} \), one can single out four groups of waves:

1. the waves starting on the left of \( \bar{x} \) and ending on the left of \( \bar{y} \);
2. the waves starting on the right of \( \bar{x} \) and ending on the right of \( \bar{y} \);
3. the waves starting on the right of \( \bar{x} \) and ending on the left of \( \bar{y} \);
4. the waves starting on the left of \( \bar{x} \) and ending on the right of \( \bar{y} \).

According to Remark 2.4.2, in our computation of the shift rate \( \zeta_{\alpha^*}(\tau) \) of the front reaching \( \bar{y} \), we can assume that the sets of waves in (1) and (2) are empty. Indeed, we can otherwise shift the locations of all these fronts of type (1) toward the left, until they all lie outside the domain of influence of the initial point \( \bar{x} \). Similarly, fronts of type (2) can be shifted toward the right until they lie completely outside this domain of influence. Having achieved this simplification, consider the situation described in (P1).

We can construct a region of the form
\[
\Gamma := \{(t, x); \ t \in [0, \tau], \ \gamma^{-}(t) < x < \gamma^{+}(t)\}
\]
as in fig. 2.7, choosing \( \Gamma \) so that all \( k \)-fronts starting within \([\gamma^{-}(0), \gamma^{+}(0)]\) join together into the single \( k \)-front at \( \bar{y} \). Again by Remark 2.4.2, we can assume that all fronts of type (4) originate from the interval \([\gamma^{-}(0), \bar{x}]\) and exit from \( \Gamma \) through the side \( \gamma^{+} \). Similarly, we can assume that all fronts of type (3) originate from the interval \([\bar{x}, \gamma^{+}(0)]\) and exit from \( \Gamma \) through the side \( \gamma^{-} \).

Observe that the fronts of type (3) are those of families \( i < k \), while the fronts of type (3) are those of families \( i > k \). Applying Lemma 2.4.1 to the region \( \Gamma \), we obtain
\[
\tilde{\xi} = \sum_{\alpha \in C(\gamma^{-})} \xi_{\alpha} \sigma_{\alpha} + \zeta_{\alpha^*}(\tau)\sigma_{\alpha^*}(\tau) + \sum_{\alpha \in C(\gamma^{+})} \xi_{\alpha} \sigma_{\alpha}. \tag{2.43}
\]
In (2.43) the two summations refer to wave-fronts leaving $\Gamma$ by crossing the boundary curves $\gamma^-$ and $\gamma^+$ respectively. Calling $u^- = u(\tau, \bar{y}^-)$ and $u^+ = u(\tau, \bar{y}^+)$ the left and right states across the jump at $\bar{y}$, we now observe that the amplitude of each wave $\sigma_\alpha$ with $\alpha \in C(\gamma^-)$ satisfies

$$\sigma_\alpha \in \text{span}\{r_1(u^-), \ldots, r_{k-1}(u^-)\}. \quad (2.44)$$

Moreover, the amplitude of each wave $\sigma_\alpha$ with $\alpha \in C(\gamma^+)$ satisfies

$$\sigma_\alpha \in \text{span}\{r_{k+1}(u^-), \ldots, r_n(u^-)\}. \quad (2.45)$$

Since $\sigma_{\alpha^*}(\tau)$ is parallel to $r_k(u^+)$, from (2.43)–(2.45) and the assumption (SH) on the linear independence of the eigenvectors, the bound (2.41) follows.

We now establish (P3), first in the case (fig. 2.8) where no $j$-wave ending at $\bar{y}$ crosses the $k$-wave starting at $\bar{x}$. Consider a curve $\gamma$ running slightly to the right of the maximal backward $j$-front ending at $\bar{y}$. By Remark 2.4.2, after performing the operations (O1)-(O2) a number of times, we can consider an equivalent configuration with the following properties:

No front crosses $\gamma$ from left to right. There exists some index $\ell \leq j$ such that only fronts of families $i < \ell$ can cross $\gamma$ from right to left. Moreover, no $i$-front with $i < \ell$ terminates at time $\tau$ inside the half line $[\gamma(\tau), \infty [\$, i.e. all these fronts cross $\gamma$ before time $\tau$.  

Figure 2.7
Applying Lemma 2.4.1 to the region on the right of $\gamma$ we obtain

$$\sum_{a \in C(\gamma)} \xi_\alpha \sigma_\alpha + \sum_{x_\alpha(\tau) > \gamma(\tau)} \xi_\alpha(\tau) \sigma_\alpha(\tau) = \bar{\xi} \bar{\sigma}. \quad (2.46)$$

Here the first summation extends to all fronts crossing the curve $\gamma$. As before, call $u^-$ and $u^+$ the left and right states across the jump at $\mathcal{J}$. Observing that the two sums on the right hand side of (2.46) are contained in

$$\text{span}\{r_1(u^+), \ldots, r_{\ell-1}(u^+)\}, \quad \text{span}\{r_\ell(u^+), \ldots, r_n(u^+)\}, \quad (2.47)$$

using the assumption (SH) we conclude

$$\left| \sum_{a \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C_4 |\xi| \bar{\sigma}. \quad (2.48)$$

We now apply again Lemma 2.4.1 to the region on the left of $\gamma$. Observing that the only incoming fronts which carry a nonzero shift rate are those crossing $\gamma$ from right to left, and that the only outgoing $j$-front is the one ending at $\mathcal{J}$, we obtain

$$\sum_{x_\alpha(\tau) < \mathcal{J}} \xi_\alpha \sigma_\alpha + \xi_\alpha^* (\tau) \sigma_\alpha^* (\tau) = \sum_{a \in C(\gamma)} \xi_\alpha \sigma_\alpha. \quad (2.49)$$

Recalling the normalization at (2.5), we observe that (2.49) implies

$$|\xi_\alpha^* (\tau) \sigma_\alpha^* (\tau)| = l_j(u^-) \cdot \sum_{a \in C(\gamma)} \xi_\alpha \sigma_\alpha^*. \quad (2.50)$$
2.5. ESTIMATES ON SHIFT DIFFERENTIALS

On the other hand,
\[ l_j(u^+) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = 0. \quad (2.51) \]
Together, (2.50)-(2.51) imply
\[ \left| \xi_\alpha^*(\tau)\sigma_\alpha^*(\tau) \right| \leq C' \left| l_j(u^+) - l_j(u^-) \right| \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \leq C_5 \left| \sigma_\alpha^*(\tau) \right| \| \xi \sigma \|_\cdot \quad (2.52) \]
Hence, in this case, (2.42) holds.

We now prove (P3) in the case where \( k > j \) and all \( j \)-waves running into \( \bar{y} \) cross the \( k \)-wave starting from \( \bar{x} \), as in figure 2.9. In this case, we construct a curve \( \gamma \) slightly to the left of the minimal backward \( j \)-front ending at \( \bar{y} \). Observe that every wave-front crossing \( \gamma \) from left to right must be of a family \( i > j \). Moreover, by Remark 2.4.2, we can assume that no wave crosses \( \gamma \) from right to left. Applying Lemma 2.4.1 to the region on the left of \( \gamma \) we obtain
\[ \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = \xi \sigma \quad (2.53) \]
We now apply again Lemma 2.4.1 to the region on the right of \( \gamma \), observing that set of outgoing fronts, crossing the line \( t = \tau \), contains the \( j \)-front at \( \bar{y} \) plus other fronts on the right of \( \bar{y} \), of families \( i > j \). Together with (2.58), this yields
\[ \xi_\alpha^*(\tau)\sigma_\alpha^*(\tau) + \sum_{x_\alpha(\tau) > \bar{y}} \xi_\alpha \sigma_\alpha = \sum_{\alpha \in C(\gamma)} \xi_\alpha(\tau)\sigma_\alpha(\tau) = \xi \sigma. \quad (2.54) \]
By (2.54),
\[ |\xi_{\alpha^*}(\tau)\sigma_{\alpha^*}(\tau)| = l_j(u^+) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_{\alpha^*} \]  \hspace{1cm} (2.55)

Observing that
\[ l_j(u^-) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = 0, \]
we again have an estimate of the form (2.52), hence (P3) holds.

We finally consider the situation described in (P2), where there exist \( j \)-waves starting both on the left and on the right of \( \mathfrak{F} \) which join into a single front ending at \( \bar{y} \) (fig. 2.10a). According to Remark 2.4.2, we can simplify our computations by suitably changing the order of wave-front interactions. In particular, we can perform our estimate in terms of an equivalent wave-front configuration (fig. 2.10b), where the \( j \)-fronts ending at \( \bar{y} \) and starting to the left of \( \mathfrak{F} \) join together in a single front \( x_{\alpha^*} \) at a time \( \tau^* < \tau \), and all \( j \)-fronts ending at \( \bar{y} \) and starting to the right of \( \mathfrak{F} \) join together in a single front \( x_{\alpha^*} \) at time \( \tau^* \). Applying (P3) to the fronts \( x_{\alpha^*}, x_{\alpha^*} \), we obtain
\[ |\xi_{\alpha^*}(\tau)| \leq C_5 |\bar{\xi}|, \quad |\xi_{\alpha^*}(\tau^*)| \leq C_5 |\bar{\xi}|. \]  \hspace{1cm} (2.56)

The final interaction of these two \( j \)-fronts determines a single front of strength \( \sigma_{\alpha^*} = \sigma_\alpha + \sigma_{\alpha^*} \). Using Lemma 2.4.1, we compute
\[ |\xi_{\alpha^*}(\tau)\sigma_{\alpha^*}(\tau)| = |\xi_{\alpha^*}(\tau^*)\sigma_{\alpha^*}(\tau^*) + \xi_{\alpha^*}(\tau^*)\sigma_{\alpha^*}(\tau^*)| \]
\[ \leq C' \left( |\xi_{\alpha^*}(\tau^*)| + |\xi_{\alpha^*}(\tau^*)| \right) \]
\[ \leq C' C_5 |\bar{\xi}|. \]  \hspace{1cm} (2.57)

This establishes (P2).
2.6. PROOF OF THE THEOREMS

We now complete the proof of Lemma 2.5.1. Let \( \lambda \) be an upper bound for the absolute values of all characteristic speeds. If the only front shifted at time \( t = 0 \) is the one at \( \bar{x} \), it follows that at a fixed time \( \tau > 0 \) the only fronts with nonzero shift rate can be the ones located inside the interval \([\bar{x} - \lambda \tau, \; \bar{x} + \lambda \tau]\). Recalling the estimate (2.38) on the total variation, using the properties (P1)-(P3) we thus have

\[
\sum_{\alpha} |\xi_{\alpha}(\tau)\sigma_{\alpha}(\tau)| \leq nC_4|\bar{\xi}\bar{\sigma}| + C_5|\bar{\xi}\bar{\sigma}| \cdot \text{Tot.Var.}\{u(\tau); \; [\bar{x} - \lambda \tau, \; \bar{x} + \lambda \tau]\}
\leq C_3(1 + N2^{-\nu})|\bar{\xi}\bar{\sigma}|
\]

for a suitable constant \( C_3 \).

\[\square\]

Remark 2.5.2 For the front tracking solution \( u \) considered in Lemma 2.5.1, assume that all fronts in \( u(0, \cdot) \) are shifted. More precisely, let \( \xi_{\alpha}(0) \) be the shift rate of the front located at \( x_{\alpha}(0) \), having amplitude \( \sigma_{\alpha}(0) \). Call \( \xi_{\beta}(\tau) \) the corresponding shift rate of the front of \( u(\tau, \cdot) \) located at \( x_{\beta}(\tau) \). Observing that the shift differential

\[
(\xi_1(0), \ldots, \xi_N(0)) \mapsto (\xi_1(\tau), \ldots, \xi_N(\tau))
\]

is a linear mapping, from (2.40) it easily follows

\[
\sum_{\beta} |\xi_{\beta}(\tau)\sigma_{\beta}(\tau)| \leq C_3(1 + N2^{-\nu}) \cdot \sum_{\alpha} |\xi_{\alpha}(0)\sigma_{\alpha}(0)|
\]

(2.58)

2.6 Proof of the theorems

To construct the semigroup described in Theorem 2.2.1, we recall that, for every \( M > 0 \), by [8] there exists a Lipschitz semigroup \( S \) of solutions of (2.1) defined on the domain \( D_M \) defined at (2.11). Moreover, trajectories of this semigroup are the unique limits of front tracking approximations:

\[
S_t\bar{u} = \lim_{\nu \to \infty} S^\nu_{t\nu}\bar{u}_\nu
\]

for every \( \bar{u} \in D_M, \bar{a}_\nu \in D_M \cap D^\nu, \bar{a}_\nu \to \bar{u} \) in \( L^1 \). We need to show that the Lipschitz constant of this semigroup on \( D_M \) does not depend on \( M \). For this purpose, consider any two piecewise constant initial data, say \( \bar{u}, \bar{v} \in D^\nu \). We can now construct a pseudopolygonal path \( \gamma_0: \theta \mapsto \bar{u}^\theta \) connecting \( \bar{u} \) with \( \bar{v} \) with the following properties. The \( L^1 \) length of \( \gamma_0 \) satisfies

\[
\|\gamma_0\|_{L^1} \leq C_6\|\bar{u} - \bar{v}\|_{L^1}
\]

(2.59)
Moreover, all functions $\bar{u}^\theta$ lie in $D^\mu$ and have a uniformly bounded number of shocks, say $\leq N$.

Calling $\gamma_\tau : \theta \mapsto u^\theta = S_\tau u^\theta$, we claim that the length of $\gamma_\tau$ remains a bounded multiple of the length of $\gamma_0$. Indeed, for every $\nu \geq \mu$, consider the path $\gamma'_\tau : \theta \mapsto u^\theta = S'_\tau u^\theta$. Writing the length of this path in the form (2.20) and using Lemma 2.5.1 we obtain

$$||\gamma'_\tau||_{L^1} \leq \sum_{j=1}^m \int_{\theta_{j-1}}^{\theta_j} \sum_\beta |\Delta u^\theta_\beta(\tau, x^\theta_\beta)| \left| \frac{\partial u^\theta_\beta(\tau)}{\partial \theta} \right| d\theta.$$

$$\leq \sum_{j=1}^m \int_{\theta_{j-1}}^{\theta_j} C_3(1 + N2^{-\nu}) \cdot \sum_\alpha |\Delta u^\theta_\alpha(0, x^\theta_\alpha)| \left| \frac{\partial u^\theta_\alpha(0)}{\partial \theta} \right| d\theta.$$

$$\leq C_3(1 + N2^{-\nu}) \cdot ||\gamma_0||_{L^1}.$$

Letting $\nu \to \infty$ we obtain (2.8) for all $\bar{u}, \bar{v} \in D^\kappa$. The semigroup $S$ can thus be extended by continuity to the whole domain $D$, preserving the property (2.8). Every semigroup trajectory is thus a limit of front tracking approximations, hence it provides a solution of the system (2.1).

Concerning the entropy condition (2.9), fix an interval $[a, b]$ and an initial condition $\bar{u}$. We can now approximate the solution $u(t, \cdot) = S_t \bar{u}$ with a sequence of front tracking solutions $u_\nu(t, \cdot) = S_t \bar{u}_\nu$, choosing initial data $\bar{u}_\nu$ having a number of shocks $N_\nu \leq \nu$. By (2.39), the total number of positive wave-fronts in $u_\nu(\tau, \cdot) = S^\nu_\tau \bar{u}_\nu$ on a given interval $[a, b]$ satisfies

$$\text{Pos.Var.} \{w^\nu_k(\tau, \cdot); [a, b] \} \leq (1 + N_\nu)2^{-\nu} + \frac{b-a}{\kappa T},$$

(2.61)

where $w^\nu_k = w_k(u_\nu)$ is the $k$-th Riemann coordinate of $u_\nu$. Letting $\nu \to \infty$ in (2.61) we obtain

$$\text{Pos.Var.} \{w_k(u(\tau, \cdot)); [a, b] \} \leq \frac{b-a}{\kappa T}.$$

(2.62)

Hence (2.9) holds. This completes the proof of Theorem 2.2.1.

**Remark 2.6.1** In general the semigroup $S_t$ constructed as above will not be Lipschitz continuous w. r. t. time. Indeed, the map $t \mapsto S_t \bar{u}$ from $[0, \infty]$ to $L^1(\mathbb{R})$ may not be Lipschitz continuous at time $t = 0$ if $\bar{u}$ has unbounded total variation.

We now give a proof of Theorem 2.2.2. Fix any $R > 0$ and let $\lambda$ be an upper bound for the absolute values of all characteristic speeds. Let $u$ be a weak solution of (2.1) satisfying the decay estimate (2.9). For every $\delta > 0$ the restriction of $u(t, \cdot)$ to
the intervals \( I(t) = [-R + \delta t, R - \delta t], t \in [\delta, R/\delta] \) has uniformly bounded variation. Therefore, the uniqueness theorem in [18] yields

\[ u(t, \cdot) = S_{t - \delta} u(\delta) \text{ restricted to } I(t). \] (2.63)

\[
\int_{I(t)} \left| u(t, x) - (S_{t-\delta}u)(x) \right| \, dx = \int_{I(t)} \left| (S_{t-\delta}u)(x) - (S_{t-\delta} \circ S_{\delta} u)(x) \right| \, dx \\
\leq L \cdot \|u(\delta, \cdot) - S_{\delta \delta}u\|_{L^1}. \] (2.64)

Letting \( \delta \to 0 \) we conclude that the left hand side of (2.64) must be zero. Since \( R \) was arbitrary, this proves (2.10).

### 2.7 A counterexample

The following example shows that the Lipschitz continuous dependence on the initial data may not hold if one drops the assumption of genuine nonlinearity of all characteristic fields.

Consider the \( 2 \times 2 \) system

\[
(u_1)_t + \left( \frac{u_1}{1 + u_1 + u_2} \right)_x = 0, \\
(u_2)_t + \left( \frac{u_2}{1 + u_1 + u_2} \right)_x = 0, \] (2.65)

where \( u_1, u_2 > 0 \). Here, the first characteristic field is genuinely nonlinear, the second is linearly degenerate. In terms of the Riemann coordinates \( w_1 = u_1 + u_2, w_2 = u_2/u_1 \), this system takes the form

\[
(w_1)_t + \left( \frac{w_1}{1 + w_1} \right)_x = 0, \\
(w_2)_t + \left( \frac{1}{1 + w_1} w_2 \right)_x = 0. \] (2.66)

Fix some coordinate values \( 0 < w_1^- < w_1^0, 0 < w_2^- < w_2^+ \). We now consider an initial data \( u(x) = (\bar{w}_1(x), \bar{w}_2(x)) \) whose Riemann coordinates are defined as follows. Given three points \( a < b < c \) on the real line, we take

\[
\bar{w}_1(x) = \begin{cases} 
  w_1^- & \text{if } x < c, \\
  w_1^0 & \text{if } x = c, \\
  w_1^+ & \text{if } x > c.
\end{cases}
\]
Moreover we set
\[ \bar{w}_2(x) = w_2^- \quad \text{if} \quad x \notin [a, b] \]
and let \( \bar{w}_2 \) oscillate countably many times between the two values \( w_2^-, w_2^+ \) as \( x \) ranges inside \([a, b]\), so that its total variation is infinite.

The corresponding solution \( u = u(t, x) \) will thus contain a 1-shock, travelling with speed \( \lambda_1 \), and countably many 2-contact discontinuities, travelling with speeds \( \lambda_2^-, \lambda_2^+ \) respectively before and after the interaction with the shock. An explicit computation yields

\[
\lambda_1 = \frac{w_1^+/(1 + w_1^+)}{w_1^-/(1 + w_1^-)}, \quad \lambda_2^- = \frac{1}{1 + w_1^-} > \lambda_2^+ = \frac{1}{1 + w_1^+}.
\]

Now consider a perturbed initial condition, obtained by shifting the 1-shock from \( c \) to \( c + \theta \), and fix a time \( t > 0 \) large enough so that waves of different families will have crossed each other (fig. 2.11). Then \( u(t, \cdot) \) contains a 1-shock located at a point \( c' = c + \lambda_1 t \) and a family of 2-waves located within an interval \([a', b']\), while the corresponding perturbed solution \( \bar{u}(t, \cdot) \) will contain a 1-shock located at \( c' + \theta \) and a family of 2-waves, located within the interval \([a' + \xi \theta, b' + \xi \theta]\). Here the shift rate is computed by

\[
\xi = \frac{\lambda_2^- - \lambda_2^+}{\lambda_2^- - \lambda_1} \neq 0.
\]

Observing that
\[
\frac{1}{\theta} \cdot ||\bar{u}^\theta - \bar{u}||_{L^1} = |\Delta \bar{u}(c)|,
\]
\[
\limsup_{\theta \to 0} \frac{1}{\theta} \int_{-\infty}^{\infty} \left| w_{2}^{\theta}(t, x) - w_{2}(t, x) \right| \, dx
= \limsup_{\theta \to 0} \frac{1}{\theta} \int_{-\infty}^{\infty} \left| w_{2}(t, x - \xi \theta) - w_{2}(t, x) \right| \, dx
= \xi \cdot \text{Tot. Var.} \{w_{2}(t, \cdot)\} = \infty,
\]

it is clear that the map \( \bar{u} \mapsto S_{\theta} \bar{u} \) is not Lipschitz continuous w. r. t. the \( L^{1} \) distance.
Chapter 3

$L^1$ stability for Temple class systems with $L^\infty$ initial and boundary data
3.1 Introduction to Chapter 3

We consider the initial-boundary value problem for a strictly hyperbolic system of conservation laws in one space dimension,

\[ u_t + f(u)_x = 0, \]
\[ u(0, x) = \bar{u}(x), \]
\[ u(t, 0) = \tilde{u}(t), \]

on the domain \( \Omega = \{(t, x) \in \mathbb{R}^2 : t \geq 0, x \geq 0\} \). Here \( f : U \mapsto \mathbb{R}^n \) is a smooth vector field defined on some open set \( U \subseteq \mathbb{R}^n \). The problem (3.1)-(3.3) is usually not well-posed when the boundary data are required to be assumed in the (strong) sense (3.3), even when (3.1) is a linear system (see [45]). In fact, different notions of the boundary condition have been considered in the literature, see [1, 65] for definition and references. Here, following [34, 42], we will deal with the (weak) form

\[ f(u(0+, t)) \in f(\mathcal{V}(\tilde{u}(t))), \quad \text{for a.e. } t > 0, \]

where \( \mathcal{V}(\tilde{u}(t)) \subset U \) is a time-dependent set (the set of admissible boundary values) that is defined from the boundary data using the notion of Riemann problem, while \( f(u(0+, t)) \) represents the (weak) trace of \( f(u) \) at the boundary \( x = 0 \).

Most of the study on the boundary condition for (3.1) has been restricted to the scalar equation. We recall that, for scalar conservation laws, the existence and continuous dependence on the initial and boundary data of global solutions to the mixed problem (3.1)-(3.3) was proved within domains of \( L^\infty \) functions [45, 49, 66]. On the other hand, in the case of \( n \times n \) systems global existence and stability of entropy weak solutions has been established only for data with small total variation (see [1, 2, 3, 65] and references therein).

Here, having in mind to study the initial-boundary value problem from the point of view of control theory (where it is natural to regard the boundary data as varying into a prescribed set of \( L^\infty \) controls with possibly unbounded variation), we extend the existence and the stability results in [43, 49] to the case of Temple class systems with genuinely nonlinear characteristic fields.

We rely on the stability result obtained in Chapter 2 for the Cauchy problem for Temple class systems with \( L^\infty \) initial data, and we apply the same technique to construct
a Lipschitz continuous semigroup of solutions to (3.1)-(3.3), whose trajectories satisfy a suitable entropy condition of Oleinik type.

In the case of scalar equations, the problem with integrable (possibly unbounded) boundary data has been studied from the point of view of control by [5, 6], relying on an explicit representation formula for the solution derived by LeFloch in [49]. A contractive property was also established. On the same line, we fix a set $\mathcal{U} \subset L^\infty(\mathbb{R}^+)$ of boundary data regarded as admissible controls, and, taking the initial data $u \equiv 0$, we consider the set of attainable profiles at a fixed time $T$

$$A(T, \mathcal{U}) \doteq \left\{ u(T, \cdot) \ ; \ u \text{ is a solution to (3.1)-(3.3) with } \bar{u} \equiv 0 \text{ and } \check{u} \in \mathcal{U} \right\},$$

and at a fixed point in space $\bar{x} > 0$

$$A(\bar{x}, \mathcal{U}) \doteq \left\{ u(\cdot, \bar{x}) \ ; \ u \text{ is a solution to (3.1)-(3.3) with } \bar{u} \equiv 0 \text{ and } \check{u} \in \mathcal{U} \right\}.$$

Motivated by applications to calculus of variations and problems of optimization we establish closure and compactness in the $L^1$ topology of the attainable sets in connection with a class of $L^\infty$ boundary controls.

3.2 Preliminaries and statement of the main results

Let $f : U \mapsto \mathbb{R}^n$ be the flux function of the strictly hyperbolic system (3.1), and denote by $\lambda_1(u) < \cdots < \lambda_n(u)$ the eigenvalues of the Jacobian matrix $Df(u)$. Throughout the paper we shall assume that, for some fixed index $p \in \{1, \ldots, n\}$, there holds

$$\lambda_{n-p}(u) < 0 < \lambda_{n-p+1}(u) \quad \text{for every } u \in U. \quad \text{(3.5)}$$

Moreover, by possibly considering a sufficiently small restriction of the domain $U$, we may assume that $f$ is invertible and that all characteristic speeds have a uniform upper bound

$$\lambda_i(u) \leq \hat{\lambda} \quad \forall \ u \in U.$$

Choose right and left eigenvectors $r_i(u), l_i(u), i = 1, \ldots, n$, of $Df(u)$ normalized so that

$$\left|r_i(u)\right| = 1, \quad l_i(u) \cdot r_j(u) = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases} \quad \text{(3.6)}$$

We assume that each $i$-th characteristic field $r_i$ is genuinely non-linear in the sense of Lax, i.e., that, by choosing a suitable orientation of the eigenvectors $r_i(u)$, at every point
$u \in \Omega$ one has $D\lambda_i \cdot r_i(u) > 0$. Moreover, the system (3.1) is of Temple class according with the following

**Definition 3.2.1** A system of conservation laws is of Temple class if there exists a system of coordinates $w = (w_1, \ldots, w_n)$ consisting of Riemann invariants, and such that the level sets $\{u \in \Omega; w_i(u) = \text{constant}\}$ are hyperplanes (see [66]).

For a Temple class system, the integral curve of the vector field $v_i$ through a point $u_0$ is the straight line described by the $n-1$ linear equations

$$w_j(u) = w_j(u_0) \quad j \neq i.$$  

(3.7)

In particular, shock and rarefaction curves coincide. Throughout the paper, we will often write $w_i(t, x) \equiv w_i(u(t, x))$ to denote the $i$-th Riemann coordinate of a solution $u = u(t, x)$ to (3.1).

We introduce next a boundary condition that is formulated in terms of the weak trace of $f(u)$ at the the boundary $x = 0$, and is related to the notion of Riemann problem in the same spirit of [9]. To this purpose, letting $u(t, x) = W(\xi = x/t; u_L, u_R)$, $u_L, u_R \in U$, denote the self-similar solution of the Riemann problem for (3.1) with initial data

$$u(0, x) = \begin{cases} u_L & \text{if } x < 0, \\ u_R & \text{if } x > 0, \end{cases}$$

for any given boundary state $\hat{u} \in U$, we define the set of admissible states at the boundary

$$\mathcal{V}(\hat{u}) := \{W(0+; \hat{u}, u_R); u_R \in U\}.$$  

(3.8)

**Definition 3.2.2** A function $u : \Omega \rightarrow \mathbb{R}^n$ is an entropy weak solution of (3.1)-(3.3) if

(i) $u$ is a weak solution to (3.1) and satisfies the initial condition (3.2) in the sense that, for every $C^1$ function $\phi$ with compact support contained in the set $\{(t, x) \in \mathbb{R}^2; x > 0\}$, there holds

$$\int_0^{+\infty} \int_0^{+\infty} (u(t, x) \cdot \phi_t(t, x) + f(u(t, x)) \cdot \phi_x(t, x)) dx \, dt + \int_0^{+\infty} \mathbf{n}(x) \cdot \phi(0, x) dx = 0.$$
(ii) the flux \( f(u) \) admits a weak trace at the boundary \( x = 0 \), i.e. there exists a measurable function \( \Psi : \mathbb{R}^+ \mapsto \mathbb{R}^n \) such that
\[
\lim_{x \to 0^+} \int_{0}^{t} f(u(s,x)) \, ds = \int_{0}^{t} \Psi(s) \, ds \quad t \geq 0,
\]
and the boundary condition (3.3) is satisfied in the following sense
\[
\Psi(t) \in f(V(\tilde{u}(t))) \quad \text{for a.e.} \quad t \geq 0.
\]

(iii) \( u \) satisfies the following entropy conditions. For any \( 0 < x < y \), and \( t > 0 \), there holds
\[
w_i(t,y) - w_i(t,x) \leq \frac{y - x}{\kappa t}
\]
\[
\quad \text{if} \quad i \in \{1,\ldots,n-p\},
\]
\[
w_i(t,y) - w_i(t,x) \leq \frac{C}{\kappa} \log \left\{ \left[ \frac{(\lambda t + y) - (\lambda t - y)}{2x} - 1 \right]^+ + 1 \right\} + \frac{y - x}{\kappa t}
\]
\[
\quad \text{if} \quad i \in \{n-p+1,\ldots,n\}.
\]

for some constant \( C > 0 \) depending only on the system (3.1) (here \([a]^+ \equiv \max\{a, 0\}\) denotes the positive part of \( a \in \mathbb{R}\)).

**Remark 3.2.3** The set of admissible flux values at the boundary \( f(V(\tilde{u})) \) can be expressed in Riemann coordinates as
\[
f(V(\tilde{u})) = \left\{ f(u) : w_j(u) = w_j(\tilde{u}) \quad \forall \quad j = n-p+1,\ldots,n \right\}.
\]

Hence, by the invertibility of the smooth map \( f \), the above boundary condition (3.10) is equivalent to the existence of a measurable map \( \phi : \mathbb{R}^+ \mapsto \mathbb{R}^n \) such that
\[
f(\phi(t)) = \Psi(t) \quad \text{for a.e.} \quad t \geq 0,
\]
and that satisfies the set of equalities
\[
w_j(\phi(t)) = w_j(\tilde{u}(t)) \quad j = n-p+1,\ldots,n.
\]

This means that the boundary condition (3.10) guarantees that, at almost every time \( t \) the solution to the Riemann problem for (3.1), having initial data with left state \( u^L = \tilde{u}(t) \) and right state \( u^R = \phi(t) \) contains only waves with negative speeds and, in particular, its restriction to the region \( \Omega \) takes constant value \( \phi(t) \).
We now consider a convex, compact set $K \subset U$ having the form

$$K = \left\{ u \in U; \ w_i(u) \in [a_i, b_i] \quad i = 1, \ldots, n \right\}.$$  

(3.16)

and assume that, as $u$ varies in $K$, a strengthened version of the strict hyperbolicity condition holds, namely

**(SH)** For any given $u_1, \ldots, u_n \in K$, the characteristic speeds at these points satisfy

$$\lambda_1(u_1) < \cdots < \lambda_n(u_n).$$

Moreover, the eigenvectors $r_1(u_1), \ldots, r_n(u_n)$ are linearly independent.

Observe that the above assumption is certainly satisfied if the system is strictly hyperbolic and $K$ is contained in a small neighborhood of a given point. By a translation of coordinates, it is not restrictive to assume that $0 \in K$ and $(w_1, \ldots, w_n)(0) = (0, \ldots, 0)$.

Due to the presence of the boundary data, the flow map $u(0, \cdot) \mapsto u(t, \cdot)$ is not time homogeneous. To recast the problem in a semigroup framework, it is convenient to incorporate the boundary data $\bar{u}$ in the domain of the semigroup. More precisely, consider the positively invariant domain of $L^\infty$ functions, with possibly unbounded variations,

$$D \doteq \left\{ p = (\bar{u}, \hat{u}) ; \ \bar{u}, \hat{u} \in L^1(\mathbb{R}^+, K) \right\}.$$  

(3.17)

We define

$$\text{Tot.Var.}(p) \doteq \text{Tot.Var.}(\bar{u}) + \text{Tot.Var.}(\hat{u})$$  

(3.18)

and we introduce the distance

$$d(p_1, p_2) \doteq ||\bar{u}_1 - \bar{u}_2||_{L^1} + ||\hat{u}_1 - \hat{u}_2||_{L^\infty}.$$  

(3.19)

With the above notation, we construct a semigroup $S$ acting on $D$, in the sense that

$$S : \mathbb{R}^+ \times D \mapsto D$$

$$t \quad , \quad p \mapsto S_t p,$$  

(3.20)

where, if $p = (\bar{u}, \hat{u})$, $S_t p = (E_t p, T_t \hat{u})$. Here $T_t$ is the translation operator, i.e. $(T_t \bar{u})(s) \doteq \bar{u}(t+s)$, while the evolution operator $E : \mathbb{R}^+ \times D \mapsto L^1(\mathbb{R}^+, K)$ is such that $E_t p = u(t, \cdot)$, $u$ being the solution to (3.1)-(3.3).

Our main result is concerned with the existence of a semigroup generated by the system (3.1) on the domain $D$. 

**Theorem 3.2.4** Let (3.1) be a system of Temple class with all characteristic fields genuinely nonlinear, and assume that the strict hyperbolicity condition (SH) holds. Then, there exist a continuous semigroup $S$ of the form (3.20) and some constant $C > 0$ depending only on the system (3.1) so that, for every fixed $T > 0$, $\delta > 0$, and for all $(\tilde{u}, \tilde{v}), (\check{u}, \check{v}) \in \mathcal{D}$, letting $L = L(\delta, T) = C(1 + \log(T/\delta))$, one has

$$\|E_t(\tilde{u}, \tilde{v}) - E_t(\check{u}, \check{v})\|_{L^1([\delta, +\infty)} \leq L \cdot (\|\tilde{u} - \check{v}\|_{L^1} + \|f(\tilde{u}) - f(\check{v})\|_{L^1})$$

(3.21)

for all $t \in [0, T]$. Moreover, the map $t \mapsto E_t p$ yields an entropy weak solution (in the sense of Definition 3.2.2) to the initial-boundary value problem (3.1)-(3.3).

**Remark 3.2.5** As in the case of the Cauchy problem [19], the map $t \mapsto E_t p$ constructed as above may not be Lipschitz continuous at time $t = 0$ w.r.t. the $L^1$ distance if $p$ has unbounded total variation. Moreover, the evolution operator $p \mapsto E_t p$ will not be, in general, Lipschitz continuous w.r.t. the topology of $L^1(\mathbb{R}^+, K)$.

**Theorem 3.2.6** Let (3.1) be a system of Temple class satisfying the same assumptions as in Theorem 3.2.4. Let $u = u(t, x)$ be an entropy weak solution to the mixed problem (3.1)-(3.3) on the region $\Omega$. Assume that the maps $t \mapsto u(t, \cdot)$, $x \mapsto u(\cdot, x)$, are continuous on the domains $\{t \in \mathbb{R} : t \geq 0\}$, $\{x \in \mathbb{R} : x \geq 0\}$, w.r.t. the $L^1$ topology, and that the map $(t, x) \mapsto (u(t, \cdot), u(\cdot, x))$ takes values in the domain $\mathcal{D}$ defined in (3.17). Then, $u$ coincides with the corresponding semigroup trajectory, namely

$$u(t, \cdot) = E_t(\tilde{u}, \tilde{v}) \quad \forall \ t \geq 0.$$  

(3.22)

### 3.3 Outline of the proof

We describe here the basic steps in the proof of Theorem 3.2.4. The technical estimates involved in the proof will be then worked out in the remaining sections. As in [19] we shall first construct a sequence of flow maps $S'$ whose trajectories are front tracking approximate solutions [8, 10] of (3.1) in the region $\Omega$, depending Lipschitz continuously on the initial and boundary data. Next, for any fixed $M > 0$, we shall prove the convergence of such a sequence of flow maps to a Lipschitz continuous semigroup of solutions, defined on the domain

$$\mathcal{D}_M \doteq \left\{ p \in \mathcal{D}; \text{Tot.Var.}\{p\} \leq M \right\}.$$  

(3.23)
Finally, we will show that the Lipschitz constant of this semigroup is indeed independent on the bound on the total variation $\mathcal{M}$.

We describe now a front-tracking algorithm which represents a natural extension of [18]. Fix an integer $\nu \geq 1$ and consider the discrete set of points in $K$ whose coordinates are integer multiples of $2^{-\nu}$:

$$K^\nu = \{ u \in K; \; w_i(u) \in 2^{-\nu} \mathbb{Z}, \; i = 1, \ldots, n \}.$$

Moreover, consider the domain

$$\mathcal{D}^\nu = \{ (u, u') : K^\nu \times K^\nu; \; u, u' \in L^1, \; u, u' \text{ are piecewise constant} \}.$$  \hspace{1cm} (3.24)

On $\mathcal{D}^\nu$ we now construct a semigroup $S^\nu$ whose trajectories are front tracking approximate solutions of (3.1). To this end, we first describe how to solve a Riemann problem with data $u^-, u^+ \in K^\nu$. In Riemann coordinates, assume that

$$w(u^-) \doteq w^- = (w_1^-, \ldots, w_n^-) \quad w(u^+) \doteq w^+ = (w_1^+, \ldots, w_n^+).$$

Consider the intermediate states

$$\omega_0 = u^-, \quad \ldots, \quad \omega_i = u(w_i^+, \ldots, w_i^+, w_{i+1}^-, \ldots, w_n^-), \quad \ldots, \quad \omega_n = u^+.$$  \hspace{1cm} (3.25)

If $w_i^+ < w_i^-$, the solution will contain a single $i$-shock, connecting the states $\omega_{i-1}, \omega_i$ and travelling with Rankine-Hugoniot speed $\lambda_i(\omega_{i-1}, \omega_i)$. Here and in the sequel, by $\lambda_i(u, u')$ we denote the $i$-th eigenvalue of the averaged matrix

$$A(u, u') \doteq \int_0^1 Df(\theta u + (1 - \theta)u') \, d\theta.$$  \hspace{1cm} (3.26)

If $w_i^+ > w_i^-$, the exact solution of the Riemann problem would contain a centered rarefaction wave. This is approximated by a rarefaction fan as follows. If $w_i^+ = w_i^- + p_i 2^{-\nu}$ we insert the states

$$\omega_{i, \ell} = (w_1^+, \ldots, w_{i-1}^-, w_i^+, \ldots, w_{i+1}^-, \ldots, w_n^-) \quad \ell = 0, \ldots, p_i;$$  \hspace{1cm} (3.27)

so that $\omega_{i, 0} = \omega_{i-1}, \omega_{i, p_i} = \omega_i$. Our front tracking solution will then contain $p_i$ fronts of the $i$-th family, each connecting a couple of states $\omega_{i, \ell-1}, \omega_{i, \ell}$ and travelling with speed $\lambda_i(\omega_{i, \ell-1}, \omega_{i, \ell})$. 


For a given data \( \mathbf{p} = (u, \dot{u}) \in \mathcal{D}' \), the approximate solution \( u(t, \cdot) = E_{t}^{\nu} \mathbf{p} \) is now constructed as follows. At time \( t = 0 \) we solve each of the Riemann problems determined by the jumps in \( \dot{u} \) according to the above procedure. At the origin, construct the solution to the Riemann problem with data \( u_L = \dot{u}(0^+) \), \( u_R = \ddot{u}(0^+) \), and take its restriction to the domain \( \Omega \), for small times. This yields a piecewise constant function with finitely many fronts, travelling with constant speeds. The solution is then prolonged up to the first time where one of the following situations occurs:

a) two or more fronts interact;

b) one or more discontinuities hit the boundary;

c) the boundary condition \( \ddot{u} \) has a jump.

Observe that it is not restrictive to assume that only one discontinuity hits the boundary and only one of the previous situations can occur at any given time. At the interaction points, the new Riemann problems are again solved by the above procedure, etc... Here, by interaction point, with a slight abuse of notations, we mean a point where one of the events a), b) or c) takes place. Note that in case b) no new wave appears, i.e. waves exiting the boundary are produced only by the jumps of \( \ddot{u} \).

As in [8] and Chapter 2, one checks that these front tracking approximations are well defined for all times \( t \geq 0 \). Indeed, the following properties hold.

- For each \( i = 1, \ldots, n \), the total variation of \( u(t, \cdot) \), measured w.r.t. the Riemann coordinates, coincides with the total strength of waves in \( u_{i}(t, \cdot) \) and is non-increasing in time.

- The number of wave-fronts in \( u(t, \cdot) \) is non-increasing at each interaction. Hence, the total number of wave-fronts in \( u(t, \cdot) \) remains finite.

It is now possible to define a \( \nu \)-approximate semigroup \( S_{t}^{\nu} : \mathbb{R}^+ \times \mathcal{D}' \mapsto \mathcal{D}' \) as in (3.20) by setting, for any \( \mathbf{p} = (\bar{u}, \ddot{u}) \), \( S_{t}^{\nu} \mathbf{p} = (E_{t}^{\nu} \mathbf{p}, T_{\nu} \ddot{u}) \). The uniqueness of the definition of the approximate solution guarantees that \( E_{t}^{\nu} \), and hence \( S_{t}^{\nu} \), satisfy the standard semigroup properties, i.e.

\[
S_{0}^{\nu} = \text{Identity,} \quad S_{t}^{\nu} \circ S_{s}^{\nu} = S_{t+s}^{\nu}.
\]

Each trajectory \( t \mapsto E_{t}^{\nu} \mathbf{p} \) is a weak solution of (3.1) (because all fronts satisfy the Rankine-Hugoniot conditions), but may not be entropy-admissible (because of the presence of rarefaction fronts).
3.3. OUTLINE OF THE PROOF

We next proceed towards an estimate of the Lipschitz constant for $E^{\nu}$ following the same technique adopted in [18]. The basic idea to estimate the distance between two approximate solutions $u$, $v$, consists in constructing a continuous path of solutions $u^\theta$ connecting $u$, $v$, and then study how the length of the path $\theta \mapsto u^\theta(t, \cdot)$ varies in time. In particular, given any two couples of initial and boundary data $p_1 = (\bar{u}_1, \bar{u}_1)$, $p_2 = (\bar{u}_2, \bar{u}_2)$ in $\mathcal{D}'$, we consider a suitable class of continuous paths (pseudopolynomials) that connect $f(p_1) = (\bar{u}_1, f(\bar{u}_1))$ with $f(p_2) = (\bar{u}_2, f(\bar{u}_2))$ by merely shifting the space and time positions of the jumps in $\pi_1$, $\pi_2$, and in $f(\bar{u}_1)$, $f(\bar{u}_2)$, respectively. More precisely, a pseudopolynomial with values in

$$\mathcal{F}\mathcal{D}' = \{ f(p) = (u, f(u')) ; \quad (u, u') \in \mathcal{D}' \},$$

is a finite concatenation of elementary paths $\gamma : \theta \mapsto (\bar{u}^\theta, f(\bar{u}^\theta))$ of the form

$$\bar{u}^\theta(x) = \sum_{\alpha=1}^{n} \bar{u}_\alpha \cdot \chi_{[x_{\alpha-1}, x_{\alpha}]}, \quad x_{\alpha} = \xi_{\alpha} \theta, \quad x \geq 0,$$

$$f(\bar{u}^\theta(t)) = \sum_{\beta=1}^{\tilde{n}} f(\bar{w}_\beta) \cdot \chi_{[t_{\beta-1}, t_{\beta}]}(t), \quad t_{\beta} = \tilde{t}_{\beta} + \tilde{\xi}_{\beta} \theta, \quad t \geq 0,$$

with $x_{\alpha-1} < x_{\alpha} < x_{\alpha+1}$, for all $\theta \in [a, b]$ and $\alpha = 1, \ldots, n$, $\beta = 1, \ldots, \tilde{n}$. Here, $\chi_I$ is the characteristic function of the interval $I$, $\bar{u}_\alpha, \bar{w}_\beta \in K'$ are constant states and $\xi_\alpha, \tilde{\xi}_\beta$ are, respectively, the (space) shift rate of the jump in $\bar{u}^\theta$ at $x_\alpha$, and the (time) shift rate of the jump in $f(\bar{u}^\theta)$ at $t_\beta$. A simple example of pseudopolynomial joining two couples of initial data and boundary flux $f(p_1) = (\bar{u}_1, f(\bar{u}_1))$, $f(p_2) = (\bar{u}_2, f(\bar{u}_2))$, is given by

$$\theta \mapsto (\pi_1 \cdot \chi_{[0, a]} + \pi_2 \cdot \chi_{[a, +\infty]}, \quad f(\bar{u}_1) \cdot \chi_{[0, a]} + f(\bar{u}_2) \cdot \chi_{[a, +\infty]}).$$

The $L^1$ length of an elementary path $\gamma$ of the form (3.28), is then computed by

$$\|\gamma\|_{L^1} = \int_{a}^{b} \left\{ \sum_{\alpha=1}^{N} \left| \Delta \bar{u}^\theta(x_{\alpha}) \right| \left| \frac{\partial \bar{u}^\theta}{\partial \theta} \right| + \sum_{\beta=1}^{\tilde{n}} \left| \Delta \bar{w}_\beta(t_{\beta}) \right| \left| \frac{\partial \bar{w}_\beta}{\partial \theta} \right| \right\} d\theta$$

$$= \left\{ \sum_{\alpha=1}^{N} \sigma_{\alpha} \left| \xi_{\alpha} \right| + \sum_{\beta=1}^{\tilde{n}} \tilde{\sigma}_{\beta} \left| \tilde{\xi}_{\beta} \right| \right\} (b - a),$$

(3.29)

where

$$\sigma_{\alpha} = \Delta \bar{u}^\theta(x_{\alpha}) - \bar{u}_{\alpha+1} - \bar{u}_{\alpha}, \quad \tilde{\sigma}_{\beta} = \Delta \bar{w}_\beta(t_{\beta}) = f(\bar{w}_{\beta+1}) - f(\bar{w}_{\beta}).$$

(3.30)

If we consider a pseudopolynomial $\gamma_0 : \theta \mapsto (\bar{u}^\theta, f(\bar{u}^\theta))$, $\theta \in [0, 1]$, with values in $\mathcal{F}\mathcal{D}'$, and let $u^\theta_0(t, \cdot) = E_\theta(\bar{u}^\theta, \bar{u}^\theta)$ be the corresponding solution, since the number of wavefronts in these solutions is a-priori bounded and the locations of the interaction points
in the $t$-$x$ plane are determined by a linear system of equations, it follows that, at any
time $t > 0$, the path

$$\gamma'_t : \theta \mapsto (u^0(t, \cdot), \mathbb{T}_t f(\check{u}^0)) \quad \theta \in [0, 1],$$  

(3.31)
is still a pseudopolygonoal. Moreover, there exist finitely many parameter values $0 = \theta_0 < \theta_1 < \ldots < \theta_m = 1$ such that the wave-front configuration of $u^0$ remains the same
as $\theta$ ranges on each of the open intervals $I_j = ]\theta_{j-1}, \theta_j[$. In this case, the length of the
path $\gamma'_t$ is measured by an expression of the form

$$||\gamma'_t||_{L^1} = \sum_{j=1}^m \int_{\theta_{j-1}}^{\theta_j} \left| \sum_{\alpha} |\Delta u^0(t, x^0_{\alpha})| \frac{\partial u^0}{\partial \theta} \right| d\theta + \sum_{j=1}^m \int_{\theta_{j-1}}^{\theta_j} \sum_{\{\beta : \check{u}^0(\theta_\beta) \neq \check{u}^0(\theta_\beta)\}} \left| \Delta \check{u}^0(\theta_\beta) \right| \left| \frac{\partial \check{u}^0}{\partial \theta} \right| d\theta. $$  

(3.32)

The second term of the sum in (3.32) is clearly uniformly bounded in time. Thus, to
estimate the $L^1$ distance between two approximate solutions $E^\nu_{t_1} p_1, E^\nu_{t_2} p_2$, it will be
sufficient to provide an a-priori bound on the integrand of the first term in (3.32). In
particular, we shall first fix $M > 0$, and show that, for any given $T, \delta > 0$, there exists
some constant $L_M = L_M(T, \delta)$ such that, letting $\pi_1((\check{u}, f(\check{u}))) = \check{u}$ denote the canonical
projection on the first component of any couple $\check{p} = (\check{u}, f(\check{u})) \in \mathcal{F}^{\nu'}$, there holds

$$||\pi_1 \circ \gamma^0_t||_{L^1([\delta, +\infty[)} \leq L_M \cdot ||\gamma^0||_{L^1} \quad t \in [0, T],$$  

(3.33)

for every pseudopolygonal $\gamma^0 : [0, 1] \to \mathcal{F}^{\nu'}$ joining two couples of initial data and
boundary flux in $\{\check{p} : p \in D_M \cap \mathcal{D}'\}$. Introducing the seminorm

$$||\pi_1((\check{u}, f(\check{u})))||_{L^1} \leq ||\check{u}||_{L^1([\delta, +\infty[)} + ||f(\check{u})||_{L^1},$$  

(3.34)

and observing that the $L^1$ lengths of the paths $\gamma^0_t, \gamma'_t$, satisfy

$$||\gamma^0'_t||_{L^1} \leq C_0 \cdot d(\check{p}_1, \check{p}_2),$$

$$||E^\nu_{t_1} p_1 - E^\nu_{t_2} p_2||_{L^1([\delta, +\infty[)} \leq C_0 \cdot ||\gamma^0'||_{L^1},$$  

(3.35)

for some constant $C_0 > 0$, we deduce from (3.33) a uniform Lipschitz estimates for the
flow maps $E^\nu$ of the type

$$||E^\nu_{t_1} p_1 - E^\nu_{t_2} p_2||_{L^1([\delta, +\infty[)} \leq L_M \cdot d(\check{p}_1, \check{p}_2), \quad t \in [0, T],$$  

(3.36)

for some other constant $L_M = L'_M(T, \delta)$, and any $p_1, p_2 \in D_M \cap \mathcal{D}'$. As $\nu \to \infty,$
the Lipschitz constant for $E^\nu$ remains uniformly bounded, while the domain $D_M \cap \mathcal{D}'$
become dense in $\mathcal{D}_M$. In the limit, a continuous flow map $E$ is obtained, defined on the domain $\mathcal{D}_M$, and satisfying the estimate (3.21).

To extend the flow map $E$ to the whole domain $\mathcal{D}$ preserving the property (3.21), by similar arguments as above we will prove the estimate

$$
\|E_t \mathbf{p}_1 - E_t \mathbf{p}_2\|_{L^\infty([t_0, \infty])} \leq L'' \cdot d(\mathbf{f} \mathbf{p}_1, \mathbf{f} \mathbf{p}_2), \quad t \in [0, T],
$$

(3.37)

for some constant $L'' = L''(T, \delta)$ independent on the total variation, and for any $\mathbf{p}_1, \mathbf{p}_2 \in \mathcal{D}_\mu$, $\mu \geq 1$. In the last part of the proof of Theorem 3.24, following the same technique adopted in the above analysis we establish a Lipschitz continuous dependence in space of the flow map $f(E)$ of the type

$$
\|f(E(t)\mathbf{p}_1(x)) - f(E(t)\mathbf{p}_2(x))\|_{L^1([\tau_1, \tau_2])} \leq L''' \cdot d(\mathbf{f} \mathbf{p}_1, \mathbf{f} \mathbf{p}_2), \quad x \in [0, \Lambda \tau_1],
$$

(3.38)

where $\Lambda \equiv \left( \inf \lambda_{n-p+1}(u) \right)$, and $L''' = L'''(\tau_1, \tau_2)$ is some constant depending on $\tau_2 > \tau_1 > 0$. Relying on this property, we prove the existence of the trace of $f(E_t \mathbf{p}(x))$ at $x = 0$. for any $\mathbf{p} \in \mathcal{D}$. Finally, we show that $E_t \mathbf{p}$ fulfills the boundary condition (3.15) and satisfies the entropy conditions (3.11)-(3.12).

### 3.4 Preliminary results

Throughout this section we fix $\nu \geq 1$ and consider a piecewise constant solution $u$ constructed by the front tracking algorithm, so that

$$
S'_t(\bar{u}, \bar{v}) = (E'_t(\bar{u}, \bar{v}), T_t \bar{u}) = (u(t, \cdot), T_t \bar{u}) \quad \text{for some } (\bar{u}, \bar{v}) \in \mathcal{D}'.
$$

We then perturb this solution, shifting the (space) locations $x_\alpha$ of the jumps in $\bar{u}$ at rates $\xi_\alpha$, and the (time) locations $t_\alpha$ of the jumps in $\bar{u}$ at rates $\tilde{\xi}_\alpha$ (fig. 3.1). In other words, for $\theta$ suitably close to zero, the perturbation $u^\theta(t, \cdot)$ will be a function with jumps at the points $x^\theta_\beta = x_\beta + \theta \xi_\beta$. In the same way, $u^\theta(\cdot, x)$ will jump at points $t^\theta_\beta = t_\beta + \theta \tilde{\xi}_\beta$ with $\tilde{\xi}_\beta = \xi_\beta / \lambda_\beta$, where $\lambda_\beta$ is the slope of the discontinuity. As long as the wave-front configuration of the functions $u, u^\theta$ is the same, the space-shifts $\xi_\beta(t)$ and the time-shifts $\tilde{\xi}_\beta(x)$ are uniquely determined as linear functions of the shifts $\xi_\alpha, \tilde{\xi}_\alpha$.

**Remark 3.4.1** We denote by $\sigma_\alpha(t) = u(t, x_\alpha^+) - u(t, x_\alpha^-)$ the strength of the jump of $u$ at $(t, x_\alpha(t))$, and by $\sigma_\alpha(x) = f(u(t_\alpha^+, x)) - f(u(t_\alpha^-, x))$ the jump of the flux along
the vertical direction. Since approximate solutions are indeed weak solutions, by the Rankine-Hugoniot equations we have the identity

\[ \tilde{\xi}_\alpha \sigma_\alpha = \frac{\xi_\alpha}{\lambda_{k_\alpha}} \sigma_\alpha = \xi_\alpha \sigma_\alpha. \]

In the following we will use both notations, depending on which one is more convenient.

We collect here some properties of these shift differentials (see [18]).

**Lemma 3.4.2** Consider a bounded, open region \( \Gamma \) in \( \Omega \). Call \( \sigma_\alpha, \alpha = 1, \ldots, M \) the fronts entering \( \Gamma \) and let \( \xi_\alpha \) be their shifts. Assume that the fronts leaving \( \Gamma \), say \( \sigma_\beta, \beta = 1, \ldots, M' \), are linearly independent. Then the shifts \( \xi_\beta \) are uniquely determined by the linear relation

\[ \sum_{\alpha=1}^{M} \xi_\alpha \sigma_\alpha = \sum_{\beta=1}^{M'} \xi_\beta \sigma_\beta. \]  

**Remark 3.4.3** According to Lemma 3.4.2 the shift rates of the outgoing fronts depend only on the shift rates of the incoming ones, and not on the order in which these wavefronts interact inside \( \Gamma \). More precisely, one can perform the following two operations, without changing the shift rates of the outgoing fronts:

(O1) Switch the order in which three fronts interact (fig. 3.2).

(O2) Invert the order of two fronts at \( t = 0 \) or at \( x = 0 \), provided that both fronts have zero shift rate (fig. 3.3).
This property will be repeatedly used in our future estimates. Indeed, in the computation of a shift rate, we can suitably alter the order of wave interactions and thus reduce the problem to a case where the wave-front configuration is particularly simple.

**Lemma 3.4.4** Assume that a front tracking solution \( u \) contains two wave-fronts of the same \( k \)-th family, originating at distinct points and located at \( x_{\alpha'}(t) \leq x_{\alpha''}(t), \) \( t \in [t_0, t_1] \), \( 0 \leq t_0 < t_1 \leq T \). Then it is possible to assign shift rates \( \xi_{\alpha} \) to all fronts in \( \bar{u} \) and \( \hat{u} \) so that \( \xi_{\alpha'} = 1 \) and moreover, in the corresponding solution \( u \), all fronts \( x_{\beta}(t) \) outside the strip \( \Gamma = \{(t, x) \in \Omega; \ t \in [t_0', t_1'], \ x_{\alpha'}(t) \leq x \leq x_{\alpha''}(t)\} \) have zero shift rate.

In other words, the perturbation of the initial data can be chosen so that one particular front shifts at unit rate, but the corresponding solution remains unaffected outside the region \( \Gamma \) (fig. 3.4). For a proof of the lemma, proceed as in Chapter 2, noting that it is not restrictive to assume, if necessary, that there are no waves originating from the origin. In fact, if \( \bar{w}(0+) = (\bar{w}_1, \ldots, \bar{w}_n) \) and \( \bar{w}(0+) = (\bar{w}_1, \ldots, \bar{w}_n) \) are the data at the origin, we can shift the jump on the \( t \)-axis by adding the state \( w^* = \bar{w}(0+) = (\bar{w}_1, \ldots, \bar{w}_{n-p}, \bar{w}_{n-p+1}, \ldots, \bar{w}_n). \)

**Lemma 3.4.5** Let \( u \) be a front-tracking solution of (3.1)-(3.3), and consider two wave-fronts, say \( t \mapsto x(t), \ t \mapsto y(t) \), defined for \( t \) in some subinterval of \( [0, T] \). Call \( A_F, B_F, A_F, B_F \) the starting and the ending points respectively (they can be both on the \( x \) and on
the \( t \) axis. Then there exists a second front tracking solution \( v = E^t \mathbf{p} \) with two fronts \( \bar{x}, \bar{y} \) such that the following holds.

(i) \( \mathbf{A}_I = A_I, \mathbf{B}_I = B_I, \mathbf{A}_F = A_F, \mathbf{B}_F = B_F \).

(ii) \( v = u \) in a neighborhood of these points.

(iii) Total Variations, \( \{ p(0) \} \leq C_0 \), for some constant \( C_0 \) depending only on the system (1.1) and on the set \( K \).

Proof of Lemma 3.4.5. To fix the ideas, assume \( A_I = (t_I, x_I), B_I = (s_I, y_I) \) with \( x_I \leq y_I \). The set \( \{ 0 \} \times \mathbb{R}^+ \cup [0, T] \times \{ 0 \} \cup \{ T \} \times \mathbb{R}^+ \setminus \{ A_I, B_I, A_F, B_F \} \) consists of five connected components which we call \( J_i, i = 1, \ldots, 5 \). Assume that \( u \) contains two wave-fronts \( t \mapsto z'(t), t \mapsto z''(t) \), of the same \( k \)-th family, such that \( z'_I \) and \( z''_I \) lie in the same open set \( J_i \) and moreover \( z'_F \) and \( z''_F \) lie in the same \( J_j \). We can then proceed as in [8], obtaining a new solution \( v \) with the property that, for each \( k = 1, \ldots, n \) and \( i, j \in \{ 1, \ldots, 5 \} \), there exists at most one point \( \bar{x} \in J_i \) where a positive \( k \)-wave originates, terminating within \( J_j \), and similarly for negative \( k \)-waves. Of course, this implies that the total variation of \( \bar{u} \) is uniformly bounded, with a bound \( C_0 \) depending only on \( n \) and on the diameter of the set \( K \).

Due to genuine nonlinearity, the amount of positive waves in \( u(t, \cdot) \) contained in a bounded interval \( [a, b] \) decays in time. We have the following result:

**Lemma 3.4.6** Consider a front tracking solution \( u(t, \cdot) = E^t(\mathbf{p}, \bar{u}) \), with \( \mathbf{p}, \bar{u} \) containing together at most \( M \) shock fronts of the \( k \)-th family. Then, for each \( \tau > 0 \) and every
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bounded interval \([a, b]\), with \(0 < a \leq b\), one has
\[
\text{Tot. Var.}\{w_k(\tau, \cdot); \ [a, b]\} \leq \frac{2(b-a)}{\kappa \tau} + \|w_k\|_{L^\infty} + (M + 1)2^{1-\nu},
\]
for \(k = 1, \ldots, n - p\),
\[
\text{Tot. Var.}\{w_k(\tau, \cdot); \ [a, b]\} \leq \frac{2C_1}{\kappa} \log \left\{ \left[ \frac{(\hat{\lambda} \tau + b) - |\hat{\lambda} \tau - b|}{2a} - 1 \right] + 1 \right\} + \frac{2(b-a)}{\kappa \tau} + \|w_k\|_{L^\infty} + (M + 1)2^{1-\nu},
\]
for \(k = n - p + 1, \ldots, n\), for some constant \(C_1\) depending only on the system.

Proof of Lemma 3.4.6. We give the proof of the statement for \(k \in \{n - p + 1, \ldots, n\}\), the other case being easier. By Lemma 2.4.5 in Chapter 2 at time \(\tau > 0\) any two adjacent \(k\)-rarefaction fronts of \(u\) are separated by a distance \(\geq \kappa (\tau - t_0) 2^{-\nu}\), where \(t_0 \geq 0\) is the beginning time of the rarefaction fronts. Hence the distance between rarefaction fronts exiting the boundary grows at least linearly with the distance from the \(t \) axis. Therefore, the number of rarefaction fronts starting from the boundary and crossing any interval \([a, b]\) with \(0 < a < b \leq \hat{\lambda} \tau\) is bounded by
\[
1 + M + \frac{C_1}{\kappa} 2^{-\nu} \log \left( \frac{b}{a} \right)
\]
for some constant \(C_1\) depending on the system. The positive variation of \(w_k(\tau, \cdot)\) on \([a, b]\), i.e. the total amount of upward jumps, thus satisfies
\[
\text{Pos. Var.}\{w_k(\tau, \cdot); \ [a, b]\} \leq (1 + M)2^{-\nu} + \frac{C_1}{\kappa} \log \left( \frac{b}{a} \right).
\]
On the contrary, if the usual decay estimate holds for the waves starting form \(t = 0\):
\[
\text{Pos. Var.}\{w_k(\tau, \cdot); \ [a, b]\} \leq (1 + M)2^{-\nu} + \frac{b-a}{\kappa \tau}.
\]
In turn, the total variation of \(w_k(\tau, \cdot)\) on a generic interval \([a, b]\) containing the point \(\hat{\lambda} \tau\) is bounded by \(\|w_k\|_{L^\infty}\) plus twice the positive variation of \(w_k\). Hence (3.40) holds. \(\square\)

3.5 Estimates on shift differentials

In this section we recover the key estimate on shift differentials. We use the same technique as in Chapter 2, and we refer to it for the details.
Lemma 3.5.1 Let \( u(t,\cdot) = E_t^u(\bar{u}, \bar{u}) \) be a front tracking solution, with \( \bar{u}, \bar{u} \) containing together \( M \) shocks. Assume that at time \( t = 0 \) (respectively on the boundary at \( x = 0 \)) the fronts located at \( x_\beta \) \( (t_\beta \) respectively) are shifted with shift rate \( \xi_\beta \) \( (\xi_\beta = \xi_\beta/\lambda_\beta \) respectively) and amplitude \( \sigma_\beta \) \( (\sigma_\beta = \sigma_\beta) \) respectively). Then there exists a constant \( C_3 \) depending only on the system (3.1) and on the domain \( K \), such that for any \( \delta > 0 \), calling \( \xi_\alpha(\tau), \sigma_\alpha(\tau) \) the shift rates and the amplitudes of the fronts in \( u(\tau,\cdot), \tau \in [0, T] \), we have

\[
\sum_{\alpha(\tau) > \delta} |\xi_\alpha(\tau)\sigma_\alpha(\tau)| \leq C_3(1 + M2^{\nu_0})(1 + \log(T/\delta)) \cdot \left( \sum_\beta |\xi_\beta\sigma_\beta| + \sum_\beta |\xi_\beta\sigma_\beta| \right). \tag{3.44}
\]

Proof of Lemma 3.5.1. Assume first that only one front \( \bar{\sigma} \) starting at \( \bar{x} \) (or \( \bar{t} \)) is shifted, say of the \( k \)-th family, with shift rate \( \xi \). Consider one particular front, say \( x_{\alpha^*} \), of the \( j \)-th family, and call \( \bar{y} = x_{\alpha^*}(\tau) \) its terminal point. There are constants \( C_4, C_5 \), depending only on the system (3.1) and on the domain \( K \), such that the following properties hold.

(P1) If \( x_{\alpha^*} \) is precisely the \( k \)-front starting at \( \bar{x} \) \( (\bar{t} \) respectively), then

\[
|\xi_{\alpha^*}(\tau)\sigma_{\alpha^*}(\tau)| \leq C_5|\bar{\sigma}|. \tag{3.45}
\]

(P2) If \( x_{\alpha^*} \) is a \( j \)-front, with \( j \neq k \), and the backward \( j \)-characteristics ending at \( \bar{y} \) include fronts starting from both sides of \( \bar{x} \) \( (\bar{t} \) respectively), then (3.45) again holds.

(P3) If \( x_{\alpha^*} \) is a \( j \)-front, and the \( j \)-fronts ending at \( \bar{y} \) start all at the same side of \( \bar{x} \) \( (\bar{t} \) respectively), one then has the sharper estimate

\[
|\xi_{\alpha^*}(\tau)| \leq C_4|\bar{\sigma}|. \tag{3.46}
\]

For a detailed proof of (P1)-(P3) we refer to Chapter 2. The same technique holds, with minor changes. Here we limit ourselves to show the proof of (P3).

Observe that, besides the fronts starting at \( \bar{x} \) \( (\bar{t} \) and the ones ending at \( \bar{y} \), one can single out four groups of waves:

1. the waves starting on the left of \( \bar{x} \) \( (\bar{t} \) and ending on the left of \( \bar{y} \);
2. the waves starting on the right of \( \bar{x} \) \( (\bar{t} \) and ending on the right of \( \bar{y} \);
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(3) the waves starting on the right of \( \mathcal{T} \) (respectively, before \( \bar{t} \)) and ending on the left of \( \mathcal{G} \).

(4) the waves starting on the left of \( \mathcal{T} \) (respectively, after \( \bar{t} \)) and ending on the right of \( \mathcal{G} \).

According to Remark 3.4.3, in our computation of the shift rate \( \xi_{\alpha}(\tau) \) of the front reaching \( \bar{y} \), it is not restrictive not to take in account the sets of waves in (1) and (2). Indeed, we can otherwise shift the locations of all these fronts of type (1) towards the left, until they all lie outside the domain influenced by the shift at \( \bar{x} \). Similarly, fronts of type (2) can be shifted toward the right until they lie completely outside this domain of influence.

Let's consider the case (fig. 3.5) where no \( j \)-wave ending at \( \mathcal{G} \) crosses the \( k \)-wave starting at \( \mathcal{T} \) (or \( \bar{t} \)). Consider a curve \( \gamma \) running slightly to the right of the minimal backward \( j \)-front ending at \( \bar{y} \). By Lemmas 3.4.2, 3.4.4, after performing the operations (O1)-(O2) a number of times, we can consider an equivalent configuration with the following properties:

No front crosses \( \gamma \) from left to right. There exists some index \( l \leq j \) such that only fronts of families \( i < l \) can cross \( \gamma \) from right to left, and we can assume that the waves of type (1) have zero shift rate at every time in the interval \([0, \tau]\).

Applying Remark 3.4.3 to the region on the right of \( \gamma \) we obtain

\[
\sum_{\alpha \in C(\gamma)} \xi_{\alpha} \sigma_{\alpha} + \sum_{x_{\alpha}(\tau) > \gamma(\tau)} \xi_{\alpha}(\tau) \sigma_{\alpha}(\tau) = \bar{\xi} \tau.
\]  

(3.47)
Here the first summation extends to all fronts crossing the curve \( \gamma \) with non-zero shift rate. Call \( u^- \) and \( u^+ \) the left and right states across the jump at \( \tilde{y} \). Observing that the two sums on the right hand side of (3.47) are contained in

\[ \text{span}\{r_1(u^+), \ldots, r_{\ell-1}(u^+)\}, \quad \text{span}\{r_\ell(u^+), \ldots, r_n(u^+)\}, \quad (3.48) \]

using the assumption (SH) on the linear independence of the eigenvectors, we conclude

\[ \left| \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C_4 |\xi \tilde{\sigma}|. \quad (3.49) \]

We now apply again Remark 3.4.3 to the region on the left of \( \gamma \). Observing that the only incoming fronts which carry a nonzero shift rate are those crossing \( \gamma \) from right to left, and that the only outgoing shifted \( j \)-front is the one ending at \( \tilde{y} \), we obtain

\[ \sum_{x_\alpha(\tau) < \gamma} \xi_\alpha \sigma_\alpha + \xi_\alpha^* (\tau) \sigma_\alpha^* (\tau) = \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha. \quad (3.50) \]

Recalling the normalization at (3.6), we observe that (3.50) implies

\[ |\xi_\alpha^* (\tau) \sigma_\alpha^* (\tau)| = l_j(u^-) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha. \quad (3.51) \]

On the other hand,

\[ l_j(u^+) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = 0. \quad (3.52) \]

Together, (3.51) and (3.52) imply

\[ |\xi_\alpha^* (\tau) \sigma_\alpha^* (\tau)| \leq C' |l_j(u^+) - l_j(u^-)| \left| \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C_5 |\sigma_\alpha^* (\tau)| |\xi \tilde{\sigma}|. \quad (3.53) \]

Hence, in this case, (3.46) holds.

We now prove (P3) in the case where \( k > j \) and all \( j \)-waves running into \( \tilde{y} \) cross the \( k \)-wave starting from \( \tilde{t} \), as in figure 3.6. In this case, we construct a curve \( \gamma \) slightly to the left of the maximal backward \( j \)-front ending at \( \tilde{y} \). Observe that every wave-front crossing \( \gamma \) from left to right must be of a family \( i > j \). Moreover, we can assume that no wave crosses \( \gamma \) from right to left. Applying Remark 3.4.3 to the region on the left of \( \gamma \) we obtain

\[ \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha + \sum_{x_\alpha(\tau) < \gamma(\tau)} \xi_\alpha(\tau) \sigma_\alpha(\tau) = \xi \tilde{\sigma}. \quad (3.54) \]
Since the waves crossing $\gamma$ must belong to different families from the ones ending inside the interval $[0, \gamma(\tau)]$ (recall that interacting waves of the same family produce a single wave front), (3.54) implies

$$\left| \sum_{\alpha \in C(\gamma)} \xi_{\alpha} \sigma_{\alpha} \right| \leq C_{5} |\vec{\sigma}|. \quad (3.55)$$

We now apply again Remark 3.4.3 to the region on the right of $\gamma$, observing that the set of outgoing fronts, crossing the line $t = \tau$, contains the $j$-front at $\bar{y}$ plus other fronts on the right of $\bar{y}$, of families $i > j$. This yields

$$\xi_{\alpha^*}(\tau) \sigma_{\alpha^*}(\tau) + \sum_{x_\alpha(\tau) > \bar{y}} \xi_\alpha(\tau) \sigma_\alpha(\tau) = \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha. \quad (3.56)$$

By (3.56),

$$\left| \xi_{\alpha^*}(\tau) \sigma_{\alpha^*}(\tau) \right| = l_j(u^+) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha. \quad (3.57)$$

Observing that

$$l_j(u^-) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = 0,$$

we again have an estimate of the form (3.53), hence $\textbf{(P3)}$ holds. The other cases are similar or easier.

We now complete the proof of Lemma 3.5.1. Let $\bar{\lambda}$ be an upper bound for the absolute values of all characteristic speeds. If the only front shifted is located at time $t = \tilde{t}$ at $x = \tilde{x}$, it follows that at a fixed time $\tau > 0$ the only fronts with nonzero
shift rate can be the ones located inside the interval \([\bar{x}, \bar{x} + \hat{\lambda}(\tau - \frac{\varepsilon}{\nu})]\), where \(x_0 = \max\{0, \bar{x} - \hat{\lambda}(\tau - \frac{\varepsilon}{\nu})\}\). Recalling the estimate (3.40)-(3.41) on the total variation, using the properties (P1)-(P3) we thus have

\[
\sum_{x_0(\tau) > \delta} |\xi_\alpha(\tau)\sigma_\alpha(\tau)| \leq nC_3[\bar{\varepsilon} + C_4]|\frac{\varepsilon}{\nu}| \cdot \text{Tot.Var.}\{u(\tau) \cup \bar{x} + \hat{\lambda}(\tau - \frac{\varepsilon}{\nu})]\}
\leq C_3(1 + M2^{-\nu})(1 + \log(\tau/\delta))|\xi_\sigma|
\leq C_3(1 + M2^{-\nu})(1 + \log(T/\delta))|\bar{\xi}|, \tag{3.58}
\]

for a suitable constant \(C_3\).

Assume now that all fronts in \(\tilde{u}, \tilde{\nu}\) are shifted. More precisely, let \(\xi_\alpha(0)\) be the shift rate of the front located at \(x_\alpha(0)\) (\(t_\alpha(0)\) respectively), having amplitude \(\sigma_\alpha(0)\). Call \(\xi_\beta(\tau)\) the corresponding shift rate of the front of \(u(\tau, \cdot)\) located at \(x_\beta(\tau)\). Observing that the shift differential

\[
(\xi_1(0), \ldots, \xi_M(0)) \mapsto (\xi_1(\tau), \ldots, \xi_M(\tau))
\]

is a linear mapping, (3.44) easily follows from (3.58).

In order to prove that the constructed semigroup of solutions satisfies the boundary condition, we will make use of the following result of continuous dependence along vertical segments.

**Lemma 3.5.2** Let \(u(t, x) = E_t^\nu(\bar{u}, \tilde{u})(x)\) be a front tracking solution containing at most \(M\) shocks. Assume that at \(x = 0\) the fronts located at \(t_\beta\) (whose amplitude will be measured by the jump \(\bar{\sigma}_\beta\) of the flux) are shifted with time-shift rate \(\tilde{\xi}_\beta\). Then there exists some constant \(C_6\) independent on the total variation such that, for any \(t_2 > t_1 > 0\), denoting with \(\tilde{\xi}_\alpha(x)\), \(\bar{\sigma}_\alpha(x)\) the shift and the amplitude of the fronts in \(u\) along the segment \((t, x): t \in [t_1, t_2]\), \(0 < x < (\inf_u \lambda_{n-p+1}(x))t_1\), we have

\[
\sum_{t_\alpha(\tau) \in [t_1, t_2]} |\xi_\alpha(\tau)\sigma_\alpha(\tau)| \leq C_6(1 + M2^{-\nu})(1 + \log(t_2/t_1)) \sum_{t_\beta} |\tilde{\xi}_\beta\bar{\sigma}_\beta|, \tag{3.59}
\]

**Proof of Lemma 3.5.2.** We give here a sketch of the proof, which is similar to the one of Lemma 3.5.1. The estimates (P1)-(P3) can be recovered here with minor modifications. As an example, we illustrate the case in which the particular front to be estimated at \(x > 0\) belongs to a family \(j \in \{1, \ldots, n - p\}\), so it started on the \(x\) axe (fig. 3.7). Call \(\tau\) the time in which this front crosses the line \((t, x): t \in [t_1, t_2]\).
3.5. ESTIMATES ON SHIFT DIFFERENTIALS

Assume first that only one front \( \bar{\sigma}(0) \), starting at \( t = \bar{t} \), is shifted, say of family \( k \in \{n - p + 1, \ldots, n\} \). After performing the usual simplifications, we can reduce to the situation illustrated in figure 3.7. We consider the straight line \( t = \bar{s} \) and a curve \( \gamma \) running slightly to the left of the maximal backward \( j \)-front passing through \((\bar{s}, x)\).

Applying the divergence theorem to the region on the left of \( \gamma \) we obtain

\[
\dot{\xi} \bar{\sigma}(0) = \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha + \sum_{x(\bar{s}) < x(\gamma)} \xi_\alpha(\bar{s}) \sigma_\alpha(\bar{s}).
\]  

(3.60)

By linear independence of the vectors on the left hand side of (3.60) we have

\[
\left| \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C |\dot{\xi} \bar{\sigma}(0)|.
\]  

(3.61)

Then we consider the region on the right of \( \gamma \), where we compute

\[
\sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha = \xi \sigma(x) + \sum_{x(\bar{s}) > x} \xi_\alpha(\bar{s}) \sigma_\alpha(\bar{s}).
\]  

(3.62)

From (3.62), by (3.6) and (3.61) we obtain

\[
|\dot{\xi} \bar{\sigma}(\bar{s})| = |\xi \sigma(x)| = \left| l_j(u^+) \cdot \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C \left| l_j(u^+) - l_j(u^-) \right| \left| \sum_{\alpha \in C(\gamma)} \xi_\alpha \sigma_\alpha \right| \leq C |\sigma(x)| |\dot{\xi} \bar{\sigma}(0)|,
\]
and we recover (P3). Here $u^-$ and $u^+$ denote as usual the left and right states across the jump at $(s, x)$.

To get the final estimates, we make use of estimates on the total variation analogous to (3.40)-(3.41). More precisely, for any $b > a$ and $0 < x < (\inf_n \lambda_{n+p+1}(u)) a$, one gets

\[ \text{Tot.Var.} \{ w_k(\cdot, x); [a, b] \} \leq \frac{2C_1}{\kappa} \log \left( \frac{b}{a} \right) + \| w_k \|_{L^\infty} + (M + 1)2^{1-\nu}, \quad (3.63) \]

for $k = 1, \ldots, n - p$,

\[ \text{Tot.Var.} \{ w_k(\cdot, x); [a, b] \} \leq \frac{2(b - a)}{\kappa x} + \| w_k \|_{L^\infty} + (M + 1)2^{1-\nu}, \quad (3.64) \]

for $k = n - p + 1, \ldots, n$, the proof being entirely analogous to the one of Lemma 3.4.6. □

### 3.6 Proof of the theorems

1. **Existence of the semigroup on domains of BV functions.** In order to construct the semigroup described in Theorem 3.2.4, we shall first define a Lipschitz continuous flow map $E$ on every domain

\[ \mathcal{D}_M \equiv \left\{ p \in \mathcal{D}; \quad \text{Tot.Var.} \{ p \} \leq M \right\} \quad M > 0, \]

obtained as a limit of the approximate flow maps $E^\nu$ constructed in Section 3.3 on the domains $\mathcal{D}^\nu$. To this end, consider any two piecewise constant couples of initial and boundary data, say $p_1, p_2 \in \mathcal{D}_M \cap \mathcal{D}^\nu$, and construct a pseudopolynomial path $\gamma_0^\nu : \theta \mapsto f_\theta^\nu = (p_\theta^0, f(\bar{u}^\theta))$ connecting $f_{p_1}$ with $f_{p_2}$ as described in Section 3.3. All functions $(p_\theta^0, \bar{u}^\theta)$ lie in $\mathcal{D}_M \cap \mathcal{D}^\nu$ and have a uniformly bounded number of shocks, say $\leq M$. Call $u_\theta^0(t, \cdot) = E^\nu_t(p_\theta^0, \bar{u}^\theta)$ the corresponding solution and consider the path $\gamma_\theta^\nu : \theta \mapsto (u_\theta^0(t, \cdot), T_t f(\bar{u}^\theta))$. Writing the length of this path in the form (3.32), and using Lemma 3.5.1, for any fixed $T, \delta > 0$, and for every $t \in [0, T]$, we obtain the estimate

\[ \| \tau_\theta^0 \cdot \gamma_\theta^\nu \|_{L^1(\delta, \infty)} = \sum_{j=1}^{m} \int_{\theta_{j-1}}^{\theta_j} \sum_{\alpha : x_{\alpha}^\theta > \delta} \left| \Delta u_\theta^0(t, x_{\alpha}^\theta) \right| \left| \frac{\partial x_{\alpha}^\theta(t)}{\partial \theta} \right| \, d\theta \]

\[ \leq \sum_{j=1}^{m} \int_{\theta_{j-1}}^{\theta_j} C_3(1 + M2^{-\nu})(1 + \log(T/\delta))
\]

\[ \left( \sum_{\beta} \left| \Delta u_{\beta}^0(0, x_{\beta}^0) \right| \left| \frac{\partial x_{\beta}^0(0)}{\partial \theta} \right| + \sum_{\gamma} \left| \Delta u_{\gamma}^0(0, 0) \right| \left| \frac{\partial x_{\gamma}^0(0)}{\partial \theta} \right| \right) \, d\theta \]

\[ \leq C_3(1 + M2^{-\nu})(1 + \log(T/\delta)) \cdot \| \gamma_0^\nu \|_{L^1}. \quad (3.65) \]
Observing that any function in $\mathcal{D}_M \cap \mathcal{D}'$ has at most $2^p M$ jumps, from (3.65) we derive (3.33) with $L_M = C_3 (1 + M)(1 + \log(T/\delta))$, which, in turn, because of (3.35), clearly implies (3.36).

Once we have established the uniform Lipshitz continuity of the maps $E_t^\nu$ (and hence of the approximate semigroup $S_t^\nu$) on the domains $\mathcal{D}_M \cap \mathcal{D}'$, since the union $\bigcup_{\nu \geq 1} \mathcal{D}_M \cap \mathcal{D}'$ is dense in $\mathcal{D}_M$, we will define the map $E$ on $\mathcal{D}_M$ as the limit

$$E_t(p) = L^1 - \lim_{\nu \to \infty} E_t^\nu(p^\nu) \quad p^\nu \in \mathcal{D}_M \cap \mathcal{D}', \ p^\nu \to p \text{ in } L^1.$$  \hspace{1cm} (3.66)

In order to prove that the assignment (3.66) yields a well-defined map, since any sequence $E_t^\nu p^\nu$ is uniformly bounded in $L^\infty$, it is sufficient to show that, for every given $p \in \mathcal{D}_M$, and for any $\delta > 0$, if $p^\nu \in \mathcal{D}_M \cap \mathcal{D}'$ is any sequence that converges to $p$ in $L^1$, then the sequence $E_t^\nu p^\nu|_{[\delta, \infty[}$ is Cauchy in $L^1$. Indeed, for any $\mu > \nu$, using (3.35) (possibly with a different constant $L'_M$), we obtain

$$\|E_t^\mu p^\mu - E_t^\nu p^\nu\|_{L^1([\delta, \infty[)} \leq \|E_t^\nu p^\mu - E_t^\nu p^\nu\|_{L^1([\delta, \infty[)} + \|E_t^\nu p^\nu - E_t^\nu p^\nu\|_{L^1([\delta, \infty[)}$$

$$\leq L'_M \cdot d(p^\mu, p^\nu) + \|S_t^\nu p^\nu - S_t^\nu p^\nu\|_{[\delta, \infty[},$$ \hspace{1cm} (3.67)

where $\| \cdot \|_\delta$ denotes the seminorm introduced in (3.34). To estimate the second term in (3.67), we shall use the same type of error estimate established in [14, Theorem 2.9] for the distance between a Lipschitz continuous map and the trajectory of a Lipschitz continuous semigroup which can be restated as follows.

**Lemma 3.6.1** Let $\mathcal{D} \subset B$, $\mathcal{D}' \subset B'$ be subsets of two Banach spaces $(B, \| \cdot \|_B)$, $(B', \| \cdot \|_{B'})$. Let $S : \mathcal{D} \times [0, T] \mapsto \mathcal{D}$ be a continuous semigroup, $\Gamma : [0, T] \mapsto \mathcal{D}$ be a continuous map, and let $\rho : \mathcal{D} \mapsto \mathcal{D}'$ be a map such that

$$\|\rho(S_t p_1) - \rho(S_t p_2)\|_{B'} \leq L \cdot \left\{\|p_1 - p_2\|_B + |t - s|\right\},$$

$$\|\rho(\Gamma(t)) - \rho(\Gamma(s))\|_{B'} \leq L \cdot |t - s|,$$ \hspace{1cm} (3.68)

for some constant $L > 0$. Then, for any $\tau \in [0, T]$, one has the estimate

$$\|\rho(\Gamma(\tau)) - \rho(S_\tau \Gamma(0))\|_{B'} \leq L \cdot \int_0^\tau \left\{\lim_{h \to 0^+} \inf_{0^+} \|\rho(\Gamma(t + h)) - \rho(S_h \Gamma(t))\|_{B'}\right\} dt.$$ \hspace{1cm} (3.69)

Set

$$\mathcal{D} \doteq \mathcal{D}_M \cap \mathcal{D}'^\mu, \quad \mathcal{D}' \doteq \left\{ (\bar{u}|_{[\delta, \infty[}, \bar{u}) ; \ p = (\bar{u}, \bar{u}) \in \mathcal{D} \right\},$$
and let $\rho \equiv \rho_0 : D \to D'$ be the restriction map $p = (\bar{u}, \tilde{u}) \mapsto \rho(p) = (\bar{u}|_{[\delta, +\infty]}, \tilde{u})$. Observe that, if we let $\Gamma : [0, T] \to D=M \cap D' \subset D_M \cap D'$ be the map $\Gamma(t) = S^p_t p'$, and $S \equiv S^p$, the Lipschitz continuity of the maps $S^p$; $S^h$, and the uniform bound on the total variation of the trajectories $t \mapsto E_t^p p$, $p \in D_M \cap D'$, clearly imply the estimates (3.68). Thus, we may apply Lemma 3.6.1 and, from (3.67), (3.69), we derive

$$
\|E_t^p p' - E_t^h p'\|_{L^1([\delta, +\infty])} \leq L^m \cdot d(p^h, p') + L \cdot \int_0^t \left\{ \liminf_{h \to 0^+} \frac{\|S_{t+h}^p p' - S_h^p S_{t+h}^h p'\|_{L^1}}{h} \right\} ds.
$$

With the same arguments in [8], letting $q \equiv S^h_p p'$, we can now estimate the integrand in (3.70) by

$$
\frac{1}{h} \left\| S_h^p q - S_h^h q \right\|_{L^1} = \frac{1}{h} \left\| E_h^p q - E_h^h q \right\|_{L^1} \leq C_7 \cdot 2^{-\nu} M,
$$

for some constant $C_7 > 0$. Hence, (3.70) together with (3.71) yields

$$
\|E_t^p p' - E_t^h p'\|_{L^1([\delta, +\infty])} \leq L^m \cdot d(p^h, p') + L C_7 M \cdot 2^{-\nu},
$$

which clearly shows that $E_t^p p'|_{[\delta, +\infty]}$ is a Cauchy sequence in the $L^1$ norm and that his limit does not depend on the choice of the sequence $p'$. Thus, the map in (3.66) is well-defined on every domain $D_M$.

2. Extension of the semigroup to domains of $L^\infty$ functions. To ensure the existence of the map $E$ on the whole domain $D$ of functions of possibly unbounded variation, we will prove now the estimate (3.37) for some Lipschitz constant $L''$ independent on the total variation. To this purpose, consider any two couples $p_1, p_2 \in D'$, and construct as above a pseudopolynomial path $\gamma_0 : \theta \mapsto f p_0 = (\bar{u}^0, f(\bar{u}^0))$ taking values in $FD'$, that connects $\mathfrak{f}p_1$ with $\mathfrak{f}p_2$ and has the following property. All functions $(\bar{u}^0, \tilde{u}^0)$ have a uniformly bounded number of jumps and hence lie in some domain $D_M$, $M > 0$. Then, calling $u^0_\nu(t, \cdot) = E_t^\nu(\bar{u}^0, \tilde{u}^0)$ the corresponding $\nu$-approximate solution, since by (3.66) we have

$$
E_t(\bar{u}^0, \tilde{u}^0) = \lim_{\nu \to \infty} E_t^\nu(\bar{u}^0, \tilde{u}^0) = \lim_{\nu \to \infty} u^0_\nu(t, \cdot),
$$

in order to establish (3.37) we will show that the length of the path $\gamma' : \theta \mapsto (u^0_\nu(t, \cdot), T t f(\bar{u}^0))$ remains a bounded multiple of the length of $\gamma_0$, independent on $\nu$. Indeed, for any fixed $T$, $\delta > 0$, and for every $\nu \geq \mu$, letting $M$ be a uniform bound on the number of shocks in $(\bar{u}^0, \tilde{u}^0)$, and using Lemma 3.5.1, we obtain by the same arguments in (3.65) the estimate

$$
\|\pi_1 \circ \gamma'_\nu\|_{L^1([\delta, +\infty])} \leq C_3(1 + M 2^{-\nu})(1 + \log(T/\delta)) \cdot \|\gamma_0\|_{L^1},
$$
which, in turn, because of (3.35), implies

\[ \left\| F^\nu_t P_1 - F^\nu_t P_2 \right\|_{L^1([\delta, +\infty])} \leq C_8 (1 + M^{2\nu}) (1 + \log(T/\delta)) \cdot d(f P_1, f P_2) \]  

(3.74)

for some other constant \( C_8 > 0 \). Letting \( \nu \to \infty \) in (3.74), because of (3.73) we obtain (3.37) for all \( P_1, P_2 \in \mathcal{D}^\mu \). Since the domains \( \mathcal{D}^\mu, \mu \geq 1 \), are dense in \( \mathcal{D} \), relying on (3.37) we can now extend the map \( E_t \) by continuity to the whole domain \( \mathcal{D} \) setting

\[ E_t(P) = \lim_{\mu \to \infty} E_t(P^\mu) \quad P^\mu \in \mathcal{D}^\mu, \quad P^\mu \to P \text{ in } L^1. \]  

(3.75)

Clearly, the map in (3.75) preserves the property (3.37), proving (3.21). Moreover, any trajectory \( t \mapsto E_t(P) \), being the limit of front tracking approximations, provides by standard arguments [10, 14] a weak solution to problem (3.1)-(3.2).

3. Lipschitz continuity in space. Towards a proof of the existence of the trace of \( f(u(t,x)) = f(E_t P(x)) \) at the boundary \( x = 0 \), we shall first establish the Lipschitz continuous dependence in space (3.38) for the map \( f(E) \). Fix \( \tau_2 \geq \tau_1 > 0 \), and observe that, because of (3.66), for every given \( P \in \mathcal{D}_M \), the sequence \( E^\nu_{(\cdot)} P \) converges to \( E_{(\cdot)} P \) in \( L^1([0, \tau_2] \times \mathbb{R}^+; \mathbb{K}) \). Hence, relying also on the continuity of the maps \( x \mapsto E^\nu_{(\cdot)} P, \quad x \mapsto E_{(\cdot)} P \), we deduce that

\[ f(E_{(\cdot)} P(x)) |_{[\tau_1, \tau_2]} = L^1 - \lim_{\nu \to \infty} f(E^\nu_{(\cdot)} P(x)) |_{[\tau_1, \tau_2]} \quad \text{for all } x. \]  

(3.76)

Therefore we may proceed as in the proof of (3.37) to establish the estimate (3.38) for any given pair of couples \( P_1, P_2 \in \mathcal{D}^\mu \). We construct a pseudopolynomial path \( \gamma_\theta : \theta \mapsto T^{\theta} P^\theta = (\pi^{\theta}, f(\tilde{u}^{\theta})) \) taking values in \( \mathcal{F}D^\mu \), and connecting \( T^{\theta} P_1 \) with \( T^{\theta} P_2 \), so that all functions \( (\pi^{\theta}, \tilde{u}^{\theta}) \) have a uniformly bounded number of shocks \( \leq M \), and lie in some domain \( \mathcal{D}_M, M > 0 \). Then, for every \( \nu \geq \mu \), calling \( u^{\theta}_\nu(t,\cdot) = E^\nu_{(\cdot)} (\pi^{\theta}, \tilde{u}^{\theta}) \) the corresponding \( \nu \)-approximate solution, we consider the pseudopolynomial path

\[ \gamma_\theta' : \theta \mapsto (T^{\theta} P^\theta, f(u^{\theta}_\nu(\cdot, x))) \]  

(3.77)

with values in \( \mathcal{F}D^\nu \). Letting \( \pi_2((u, f(\tilde{u}))) = f(\tilde{u}) \) denote the canonical projection on the second component of \((u, f(\tilde{u}))\), and using Lemma 3.5.2, for every \( 0 < x < (\inf_{\tilde{u}} \lambda_{2-p+1}(u)) \tau_1 \) we compute as in (3.65)

\[ \left\| \pi_2 \circ \gamma_{\theta'} \right\|_{L^1(\tau_1, \tau_2)} = \sum_{j=1}^{m} \int_{\theta_{j-1}}^{\theta_j} \sum_{\{\alpha : \tau_\alpha \in \tau_1, \tau_2\}} \left| \tilde{\Delta}_{\theta'} f^{\theta}_{\alpha}(x) \right| \frac{d\theta}{\partial \theta} \]
\[
\leq \sum_{j=1}^{m} \int_{\theta_{j-1}}^{\theta_j} C_6 (1 + M 2^{-\nu})(1 + \log(\tau_2/\tau_1)) \left( \sum_{\beta} |\Delta u_{\beta}^0(0, x_{\beta}^0)| \left| \frac{\partial x_{\beta}^0(0)}{\partial \theta} \right| + \sum_{\beta'} |\Delta u_{\beta'}^0(t_{\beta'}, 0)| \left| \frac{\partial t_{\beta'}^0(0)}{\partial \theta} \right| \right) d\theta \\
\leq C_6 (1 + M 2^{-\nu})(1 + \log(\tau_2/\tau_1)) \cdot \|\gamma_0\|_{L^1}. \tag{3.78}
\]

Introducing the seminorm
\[
\|(\tilde{u}, f(\tilde{u}))\|_{[\tau_1, \tau_2]} = \|\tilde{u}\|_{L^1} + \|f(\tilde{u})\|_{L^1([\tau_1, \tau_2])},
\]
and observing that the \(L^1\) length of the path \(\gamma_x^\nu\) satisfies
\[
\|f(E^\nu_{x_0}p_1(x)) - f(E^\nu_{x_0}p_2(x))\|_{L^1([\tau_1, \tau_2])} \leq C_9 \cdot \|\gamma_x^\nu\|_{[\tau_1, \tau_2]}, \tag{3.79}
\]
for some constant \(C_9 > 0\), we deduce from (3.78) the estimate
\[
\|f(E^\nu_{x_0}p_1(x)) - f(E^\nu_{x_0}p_2(x))\|_{L^1([\tau_1, \tau_2])} \leq C_{10} (1 + M 2^{-\nu})(1 + \log(\tau_2/\tau_1)) \cdot d(p_1, p_2), \tag{3.80}
\]
for some other constant \(C_{10} > 0\). Letting \(\nu \to \infty\) in (3.79), thanks to (3.76) we obtain (3.38) for all \(p_1, p_2 \in D^\mu\). By continuity, and relying on the density of the domains \(D^\mu, \mu \geq 1\) in \(D\), we then extend the estimate (3.38) to any pair \(p_1, p_2\) in \(D\).

4. **Boundary conditions.** Let \(u(t, x) = S_0 p(x), p = (\tilde{u}, \tilde{u}) \in D\), be the weak solution constructed above, and consider a sequence \(p' = (\tilde{u}', \tilde{u}') \in D'\) converging to \(p\) in \(L^1\). Call \(u'(t, x) = S_0 p'(x)\) the corresponding solution. Since every \(p'\) lies in some domain \(D_{M_0}\), all functions \(u'(t, x)\) have bounded total variation and satisfy the boundary condition (3.15)
\[
\lim_{x \to 0^+} w_j(u'(t, x)) = w_j(\tilde{u}'(t)) \quad \text{for a.e. } t \geq 0, \quad j = n - p + 1, \ldots, n. \tag{3.81}
\]
Now, fix \(\tau_2 > \tau_1 > 0\). By (3.38) and because of the invertibility property of the flux function \(f\), let \(C_{11} > 0\) be some constant such that
\[
\|w_j(u'(t, x)) - w_j(u(t, x))\|_{L^1([\tau_1, \tau_2])} \leq C_{11} \cdot d(p', p). \tag{3.82}
\]
Then, (3.81), (3.82) together imply that, for any \(j = n - p + 1, \ldots, n\), the functions \(w_j(u(t, x)), w_j(f(u(t, x)))\) have a strong limit as \(x \to 0\) and
\[
\lim_{x \to 0^+} \int_{\tau_1}^{\tau_2} \left| w_j(u(t, x)) - w_j(\tilde{u}(t)) \right| dt = 0, \tag{3.83}
\]
3.6. PROOF OF THE THEOREMS

thus showing that \( u(t, x) \) fulfills the boundary condition (3.15). On the other hand, by the decay of the total variation, also \( w_j(f(u(\cdot, x)) \), \( j = 1, \ldots, n-p \), have a strong limit as \( x \to 0 \), which completes the proof of the existence of the trace of \( f(u(t, x)) \) at \( x = 0 \), according with Definition 3.2.2.

5. Uniqueness. Concerning the entropy conditions (3.11)-(3.12), fix an interval \([a, b]\) and a couple of initial-boundary conditions \((\bar{u}, \bar{\bar{u}})\). We can now approximate the solution \( u(t, \cdot) = E_\ell(\bar{u}, \bar{\bar{u}}) \) with a sequence of front tracking solutions \( u'(t, \cdot) = E^\nu_\ell(\bar{u}', \bar{\bar{u}}') \), choosing initial data \( \bar{u}', \bar{\bar{u}}' \) having a number of shocks \( N_\nu \leq \nu \). By (3.40)-(3.41), the total number of positive wave-fronts in \( u'(\tau, \cdot) = E^\nu_\ell(\bar{u}', \bar{\bar{u}}') \) on a given interval \([a, b]\) satisfies

\[
\text{Pos.Var.}\{w_k(\tau, \cdot) \colon [a, b]\} \leq \frac{(b-a)}{\kappa T} + (N_\nu + 1)2^{1-\nu},
\]

for \( k = 1, \ldots, n - p \),

\[
\text{Pos.Var.}\{w_k(\tau, \cdot) \colon [a, b]\} \leq \frac{C_2}{\kappa} \log \left\{ \left[ \frac{(\lambda_T + b) - |\lambda_T - b|}{2a} - 1 \right]^+ + 1 \right\} + \frac{(b-a)}{\kappa T} + (N_\nu + 1)2^{1-\nu},
\]

for \( k = n - p + 1, \ldots, n \), where \( w_k' \equiv w_k(u') \) is the \( k\)-th Riemann coordinate of \( u' \).

Letting \( \nu \to \infty \) in (3.73)-(3.74), by the lower semicontinuity of the total variation we obtain

\[
\text{Pos.Var.}\{w_k(\tau, \cdot) \colon [a, b]\} \leq \frac{(b-a)}{\kappa T},
\]

for \( k = 1, \ldots, n - p \),

\[
\text{Pos.Var.}\{w_k(\tau, \cdot) \colon [a, b]\} \leq \frac{C_2}{\kappa} \log \left\{ \left[ \frac{(\lambda_T + b) - |\lambda_T - b|}{2a} - 1 \right]^+ + 1 \right\} + \frac{(b-a)}{\kappa T},
\]

for \( k = n - p + 1, \ldots, n \). Hence (3.11)-(3.12) holds. This completes the proof of Theorem 3.2.4.

Regarding Theorem 3.2.6, let us fix any \( R > 0 \) and let \( \hat{\lambda} \) be an upper bound for the absolute value of all characteristic speeds. Let \( u \) be a weak entropy solution according to Definition 3.2.2 (and continuous in \( x=0, t=0 \)). For every \( \delta > 0 \) the restriction of \( u(t, \cdot) \) to the intervals \( I(t) = [\delta, R + \hat{\lambda} t] \), \( t \in [\delta, R/\hat{\lambda}] \) has uniformly bounded total variation. Therefore, the uniqueness theorem in Chapter 1, Theorem 1.1.3 yields

\[
u(t, \cdot) = E_{\ell-\delta}(u(\delta, \delta + \cdot), u(\delta + \cdot, \delta)) \quad \text{restricted to } I(t),
\]
\[
\int_{I(t)} |u(t, x) - E_t(\tilde{u}, \tilde{u})(x)| \, dx \\
= \int_{I(t)} |E_{t-\delta}(u(\tilde{\delta}, \tilde{\delta} + \cdot, \tilde{\delta} + \cdot)(\tilde{\delta} + \cdot, \tilde{\delta} + \cdot)) - E_{t-\delta}(E_{\delta}(\tilde{u}, \tilde{u})(\tilde{\delta} + \cdot, \tilde{\delta} + \cdot), E_{\delta}(\tilde{u}, \tilde{u})(\tilde{\delta} + \cdot, \tilde{\delta} + \cdot))(x)| \, dx \\
\leq L \cdot \|u(\tilde{\delta}, \cdot) - E_{\delta}(\tilde{u}, \tilde{u})\|_{L^1} + \|f(u(\tilde{\delta} + \cdot, \tilde{\delta})) - f(E_{\delta}(\tilde{u}, \tilde{u})(\tilde{\delta})\|_{L^1}. \tag{3.88}
\]

Letting \( \delta \to 0 \) we conclude that the left-hand side of (3.75) must be zero. Since \( R \) was arbitrary, this proves Theorem 3.2.6.

### 3.7 Properties of the attainable sets

Following [5, 6] we focus the attention on the mixed initial-boundary value problem

\[
u_t + f(u)_x = 0, \tag{3.89}
\]

\[
u(0, x) = 0, \quad t, x > 0, \tag{3.90}
\]

\[
u(t, 0) = \tilde{u}(t), \quad \tag{3.91}
\]

from the point of view of control theory, regarding the boundary data \( \tilde{u} \) as a control. We shall be concerned with the basic properties of the attainable sets for (3.89)-(3.91)

\[\mathcal{A}(T, \mathcal{U}) \doteq \left\{ u(T, \cdot) : u \text{ is a weak entropic solution to (3.89)-(3.91) with } \tilde{u} \in \mathcal{U} \right\},\]

\[\mathcal{A}(\mathcal{U}) \doteq \left\{ u(\cdot, \mathcal{X}) : u \text{ is a weak entropic solution to (3.89)-(3.91) with } \tilde{u} \in \mathcal{U} \right\},\]

which consist of all profiles that can be attained at a fixed time \( T > 0 \) and at a fixed point \( \mathcal{X} > 0 \) by solutions of (3.89)-(3.91) with boundary data that varies inside a given class \( \mathcal{U} \subseteq L^\infty(\mathbb{R}^+) \) of admissible boundary controls. In particular, we establish the compactness of these sets.

**Theorem 3.7.1** Consider a set \( K \) of the form (3.16) and define

\[\mathcal{U} \doteq \left\{ \tilde{u} \in K ; \ w_j(f(\tilde{u})) \in [\alpha_j, \beta_j], \quad j = n-p+1, \ldots, n \right\}\]

for some \(-\infty < \alpha_j \leq \beta_j < +\infty\). Then \( \mathcal{A}(T, \mathcal{U}) \), \( T > 0 \), and \( \mathcal{A}(\mathcal{X}, \mathcal{U}) \), \( \mathcal{X} > 0 \), are compact subsets of \( L^1(\mathbb{R}^+) \) and \( L^1_{loc}(\mathbb{R}^+) \) respectively.
3.7. PROPERTIES OF THE ATTAINABLE SETS

Proof of Theorem 3.7.1. We will show the proof for the set \( \mathcal{A}(T, \mathcal{U}) \). For the set
\( \mathcal{A}(\bar{x}, \mathcal{U}) \) the procedure is entirely similar. Let \( \{u^\nu\}_{\nu \in \mathcal{N}} \) be a sequence of weak entropic solutions of (3.89)-(3.91) and \( \{\bar{u}^\nu\}_{\nu \in \mathcal{N}} \subseteq \mathcal{U} \) the corresponding boundary data.

Denote by \( u^\nu_i \) the Riemann coordinates of \( u^\nu \). Being \( K \) bounded and by finite propagation speed there exist \( C, \alpha > 0 \) such that
\[
|u^\nu_i(t, x)| \leq \begin{cases} 
C, & \text{if } x < \alpha, \\
0, & \text{if } x \geq \alpha.
\end{cases} \quad \forall t \in [0, T], \quad \forall \nu \in \mathcal{N}. \tag{3.92}
\]

Hence \( \{u^\nu_i(T, \cdot)\}_{\nu \in \mathcal{N}}, \{u^\nu_i(\cdot, \cdot)\}_{\nu \in \mathcal{N}} \) are weak* relatively compact in \( L^\infty(\mathbb{R}^+), \; L^\infty(\Omega) \) respectively. Thus, up to a subsequence, we have
\[
u^\nu_i(T, \cdot) \rightharpoonup \bar{u}_i \quad \text{in } L^\infty(\mathbb{R}^+), \tag{3.93}
\]
\[
u^\nu_i(\cdot, \cdot) \rightharpoonup v_i \quad \text{in } L^\infty(\Omega), \tag{3.94}
\]
for some functions \( w \in L^\infty(\mathbb{R}^+, \mathbb{R}^n), \; v \in L^\infty(\Omega, \mathbb{R}^n) \). We shall prove that \( u = u(w) \in \mathcal{A}(T, \mathcal{U}) \) and that there exists a subsequence of \( \{u^\nu_i(T, \cdot)\}_{\nu \in \mathcal{N}} \) converging to \( u_i \) in \( L^1(\mathbb{R}^+) \). The entropy conditions (3.11)-(3.12) guarantee that, for every \( \delta > 0 \), there exists \( C_\delta \) such that
\[
\text{Tot.Var.}\{u^\nu_i(t, \cdot); [\delta, +\infty)\} \leq C_\delta \quad \forall t \in [0, T], \quad \forall \nu \in \mathcal{N}.
\]
Moreover there exists a constant \( L = L(\delta, T) \) such that
\[
\int_\delta^{+\infty} |u^\nu_i(t, x) - u^\nu_i(s, x)| \, dx \leq L |t - s| \quad \forall t, s \in [0, T], \quad \forall \nu \in \mathcal{N}.
\]
By Helly's Theorem for any \( \delta \) fixed there exists a subsequence \( \{u^\nu_{ji}(t, \cdot)\}_{j \in \mathcal{N}} \) which converges to some function \( v_{\delta, i}(t, \cdot) \in L^1_{\text{loc}}([\delta, +\infty)) \). But (3.94) implies that such a function must coincide with \( v_i \) and hence, by using (3.92), for every \( t \in [0, T] \) the original sequence \( \{u^\nu_i(t, \cdot)\}_{\nu \in \mathcal{N}} \) converges to \( v_i(t, \cdot) \) in \( L^1(\mathbb{R}^+) \). In particular, from the convergence of \( \{u^\nu_i(T, \cdot)\}_{\nu \in \mathcal{N}} \) to \( v_i(T, \cdot) \) and (3.93) it follows that \( v_i(T, \cdot) = \bar{u}_i \).

By the \( L^1 \) convergence, \( u = u(w) \) is a weak solution to (3.89) and satisfies the initial condition in divergence form, as required by (i) in Definition 3.2.2. Also, by the lower semicontinuity of the total variation, the decay estimates (3.11)-(3.12) are also satisfied. Thus to complete the proof it remains to show that \( u \) is a solution of (3.89)-(3.91) corresponding to a boundary data \( \bar{u} \in \mathcal{U} \).
By compactness, the sequence $\{\Psi^n\}_{n \in \mathbb{N}}$ of the traces of the functions $f(u^n)$ will admit a weak limit $\Psi$. Since by hypotheses $w_j(\Psi^n) \in [\alpha_j, \beta_j]$ and the set $\{g \in \mathbb{R}^n; w_j(g) \in [\alpha_j, \beta_j], j = n - p + 1, \ldots, n\}$ is convex, it follows that $w_j(\Psi) \in [\alpha_j, \beta_j], j = n - p + 1, \ldots, n$. Hence, since $f$ is invertible, $\hat{u} = f^{-1}(\Psi) \in \mathcal{U}$. If we now pass to the limit as $\nu \to \infty$ in
\[
\int_0^{+\infty} \int_0^{+\infty} (u^n(t,x) \cdot \phi(t,x) + f(u^n(t,x)) \cdot \phi_x(t,x)) \, dx \, dt + \int_0^T \Psi^n(t) \cdot \phi(t,0) dt = 0,
\]
with $\phi \in C^1$ with compact support contained in the set $\{(t,x) \in \mathbb{R}^2; t > 0\}$, we get
\[
\int_0^{+\infty} \int_0^{+\infty} (u(t,x) \cdot \phi(t,x) + f(u(t,x)) \cdot \phi_x(t,x)) \, dx \, dt + \int_0^T \Psi(t) \cdot \phi(t,0) dt = 0. \quad (3.95)
\]
From (3.95), by applying the divergence theorem on small rectangles approximating the boundary, one easily gets
\[
\lim_{\tau \to 0^+} \int_0^\tau f(u(s,x)) \, ds = \int_0^\tau \Psi(s) \, ds \quad \tau \geq 0. \quad (3.96)
\]
This concludes the proof. \qed
Chapter 4

Sharp $L^1$ stability estimates for hyperbolic conservation laws
4.1 Introduction to Chapter 4

We are interested in the continuous dependence of entropy solutions to hyperbolic conservation laws

\[ u_t + f(u)_x = 0, \quad u(x, t) \in \mathbb{R}, \quad x \in \mathbb{R}, \quad t > 0, \]  

(4.1)

where the flux \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a smooth and convex function. After works by Liu and Yang [58] and Dafermos [29], we aim at deriving sharp \( L^1 \) estimates of the form

\[ \|u^{II}(t) - u^I(t)\|_{w(t)} + \int_s^t M(\tau; u^I, u^{II}) \, d\tau \leq \|u^{II}(s) - u^I(s)\|_{w(s)}, \quad 0 \leq s \leq t, \]  

(4.2)

for any two entropy solutions of bounded variation \( u^I \) and \( u^{II} \) of (4.1), where \( \|\cdot\|_{w(t)} \) is a weighted \( L^1 \) norm equivalent to the standard \( L^1 \) norm on the real line. In (4.2), the positive term \( M(\tau; u^I, u^{II}) \) is intended to provide a sharp bound on the strict decrease of the \( L^1 \) norm. The estimate with \( w \equiv 1 \) and \( M \equiv 0 \) is of course well-known.

Recall that the fundamental issue of the uniqueness and continuous dependence for hyperbolic systems of conservation laws was initiated by Bressan and his collaborators (see [14, 17] and the references therein). A major contribution came from Liu and Yang [58, 60] who introduced a decreasing \( L^1 \) functional ensuring (4.2). This research culminated in papers by Bressan, Liu and Yang [23] and Hu and LeFloch [41], and Liu and Yang [61].

In the present paper, we restrict attention to scalar conservation laws and, following Hu and LeFloch [41], we investigate the stability issue from the standpoint of Holmgren's and Haar's methods ([54] and the references therein). The problem under consideration is (essentially) equivalent to showing the uniqueness and \( L^1 \) stability for the following hyperbolic equation with discontinuous coefficient:

\[ \psi_t + (\alpha \psi)_x = 0, \quad \psi(x, t) \in \mathbb{R}, \quad x \in \mathbb{R}, \quad t > 0. \]  

(4.3)

That is, for solutions with bounded variation we aim at deriving an estimate like

\[ \|\psi(t)\|_{w(t)} + \int_s^t \tilde{M}(\tau; \alpha, \psi) \, d\tau \leq \|\psi(s)\|_{w(s)}, \quad 0 \leq s \leq t. \]  

(4.4)

For the application to (4.1) one should define \( \alpha \) by

\[ \alpha = \alpha(u^I, u^{II}) = \frac{f(u^{II}) - f(u^I)}{u^{II} - u^I}. \]  

(4.5)

One may also consider the equation (4.3) for more general coefficients \( \alpha \).
Recall that the existence and uniqueness of solutions to the Cauchy problem associated with (4.3) was established in LeFloch [50] in the class of bounded measures, under the assumption \( a_x \leq E \) for some constant \( E \). The latter holds when \( a \) is given by (4.5) (at least when \( u' \) and \( u'' \) contain no rarefaction center on the line \( t = 0 \) which holds “generically”). See also Crasta and LeFloch [25, 26] for further existence results.

It must be observed that we restrict attention here to more regular solutions, having bounded total variation, as this is natural in view of the application to the conservation law (4.1). In this direction, recall that an \( L^1 \) stability result like (4.4) was established by Hu and LeFloch (see [41], Section 5, and our Theorem 4.2.2 below) in the class of piecewise Lipschitz continuous solutions, with \( \dot{M} \equiv 0 \) however. This uniqueness and stability result was achieved under the assumption that the coefficient \( a \) does not contain any rarefaction shock (see Section 4.2 below for the definition). In [41] the authors made the following essential observation:

The linearized equation (4.3)-(4.5) based on two entropy solutions of (4.1) does not exhibit rarefaction shocks. \hspace{1cm} (4.6)

(This is also true for systems of conservation laws, as far as solutions with small amplitude are concerned.) One of our aims here is to extend the \( L^1 \) stability result for (4.3) in [41] to arbitrary solutions of bounded variation.

The present result relies also heavily on the contribution by Liu and Yang [58] who, for approximate solutions constructed by the Glimm scheme, discovered a weighted norm having a sharp decay of the form (4.2). Subsequently, the Liu-Yang’s functional was extended by Dafermos ([29], Chapter 11) to arbitrary functions of bounded variation (BV) and, using the notion of generalized characteristics, Dafermos derived precisely an estimate of the form (4.2) valid for BV solutions.

The aim of this Chapter is to provide a new derivation and some generalization of this \( L^1 \) functional. Toward the derivation of bounds like (4.2) or (4.4) we make the following preliminary observations:

1. The geometrical properties of the propagating discontinuities in \( a \) (Lax, fast or slow undercompressive, rarefaction shocks, according to the terminology in [41]) play an essential role. It turns out that the (jump of the) weight \( w(x, t) \) should be assigned precisely on each undercompressive discontinuity. On the other hand, Lax discontinuities are very stable and do not require weight, while (in exact entropy solutions) rarefaction shocks do not arise, according to (4.6).
4.2 DECREASING NORMS FOR PIECEWISE CONSTANT SOLUTIONS

(2) Certain (invariance) properties on the coefficient $a$ are necessary to define the weight globally in space; see (4.15)-(4.16) in Section 4.2.

(3) The weight however is far from being unique and we believe that this flexibility in choosing the weight may be helpful in certain applications.

The content of this Chapter is as follows.

In Section 4.2, we consider piecewise constant solutions of (4.3) and introduce a class of weighted norms satisfying a sharp bound of the form (4.4). See Theorem 4.2.3 below. All undercompressive and Lax discontinuities contribute to the decrease of the $L^1$ norm. For the sake of comparison, we also consider the $L^1$ norm without weight; see Theorem 4.2.2.

In Section 4.3, we point out that the setting of Section 4.2 covers the case of the conservation law (4.1). Passing to the limit in wave front tracking approximations, in Theorem 4.3.5 we arrive to the sharp bound (1.2) for general BV solutions. The proof is based on fine convergence properties established earlier by Bressan and LeFloch [21] and on a technique of stability of nonconservative products developed by DalMaso, LeFloch, and Murat [31] and LeFloch and Liu [53].

Next, in Sections 4.4 and 4.5 we return to the equation (4.3) studied in Section 4.2 but, now, we deal with general BV solutions. We follow closely ideas developed by Dafermos [28, 29] for solutions of (4.1), and extend them to the linear equation (4.3). Using generalized characteristics we establish first a maximum principle in Theorem 4.4.5. Finally, in Theorem 4.5.1 using the technique of generalized characteristics, we establish the sharp $L^1$ stability property (4.4) directly, for general BV solutions of (4.3). The result applies in particular to the conservation law (4.1) and allows us to recover (4.2).

Throughout the paper, we always assume that all functions of bounded variation under consideration are normalized to be defined everywhere as right-continuous functions.

4.2 Decreasing norms for piecewise constant solutions

Given a piecewise constant function $a : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R}$, let us consider the linear hyperbolic equation

$$\psi_t + (\alpha \psi)_x = 0, \quad \psi(x,t) \in \mathbb{R},$$

(4.7)
and restrict attention to piecewise constant solutions. By definition, the function \(a\) admits a set of jump points \(J(a)\), consisting of finitely many straightlines defined on open time intervals, together with a finite set of interaction points \(I(a)\), consisting of the end points of the lines in \(J(a)\). The function \(a\) is constant in each connected component of the complement \(C(a)\) of \(I(a) \cup J(a)\). At a point \((x, t) \in J(a)\) we denote by \(\lambda^a = \lambda^a(x, t)\) the speed of the discontinuity and \(a_{\pm} = a_{\pm}(x, t) = a(x_{\pm}, t)\) the left- and right-hand traces. It is tacitly assumed that the discontinuity speeds \(\lambda^a\) remain uniformly bounded. Finally the function is normalized to be right-continuous. A similar notation is used for the function \(\psi\).

The geometrical property of the coefficient \(a\) play a central role for the analysis of (4.7), so we recall the following terminology [41]:

**Definition 4.2.1** A point \((x, t) \in J(a)\) is called a Lax discontinuity iff

\[
a_{-}(x, t) > \lambda^a(x, t) > a_{+}(x, t),
\]

a slow undercompressive discontinuity iff

\[
\lambda^a(x, t) \leq \min(a_{-}(x, t), a_{+}(x, t)),
\]

a fast undercompressive discontinuity iff

\[
\lambda^a(x, t) \geq \max(a_{-}(x, t), a_{+}(x, t)),
\]

and a rarefaction-shock discontinuity iff

\[
a_{-}(x, t) < \lambda^a(x, t) < a_{+}(x, t).
\]

For each \(t > 0\), we denote by \(L(a), S(a), F(a), \) and \(R(a)\) the set of points \((x, t) \in J(a)\) corresponding to Lax, slow undercompressive, fast undercompressive, and rarefaction-shock discontinuities, respectively.

**Theorem 4.2.2** Consider a piecewise constant speed \(a = a(x, t)\). Let \(\psi\) be any piecewise constant solution of (4.7). Then we have for all \(0 \leq s \leq t\)

\[
||\psi(t)||_{L^1} + \int_s^t \sum_{(x, \tau) \in L(a)} 2 \left( a_{-}(x, \tau) - \lambda^a(x, \tau) \right) |\psi_{-}(x, \tau)| \, d\tau
\]

\[
= ||\psi(s)||_{L^1} + \int_s^t \sum_{(x, \tau) \in R(a)} 2 \left( \lambda^a(x, \tau) - a_{-}(x, \tau) \right) |\psi_{-}(x, \tau)| \, d\tau.
\]

(4.8)
In (4.8), the left-hand traces are chosen for definiteness only. Indeed it will be noticed in the proof below that for all $(x, \tau) \in \mathcal{L}(a) \cup \mathcal{R}(a)$

$$(\lambda^a(x, \tau) - a_-(x, \tau)) |\psi_-(x, \tau)| = - (\lambda^a(x, \tau) - a_+(x, \tau)) |\psi_+(x, \tau)|$$

Observe that the Lax discontinuities contribute to the decrease of the $L^1$ norm, while the rarefaction-shocks increase it. On the other hand, the undercompressive discontinuities do not modify the $L^1$ norm. When $a$ contains no rarefaction shocks (this is the case when (4.7) is a linearized equation derived from entropy solutions of a conservation law, as discovered in Hu and LeFloch [41]), Theorem 5.1 yields

$$||\psi(t)||_{L^1} \leq ||\psi(s)||_{L^1}, \quad 0 \leq s \leq t,$$

where we neglected the favorable contribution of the Lax discontinuities appearing in the left-hand side of (4.8). In particular, (4.9) implies that the Cauchy problem for (4.7) admits a unique solution (in the class of piecewise constant functions at this stage), provided $a$ has no rarefaction-shock discontinuities.

On the other hand, it is clear that the sign of the function $\psi$ is important for the sake of deriving the $L^1$ stability of the solutions $\psi$ of (4.7). For instance, if $\psi$ has a constant sign for all $(x, t)$, then (4.9) holds as an equality

$$||\psi(t)||_{L^1} = ||\psi(s)||_{L^1}, \quad 0 \leq s \leq t,$$

which implies that the Cauchy problem for (4.7) admits at most one solution $\psi$ of a given sign.

**Proof of Theorem 4.2.2.** Denote by $P(E)$ the projection of a subset $E$ of the $(x, t)$-plane on the $t$-axis. By definition, any piecewise Lipschitz continuous solution $\psi$ is also Lipschitz continuous in time with values in $L^1(\mathbb{R})$. So, it is enough to derive (4.8) for all $t \notin E := P(\mathcal{I}(a) \cup \mathcal{I}(\psi))$. The latter is just a finite set. The following is valid in each open interval $I$ such that $I \cap E = \emptyset$.

We denote by $x_j(t)$ for $t \in I$ and $j = 1, \ldots, m$ the discontinuity lines where the function $\psi(\cdot, t)$ changes sign, with the convention that

$$(-1)^j \psi(x, t) \geq 0 \quad \text{for } x \in [x_j(t), x_{j+1}(t)].$$

Set $\psi_\pm^j(t) = \psi_{\pm}(x_j(t), t)$, $\lambda_j(t) = \lambda^a(x_j(t), t)$, etc. Then by using that $\psi$ solves (4.7) we find (for all $t$ in the interval $I$)

$$\frac{d}{dt} \int_{\mathcal{R}} |\psi(x, t)| \, dx$$
\[
\frac{d}{dt} \sum_{j=1}^{m} (-1)^j \int_{x_j(t)}^{x_{j+1}(t)} \psi(x, t) \, dx \\
= \sum_{j=1}^{m} (-1)^j \left( \int_{x_j(t)}^{x_{j+1}(t)} \partial_t \psi(x, t) \, dx + \lambda_{j+1}(t) \psi_{j+1}^{-}(t) - \lambda_j(t) \psi_j^{+}(t) \right) \\
= \sum_{j=1}^{m} (-1)^j \left( \int_{x_j(t)}^{x_{j+1}(t)} -\partial_x (a(x, t) \psi(x, t)) \, dx + \lambda_{j+1}(t) \psi_{j+1}^{-}(t) - \lambda_j(t) \psi_j^{+}(t) \right) \\
= \sum_{j=1}^{m} (-1)^j \left( (a_j^{+}(t) - \lambda_j(t)) \psi_j^{+}(t) + (a_j^{-}(t) - \lambda_j(t)) \psi_j^{-}(t) \right). 
\]

The Rankine-Hugoniot relation associated with (4.7) reads

\[(a_j^{+}(t) - \lambda_j(t)) \psi_j^{+}(t) = (a_j^{-}(t) - \lambda_j(t)) \psi_j^{-}(t), \quad (4.11)\]

therefore by (4.10)

\[
\frac{d}{dt} \int_{\mathbb{R}} |\psi(x, t)| \, dx = 2 \sum_{j=1}^{m} \pm (a_j^{+}(t) - \lambda_j(t)) |\psi_j^{\pm}(t)|. \quad (4.12)
\]

Consider each point \(x_j(t)\) successively. If \(x_j(t)\) is a Lax discontinuity, then \(a_j^{-}(t) > \lambda_j(t) > a_j^{+}(t)\) and both coefficients \(\pm (a_j^{+}(t) - \lambda_j(t))\) are negative. If \(x_j(t)\) is a rarefaction-shock discontinuity, then \(a_j^{-}(t) < \lambda_j(t) < a_j^{+}(t)\) and the coefficients \(\pm (a_j^{+}(t) - \lambda_j(t))\) are positive. These two cases lead us to the two sums in (4.8). Indeed one just needs to observe the following: if \((x, \tau)\) correspond to a Lax or rarefaction-shock discontinuity of the speed \(a\), but \(\psi\) does not change sign at \((x, \tau)\) (so it is not counted in (4.12)), then actually by the Rankine-Hugoniot relation (see (4.11)) we conclude easily that

\[\psi_-(x, \tau) = \psi_+(x, \tau) = 0,\]

and so it does not matter to include the point \((x, \tau)\) in the sums (4.8).

Suppose next that \(x_j(t)\) is an undercompressive discontinuity. Then the two sides of (4.11) have different sign, therefore

\[(a_j^{+}(t) - \lambda_j(t)) \psi_j^{+}(t) = (a_j^{-}(t) - \lambda_j(t)) \psi_j^{-}(t) = 0,\]

and the corresponding term in (4.12) vanishes. \(\Box\)

Our objective now is to derive an improved version of Theorem 4.2.2, based on a weighted \(L^1\) norm adapted to the equation (4.7). For piecewise constant functions, we
set
\[ \| \psi(t) \|_{W(t)} := \int_{\mathbb{R}} |\psi(x, t)| w(x, t) \, dx, \]  
(4.13)
where \( w = w(x, t) > 0 \) is a piecewise constant and uniformly bounded function. We determine this function based on the following constrain on its jumps, at each discontinuity of the speed \( a \),
\[ w_+(x, t) - w_-(x, t) = \begin{cases} 
\leq 0 & \text{if } (x, t) \in S(a), \\
\geq 0 & \text{if } (x, t) \in F(a). 
\end{cases} \]  
(4.14)
The weight is chosen so that the left-hand trace of a slow undercompressive discontinuity and the right-hand trace of a fast one are weighted more. This is consistent with the immediate observation that the terms \( (\lambda_j(t) - a_j^-(t)) |\psi_j^-(t)| \) and \( (a_j^+(t) - \lambda_j(t)) |\psi_j^+(t)| \) have a favorable (negative) sign for slow and fast undercompressive discontinuities, respectively. On the other hand, the jumps of \( w \) at Lax or rarefaction-shock discontinuities will remain unconstrained. This choice is motivated by the two observations:

(i) Lax shocks already provide us with a good contribution in (4.8),

(ii) rarefaction shocks are the source of instability and non-uniqueness and cannot be "fixed up".

The constraint in (4.14) is different for slow and for fast undercompressive discontinuities. To actually exhibit a (uniformly bounded) weight satisfying (4.14), we put a restriction on how the nature of the discontinuities change in time as wave interactions take place. (An incoming wave may be a slow undercompressive one and become a fast one after the interaction, etc. A different constrain is placed before and after the interaction.)

Precisely, we suppose that, to the speed \( a = a(x, t) \), we can associate on one hand a function \( \kappa : \mathbb{R} \times \mathbb{R}_+ \to \mathbb{R} \) having bounded total variation and such that \( J(\kappa) \subset J(a) \) and \( I(\kappa) \subset I(a) \), and on the other hand a partition of the discontinuities
\[ J(a) = J^I(a) \cup J^{II}(a), \]  
(4.15)
so that, for each \( (x, t) \in J(a) \), the limits \( \kappa_{\pm} = \kappa_{\pm}(x, t) \) determine if the wave is slow or fast on its left or right side, as follows:
\[ \text{sgn} \left( a_{\pm}(x, t) - \lambda(x, t) \right) = \begin{cases} 
\text{sgn} \, \kappa_{\mp} & \text{if } (x, t) \in J^I(a), \\
-\text{sgn} \, \kappa_{\mp} & \text{if } (x, t) \in J^{II}(a). 
\end{cases} \]  
(4.16)
Here we use sgn \((y) = -1, 0, 1\) iff \(y < 0, y = 0, y > 0\), respectively. Therefore a discontinuity \((x, t) \in \mathcal{J}(a)\) (for instance) is

- a Lax one iff \(\kappa_- < 0\) and \(\kappa_+ > 0\),
- a slow undercompressive one iff \(\kappa_- \geq 0\) and \(\kappa_+ \geq 0\),
- a fast undercompressive one iff \(\kappa_- \leq 0\) and \(\kappa_+ \leq 0\),
- a rarefaction-shock iff \(\kappa_+ > 0\) and \(\kappa_- < 0\).

Furthermore, to measure the strength of the jumps, we introduce a piecewise constant function, \(b = b(x, t)\), having the same jump points as the function \(a\). For instance, we could assume that there exist constants \(C_1, C_2 > 0\) such that at each discontinuity of \(a\)

\[
C_1 |b_+(y, t) - b_-(y, t)| \leq |a_+(y, t) - a_-(y, t)| \leq C_2 |b_+(y, t) - b_-(y, t)|.
\]

However, strictly speaking, this condition will not be used, in the present section at least.

Based on the functions \(\kappa\) and \(b\) and for \(t\) except wave interaction times, we can set

\[
V^I(x, t) = \sum_{(y, t) \in \mathcal{J}(a), y < x} |b_+(y, t) - b_-(y, t)|,
\]

\[
V^{II}(x, t) = \sum_{(y, t) \in \mathcal{J}^+(a), y < x} |b_+(y, t) - b_-(y, t)|,
\]

so that the total variation of \(b(t)\) on the interval \((-\infty, x)\) decomposes into

\[
TV^+_\infty(b(t)) = V^I(x, t) + V^{II}(x, t).
\]

Fix some parameter \(m \geq 0\). Consider now the weight function defined for each \((x, t) \in \mathcal{C}(a)\) by

\[
w(x, t) = \begin{cases} m + V^I(\infty, t) - V^I(x, t) + V^{II}(x, t) & \text{if } \kappa(x, t) > 0, \\ m + V^I(x, t) + V^{II}(\infty, t) - V^{II}(x, t) & \text{if } \kappa(x, t) \leq 0. \end{cases}
\]

It is immediate to see that indeed (4.14) holds and that with (4.17)

\[
m \leq w(x, t) \leq m + TV(b(t)) \leq m + C_2 TV(a(t)), \quad x \in \mathbb{R}.
\]

Note also that the weight depends on \(b\) and \(a\), but not on the solution.
4.2. DECREASING NORMS FOR PIECEWISE CONSTANT SOLUTIONS

Theorem 4.2.3 Consider a piecewise constant speed \( a = a(x, t) \) admitting a decomposition (4.15)-(4.16) and satisfying the total variation estimate (4.21). Consider the weight function \( w = w(x, t) \) defined by (4.19). Let \( \psi \) be any piecewise constant solution of the linear hyperbolic equation (4.7). Then the weighted norm (4.13) satisfies for all \( 0 \leq s \leq t \)

\[
\|\psi(t)\|_{w(t)} \leq \int_s^t \sum_{(x, \tau) \in S(a) \cup \mathcal{F}(a)} \left( 2m + TV(b) - |b_+(x, \tau) - b_-(x, \tau)| \right) |a_-(x, \tau) - \lambda(x, \tau)| |\psi_-(x, \tau)| d\tau \\
+ \int_s^t \sum_{(x, \tau) \in R(a)} \left( 2m + TV(b) \right) |a_+(x, \tau) - \lambda(x, \tau)| |\psi_+(x, \tau)| d\tau
\]

\[
= \|\psi(s)\|_{w(s)} + \int_s^t \sum_{(x, \tau) \in S(a) \cup \mathcal{F}(a)} \left( 2m + TV(b) \right) |a_-(x, \tau) - \lambda(x, \tau)| |\psi_-(x, \tau)| d\tau \\
+ \int_s^t \sum_{(x, \tau) \in R(a)} \left( b_+(x, \tau) - b_-(x, \tau) \right) |a_-(x, \tau) - \lambda(x, \tau)| |\psi_-(x, \tau)| d\tau. \tag{4.22}
\]

The statement (4.22) is sharper than (4.8), as all discontinuities contribute now to the decrease of the weighted \( L^1 \) norm. Note that as \( m \to \infty \), we recover exactly (4.8) from (4.22).

**Proof of Theorem 4.2.3.** We proceed similarly as in the proof of Theorem 4.2.2. However, \( x_j(t) \) for \( t \in I \) (some open interval avoiding the interaction points in \( a \) or \( \psi \)) denote now all the jump points in either \( a \) or \( \psi \). We obtain as before the identity

\[
\frac{d}{dt} \int_{\mathbb{R}} |\psi(x, t)| w(x, t) dx \\
= \sum_{j=1}^m \left( \left( \lambda_j(t) - a_j^-(t) \right) |\psi_j^-(t)| w_j^-(t) + (a_j^+(t) - \lambda_j(t)) |\psi_j^+(t)| w_j^+(t) \right)
\]

\[
= \sum_{j=1}^m \left( \text{sgn} \left( \lambda_j(t) - a_j^-(t) \right) w_j^-(t) \right) \right) \left( \lambda_j(t) - a_j^-(t) \right) |\psi_j^+(t)| \right) \tag{4.23}
\]

where we used the Rankine-Hugoniot relation (4.11).

If \( x_j(t) \) is a Lax discontinuity in \( J^I(a) \), then by (4.17) we have \( \kappa_- < 0 \) and \( \kappa_+ > 0 \). So by (4.20) we find

\[
w_j^- = m + V^I(x_j(t)-) + V^{II}(\infty) - V^{II}(x_j(t)-),
\]
\[ w_j^+ = m + V^I(\infty) - V^I(x_j(t)+) + V^{II}(x_j(t)+), \]

and so
\[
\text{sgn} \left( \lambda_j(t) - a_j^-(t) \right) w_j^-(t) + \text{sgn} \left( a_j^+(t) - \lambda_j(t) \right) w_j^+(t)
\]
\[
= -w_j^-(t) - w_j^+(t)
\]
\[
= -2m - TV(b) + |b_j^+(t) - b_j^-(t)|. \tag{4.24}
\]

If \( x_j(t) \) is a rarefaction-shock discontinuity in \( J^I(a) \), then by (4.17) we have \( \kappa_- > 0 \) and \( \kappa_+ < 0 \). By (4.19) we find
\[
w_j^- = m + V^I(\infty) - V^I(x_j(t)-) + V^{II}(x_j(t)-),
\]
\[
w_j^+ = m + V^I(x_j(t)+) + V^{II}(\infty) - V^{II}(x_j(t)+),
\]
and so
\[
\text{sgn} \left( \lambda_j(t) - a_j^-(t) \right) w_j^-(t) + \text{sgn} \left( a_j^+(t) - \lambda_j(t) \right) w_j^+(t)
\]
\[
= w_j^-(t) + w_j^+(t)
\]
\[
= 2m + TV(b) + |b_j^+(t) - b_j^-(t)|. \tag{4.25}
\]

If \( x_j(t) \) is a fast undercompressive discontinuity in \( J^I(a) \), then by (4.17) we have \( \kappa_- \leq 0 \) and \( \kappa_+ \leq 0 \). By (4.19) we find
\[
\text{sgn} \left( \lambda_j(t) - a_j^-(t) \right) w_j^-(t) + \text{sgn} \left( a_j^+(t) - \lambda_j(t) \right) w_j^+(t)
\]
\[
= w_j^-(t) - w_j^+(t)
\]
\[
= m + V^I(x_j(t)-) + V^{II}(\infty) - V^{II}(x_j(t)-)
\]
\[
- m - V^I(x_j(t)+) - V^{II}(\infty) + V^{II}(x_j(t)+)
\]
\[
= -|b_j^+(t) - b_j^-(t)|. \tag{4.26}
\]

Similarly for slow undercompressive discontinuities in \( J^I(a) \) we obtain
\[
\text{sgn} \left( \lambda_j(t) - a_j^-(t) \right) w_j^-(t) + \text{sgn} \left( a_j^+(t) - \lambda_j(t) \right) w_j^+(t) = -|b_j^+(t) - b_j^-(t)|. \tag{4.27}
\]

Using (4.24)-(4.27) in (4.23) we conclude that
\[
\| \psi(t) \|_{w(t)}
\]
\[
+ \int_s^t \sum_{s(x,\tau) \in L(a)} \left( 2m + TV(b) - |b_+(x,\tau) - \lambda(x,\tau)| \right) |a_-(x,\tau) - \lambda(x,\tau)| |\psi_-(x,\tau)| d\tau
\]
\[ + \int_s^t \sum_{(x, \tau) \in \mathcal{S}(a) \cup \mathcal{F}(a)} |b_+(x, \tau) - b_-(x, \tau)| \left| a_-(x, \tau) - \lambda(x, \tau) \right| |\psi_-(x, \tau)| \, d\tau \]
\[ = \| \psi(s) \|_{w(s)} \]
\[ + \int_s^t \sum_{(x, \tau) \in \mathcal{R}(a)} \left( 2m + TV(b) + |b_+(x, \tau) - b_-(x, \tau)| \right) |a_-(x, \tau) - \lambda(x, \tau)| |\psi_-(x, \tau)| \, d\tau, \]
which is equivalent to (4.22). \qed

Using that \( \mathcal{R}(a) \) is included in the set of points where \( \psi \) changes sign, it is easy to deduce from (4.22) that:

**Corollary 4.2.4** Under the assumptions and notations in Theorem 4.2.3, we have for all \( 0 \leq s \leq t \)
\[ \| \psi(t) \|_{w(t)} \leq \| \psi(s) \|_{w(s)} \]
\[ + \left( 2m + TV(b) \right) \sup_{(x, \tau) \in \mathcal{S}(a) \cup \mathcal{F}(a) \cup \mathcal{R}(a)} \left| b_+(x, \tau) - b_-(x, \tau) \right| \int_s^t TV(\psi(\tau)) \, d\tau \]
and, in particular, letting \( m \to \infty \)
\[ \| \psi(t) \|_{L^1} \leq \| \psi(s) \|_{L^1} + 2 \sup_{(x, \tau) \in \mathcal{S}(a) \cup \mathcal{F}(a) \cup \mathcal{R}(a)} \left| b_+(x, \tau) - b_-(x, \tau) \right| \int_s^t TV(\psi(\tau)) \, d\tau. \quad (4.28) \]

Finally, in view of Corollary 4.2.4, in case the function \( a \) contains no rarefaction shocks, we deduce that
\[ \| \psi(t) \|_{w(t)} \leq \| \psi(s) \|_{w(s)}, \quad 0 \leq s \leq t. \]

Observe that this result is achieved, based on a weight that depends on an arbitrary function, \( b \), and on the same assumption that a decomposition (4.15)-(4.16) of the jumps of \( a \) is available. However, our result in this section covers only piecewise constant solutions. We will see in Section 4.5 that a stronger structure assumption on the coefficients \( a \) is necessary to handle general solutions of bounded variation.

### 4.3 Sharp \( L^1 \) estimate for hyperbolic conservation laws

In this section, we apply Theorem 4.2.3 to the case that \( a \) is the averaging coefficient (4.4) based on two entropy solutions of (4.1). First, we check that the assumptions
required in Section 4.2 on the coefficient $a$ do hold in this situation. Therefore Theorem 4.2.3 applies to the piecewise constant solutions defined by the wave-front tracking (also called polygonal approximation) algorithm proposed by Dafermos in [27]. Next, we observe that, with a suitable choice of the definition of the wave strengths, the weighted norm in Section 4.2 reduces to Liu-Yang's functional. Finally we rigorously justify the passage to the limit in the estimate of Theorem 4.2.3 when the number of wave fronts tends to infinity and exact entropy solutions of (4.1) are recovered.

Consider the nonlinear scalar conservation law:

$$u_t + f(u)_x = 0, \quad u(x, t) \in \mathbb{R}, \quad (4.29)$$

where the flux $f : \mathbb{R} \to \mathbb{R}$ is a smooth function. Let $u^I$ and $u^{II}$ be two bounded entropy solutions of (4.29) having bounded total variation. Given $h > 0$ let us approximate the data $u^I(0)$ and $u^{II}(0)$ by piecewise constant functions $u^{Ih}(0)$, $u^{IIh}(0)$, having finitely many jumps and such that as $h \to 0$

$$u^{Ih}(0) \to u^I(0), \quad u^{IIh}(0) \to u^{II}(0) \quad \text{in the } L^1 \text{ norm}, \quad (4.30)$$

$$TV(u^{Ih}(0)) \to TV(u^I(0)), \quad TV(u^{IIh}(0)) \to TV(u^{II}(0)). \quad (4.31)$$

Applying Dafermos' scheme [27], we can construct corresponding, piecewise constant, approximate solutions $u^{Ih}$ and $u^{IIh}$ having finitely many jump lines and for $t \geq s \geq 0$ and $p \in [1, \infty]$

$$\|u^{Ih}(t)\|_{L^p} \leq \|u^{Ih}(s)\|_{L^p}, \quad \|u^{IIh}(t)\|_{L^p} \leq \|u^{IIh}(s)\|_{L^p}, \quad (4.32)$$

and for all $-\infty < A + M (t - s) \leq B - M (t - s)$

$$TV_{A+M(t-s)}^{B-M(t-s)}(u^{Ih}(t)) \leq TV_A^B(u^{Ih}(s)), \quad (4.33)$$

$$TV_{A+M(t-s)}^{B-M(t-s)}(u^{IIh}(t)) \leq TV_A^B(u^{IIh}(s)).$$

More precisely, the functions $u^{Ih}$ and $u^{IIh}$ are exact solutions of (4.29) satisfying therefore the Rankine-Hugoniot relation at every jump. They contain two kinds of jump discontinuities: Lax shocks satisfy the so-called Oleinik entropy inequalities, while rarefaction jumps do not, but have small strength, that is

$$|u^{Ih}(x+, t) - u^{Ih}(x-, t)| \leq h, \quad |u^{IIh}(x+, t) - u^{IIh}(x-, t)| \leq h. \quad (4.34)$$
Furthermore, for a subsequence \( h \to 0 \) at least, we have for each time \( t \geq 0 \)

\[
u^I h(t) \to u^I(t), \quad u^{II h}(t) \to u^{II}(t)
\]

in the \( L^1 \) norm.

To study the \( L^1 \) distance between these approximate solutions, we set

\[
\psi := u^{II h} - u^{I h},
\]

which is one solution of the linear hyperbolic equation

\[
\psi_t + (a^h \psi)_x = 0, \quad a^h(x, t) := \frac{f(u^{II h}(x, t)) - f(u^{I h}(x, t))}{u^{II h}(x, t) - u^{I h}(x, t)}.
\]

First of all, based on Theorem 4.2.2 and (4.33)-(4.34), we obtain immediately:

**Theorem 4.3.1** The approximate solutions \( u^I h \) and \( u^{II h} \) satisfy the following \( L^1 \) stability estimate for all \( 0 \leq s \leq t \)

\[
\begin{align*}
\|u^{II h}(t) - u^{I h}(t)\|_{L^1} &+ \int_s^t \sum_{(x, \tau) \in \mathcal{C}(\alpha)} 2 \left( a^h(x, \tau, \tau) - \chi^h(x, \tau) \right) \|u^{II h}(x, \tau) - u^{I h}(x, \tau)\|_{L^1} d\tau \\
&\leq \|u^{II h}(s) - u^{I h}(s)\|_{L^1} + 2h(t - s) \|f''\|_{\infty} \left( TV(u^{I h}(0)) + TV(u^{II h}(0)) \right).
\end{align*}
\]

From the functions \( u^I \) and \( u^{II} \) we define the function \( a \) as in (4.35). Recall that the wave front tracking scheme converge locally uniformly (see the proof of Theorem 4.3.5 below for a the definition), so that the \( BV \) solutions \( u^I \) and \( u^{II} \) are endowed with additional regularity properties. Consider for instance the function \( u^I \). In particular, for all but countably many times \( t \) and for each \( x \), either \( x \) is a point of continuity of \( u^I \) in the classical sense (say \( (x, t) \in \mathcal{C}(u^I) \)) or else it is a point of jump in the classical sense (say \( (x, t) \in \mathcal{J}(u^I) \)) and, to the discontinuity, one can also associate a shock speed, denoted by \( \chi^I(x, t) \).

From the properties shared by \( u^I \) and \( u^{II} \), one deduces immediately a similar property for the coefficient \( a \). Excluding countably many times at most, at each point of jump of \( a \) we can define the propagation speed \( \chi^a(x, t) \) of the discontinuity located at the point \( (x, t) \). Namely, we have

\[
\chi^a(x, t) = \begin{cases} 
\chi^I(x, t) & \text{if } (x, t) \in \mathcal{J}(u^I), \\
\chi^{II}(x, t) & \text{if } (x, t) \in \mathcal{J}(u^{II}).
\end{cases}
\]

In the limit \( h \to 0 \) we deduce from (4.36) that:
Corollary 4.3.2 For all $0 \leq s \leq t$ we have
\[
\|u^{II}(t) - u^I(t)\|_{L^1} + \int_s^t \sum_{(x,\tau) \in R(a)} 2 \left( a(x,\tau) - \lambda^a(x,\tau) \right) |u^{II}(x,\tau) - u^I(x,\tau)| \, d\tau \\
\leq \|u^{II}(s) - u^I(s)\|_{L^1}.
\] (4.37)

We omit the proof of Corollary 4.3.2 as (4.37) is a consequence of a stronger estimate proven in Theorem 4.3.5 below (by taking $m \to \infty$ in (4.45)). Note that (4.37) is a stronger statement than the standard $L^1$ contraction estimate
\[
\|u^{II}(t) - u^I(t)\|_{L^1} \leq \|u^{II}(s) - u^I(s)\|_{L^1}.
\]

PROOF OF THEOREM 4.3.1. We apply the estimate (4.8) with $\psi$ replaced with $u^{II_j} - u^I_j$. We just need to observe (see [41]) that all the rarefaction shock discontinuities in $a^j$ are due to rarefaction fronts in $u^{II_j}$ or in $u^I_j$, which have small strength according to (4.34). In other words we have
\[
\int_s^t \sum_{(x,\tau) \in R(a)} 2 \left( \lambda^a(x,\tau) - a_-(x,\tau) \right) |\psi_-(x,\tau)| \, d\tau \\
\leq \sup_{(x,\tau) \in R(a)} 2 |a_+(x,\tau) - a_-(x,\tau)| \left( \int_s^t TV(\psi(\tau)) \, d\tau \right) \\
\leq 2 \|f''\|_{\infty} h \left( \int_s^t TV(\psi(\tau)) \, d\tau \right) \\
\leq 2 \|f''\|_{\infty} h (t-s) \left( TV(u^{I_j}(0)) + TV(u^{II_j}(0)) \right).
\]

This establishes (4.36). \qed

We now want to apply Theorem 4.2.3 and control a weighted norm of $u^{II_j} - u^I_j$. In this direction, our main observation is:

Lemma 4.3.3 When the function $f$ is strictly convex, the coefficient $a^j$ satisfies all of the assumptions (4.15)-(4.16).

PROOF OF LEMMA 4.3.3. The function $a^j$ is piecewise constant, and we can associate to this function an obvious decomposition of the form (4.15). To establish (4.16), consider
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for instance a jump point $(x, t) \in J(u^{II}h) \cap C(u^{II}h)$, together with its left- and right-hand traces $u^L_+$ and $u^L_+$. Since $u^{II}h$ is a solution of \((4.29)\), the corresponding speed $\lambda = \lambda(x, t)$ satisfies the Rankine-Hugoniot relation:

$$-\lambda(u^L_+ - u^L_-) + f(u^L_+) - f(u^L_-) = 0.$$

Thus the term in the left-hand side of \((4.16)\) takes the form

$$\alpha_\pm(x, t) - \lambda(x, t) = \frac{f(u^I) - f(u^I_+)}{u^{II} - u^I_+} - \frac{f(u^I_+) - f(u^I_-)}{u^I_+ - u^I_-}$$

$$= \int_0^1 \left( f'\left( \theta u^{II} + (1 - \theta) u^I_+ \right) - f'\left( \theta u^I_+ + (1 - \theta) u^I_- \right) \right) d\theta.$$

Thus we obtain

$$\alpha_\pm(x, t) - \lambda(x, t) = \mu \left( u^{II} - u^I_+ \right),$$

$$\mu := \int_0^1 \int_0^1 f''\left( \rho \left( \theta u^{II} + (1 - \theta) u^I_+ \right) + (1 - \rho) \left( \theta u^I_+ + (1 - \theta) u^I_- \right) \right) \theta d\theta d\rho.$$

Since $f$ is strictly convex, the coefficient is bounded away from zero. In view of \((4.38)\), if we now choose $\kappa(x, t) := u^{II}h - u^Ih$, the desired property \((4.16)\) holds true. \hfill \Box

Next, we define the weight $w^h = w^h(x, t)$ associated with the function $\alpha^h$, by the formula \((4.20)\) in which we specify

$$\kappa^h(x, t) := u^{II}h - u^Ih.$$  \hfill (4.39)

It follows immediately from Theorem 4.2.3 that:

**Theorem 4.3.4** Suppose that the function $f$ is strictly convex. The approximate solutions constructed by Dafermos scheme satisfy the $L^1$ stability estimate for all $0 \leq s \leq t$

$$||u^{II}h(t) - u^Ih(t)||_{w^h(t)}$$

$$+ \int_s^t \sum_{(x, \tau) \in C(u^h)} \left( 2m + TV(b^h) - |b^h(x^+, \tau) - b^h(x^-, \tau)| \right)$$

$$\left| \alpha^h(x^-, \tau) - \lambda^h(x, \tau) \right| |u^{II}h(x-, \tau) - u^Ih(x-, \tau)| d\tau$$

$$+ \int_s^t \sum_{(x, \tau) \in S(u^h) \cup F(u^h)} |b^h(x^+, \tau) - b^h(x^-, \tau)|$$

$$\left| \alpha^h(x^-, \tau) - \lambda^h(x, \tau) \right| |u^{II}h(x-, \tau) - u^Ih(x-, \tau)| d\tau$$
\[ ||u^{II,h}(s) - u^{I,h}(s)||_{w,h(s)} + \int_s^t \sum_{(x,\tau) \in \mathcal{R}(a^h)} \left( 2m + TV(b^h) + |b^h(x+,\tau) - b^h(x-,\tau)| \right) \]
\[ |a^h(x-,\tau) - \lambda^h(x,\tau)| |u^{II,h}(x-,\tau) - u^{I,h}(x-,\tau)| d\tau, \quad (4.40) \]

where \( a^h \) is the averaging coefficient defined in (4.35) and \( \lambda^h(x,\tau) \) represents the speed of the discontinuity located at \((x,\tau) \in \mathcal{J}(a^h)\).

We emphasize that (4.40) is an equality in which the contribution to the \( L^1 \) norm of each type of wave appears clearly. The coefficient \( a^h \) exhibits three types of waves: the Lax and undercompressive discontinuities in \( a^h \) contribute to the decay of the \( L^1 \) weighted distance. The statement (4.40) quantifies sharply this effect. On the other hand, the rarefaction-shocks appearing in the right-hand side of (4.40) increase the \( L^1 \) norm.

In the rest of this section, we assume that the function \( b = b^h \) is chosen to be specifically
\[ b^h(x+,t) - b^h(x-,t) = \begin{cases} u^{I,h}(x+,t) - u^{I,h}(x-,t) & \text{if } (x,t) \in \mathcal{J}(u^{I,h}), \\
u^{II,h}(x+,t) - u^{II,h}(x-,t) & \text{if } (x,t) \in \mathcal{J}(u^{II,h}) \end{cases} \quad (4.41) \]

but a more general definition is possible.

Our next purpose is to pass to the limit \((h \to 0)\) in the statement established in Theorem 4.3.4 for piecewise constant approximate solutions. We recover here a result derived by Dafermos [29] via a different approach. Recall the notation \( C(u^I), S(u^I), \) etc introduced earlier. Denote by \( \mathcal{I}(u^I) \) the countable set of interactions times. Let \( V^I(t) \) be the total variation function associated with \( u^I(t) \). Based on the functions \( V^I(t) \) and \( V^{II}(t) \), we then define the weight \( w \) as in (4.20) but with (4.18) replaced by the total variation functions of \( u^I(t) \) and \( u^{II}(t) \), with \( \kappa := u^{II} - u^I \) and
\[ b(x+,t) - b(x-,t) = \begin{cases} u^I(x+,t) - u^I(x-,t) & \text{if } (x,t) \in \mathcal{J}(u^I), \\
u^{II}(x+,t) - u^{II}(x-,t) & \text{if } (x,t) \in \mathcal{J}(u^{II}). \end{cases} \quad (4.42) \]

Furthermore, to any functions of bounded variation \( u, v, w \) in the space variable \( x \) (the time variable being fixed) we associate the measure on \( \mathbb{R} \)
\[ \mu = (a(u,v) - f'(u))(v-u) \, dw \]
understood as the nonconservative product in the sense of Dal Maso, LeFloch and Murat [31] and characterized by the following two conditions:
(1) If $B$ is a Borel set included in the set of continuity points of $w$
\[
\mu(B) = \int_B \left( a(u, v) - f'(u) \right) (v - u) \, dw,
\]
where the integral is defined in a classical sense;

(2) If $x$ is a point of jump of $w$, then
\[
\mu(\{x\}) = \frac{1}{2} \left( (a(u_+, v_+) - a(u_-, u_+)) (v_+ - u_+) + (a(u_-, v_-) - a(u_-, u_+)) (v_- - u_-) \right) |w_+ - w_-|
\]
with $u_\pm = u(x_\pm)$, etc.

Note that, if $u = u^I$ and $v = u^{II}$, the two terms $(a(u_\pm, v_\pm) - a(u_-, u_+)) \, (v_\pm - u_\pm)$ in fact coincide.

**Theorem 4.3.5** Let the function $f$ be strictly convex and let $u^I$ and $u^{II}$ be two entropy solutions of bounded variation of the conservation law (1.1). For all $0 \leq s \leq t$ we have
\[
\begin{align*}
&||u^{II}(t) - u^I(t)||_{w(t)} \\
&+ \int_s^t \sum_{(x, \tau) \in \mathcal{L}(a) \cap \mathcal{J}(u^I)} q |a(u_-, u_-^*) - a(u_+, u_+^*)|| |u^{II} - u^I| \, d\tau \\
&+ \int_s^t \sum_{(x, \tau) \in \mathcal{L}(a) \cap \mathcal{J}(u^{II})} q |a(u_-, u_-^*) - a(u_+, u_+^*)|| |u^{II} - u^I| \, d\tau \\
&+ \int_s^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) \, dV^I \, d\tau \\
&+ \int_s^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^{II})) (u^I - u^{II}) \, dV^{II} \, d\tau \\
&\leq ||u^{II}(s) - u^I(s)||_{w(s)}. \\
\end{align*}
\]
where $q = q(\tau) = 2m + TV(u^I(\tau)) + TV(u^{II}(\tau))$.

Observe that the terms in integrals in (4.45) globally contribute to the decrease of weighted norm, as is better seen rewriting the formula as follows ($V^I_c$ and $V^{II}_c$ being the continuous parts of the measures $V^I$ and $V^{II}$):
\[
\begin{align*}
&||u^{II}(t) - u^I(t)||_{w(t)} \\
&+ \int_s^t \sum_{(x, \tau) \in \mathcal{L}(a) \cap \mathcal{J}(u^I)} (q - |u_+^I - u_-^I|) |a(u_-, u_-^*) - a(u_+, u_+^*)|| |u^{II} - u^I| \, d\tau
\end{align*}
\]
\[ + \int_s^t \sum_{(x, \tau) \in C(a) \cap J(u^I)} (q - |u^I_x - u^I_+|) |a(u^I_x, u^I_+) - a(u^I_+, u^I_+)| |u^I - u| d\tau \\
+ \int_s^t \sum_{(x, \tau) \in (S(a) \cup F(a)) \cap J(u^I)} \left| a(u^I_x, u^I_+) - a(u^I_+, u^I_+) \right| |u^I - u| |u^I_+ - u^I_-| d\tau \\
+ \int_s^t \sum_{(x, \tau) \in (S(a) \cup F(a)) \cap J(u^I)} \left| a(u^I_x, u^I_+) - a(u^I_+, u^I_+) \right| |u^I - u| |u^I_+ - u^I_-| d\tau \\
+ \int_s^t \int_{\mathbb{R}} |a(u^I_x, u^I) - f^I(u^I)| |u^I - u^I| dV^I_c d\tau \\
+ \int_s^t \int_{\mathbb{R}} |a(u^I_x, u^I) - f^I(u^I)| |u^I - u^I| dV^I_{c\varepsilon} d\tau \\
\leq \|u^I(s) - u^I(s)\|_{L^\infty} \cdot \|w(s)\|. \tag{4.46} \]

The following estimate is a direct consequence of the definition (4.43)-(4.44):

**Lemma 4.3.6** There exists a constant \(C > 0\) such that for all functions of bounded variation \(u, \tilde{u}, v, \tilde{v}, w\) defined on some interval \([\alpha, \beta]\)

\[
\left| \int_{\alpha}^\beta \left( a(u, v) - f(u) \right) (v - u) \, dw - \int_{\alpha}^\beta \left( a(\tilde{u}, \tilde{v}) - f(\tilde{u}) \right) (\tilde{v} - \tilde{u}) \, dw \right| \\
\leq C \left( \|u - \tilde{u}\|_{L^\infty} + \|v - \tilde{v}\|_{L^\infty} \right) TV_{\alpha, \beta}(w). \tag{4.47} \]

**Proof of Theorem 4.3.5.**

**Step 1:** Preliminaries.

For each \(t \geq 0\), the functions \(V^I_h(t)\) and \(V^II_h(t)\) associated with the wave front tracking approximations \(u^I_h(t)\) and \(u^II_h(t)\) are of uniformly bounded variation as \(h \to 0\). The measures \(dV^I_h\) and \(dV^II_h\) are also Lipschitz continuous in time (with constant independent of \(h\)) for the weak convergence, except at interaction points. On the other hand, interaction times in the limiting solutions are at most countable. Therefore, extracting subsequences if necessary, the measures \(dV^I_h\) and \(dV^II_h\) converge to some limiting (non-negative) measures, say:

\[ dV^I_h(t) \to d\bar{V}^I(t) \quad dV^II_h(t) \to d\bar{V}^II(t). \tag{4.48} \]

By lower semi-continuity, we have at each time \(t\)

\[ d\bar{V}^I(t) \leq d\bar{V}^I(t), \quad d\bar{V}^II(t) \leq d\bar{V}^II(t), \tag{4.49} \]
and, in particular, at each \((x,t)\)
\[
V^I(x,t) \leq \bar{V}^I(x,t), \quad V^{II}(x,t) \leq \bar{V}^{II}(x,t).
\] (4.50)

\[
V^I(\pm \infty,t) - V^I(x,t) \leq \bar{V}^I(\pm \infty,t) - \bar{V}^I(x,t),
\]
\[
V^{II}(\pm \infty,t) - V^{II}(x,t) \leq \bar{V}^{II}(\pm \infty,t) - \bar{V}^{II}(x,t).
\] (4.51)

Based on the functions \(\bar{V}^I(t)\) and \(\bar{V}^{II}(t)\), on the coefficient \(\kappa := u^{II} - u^I\) and on the function in (4.42), we can define a weight denoted by \(\bar{w}\), along the same lines as in (4.20). We will show that the left-hand side of (4.45) is bounded above by

\[
\|u^{II}(t) - u^I(t)\|_{\bar{w}(t)}
\]
\[
+ \int_s^t \sum_{(x,\tau) \in \mathcal{C}(a) \cap \mathcal{J}(u^I)} \bar{q} \left| a(u^I, u^{II}) - a(u^I, u^I) \right| \|u^{II} - u^I\| d\tau
\]
\[
+ \int_s^t \sum_{(x,\tau) \in \mathcal{C}(a) \cap \mathcal{J}(u^{II})} \bar{q} \left| a(u^I, u^{II}) - a(u^I, u^{II}) \right| \|u^{II} - u^I\| d\tau
\]
\[
+ \int_s^t \int_{\mathbb{R}_+} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\bar{V}^I(y,\tau) d\tau
\]
\[
+ \int_s^t \int_{\mathbb{R}_+} (a(u^I, u^{II}) - f'(u^{II})) (u^I - u^{II}) d\bar{V}^{II}(y,\tau) d\tau
\] (4.52)

where \(\bar{q} := 2m + \bar{V}^I(\pm \infty) + \bar{V}^{II}(\pm \infty)\), and that (4.52) coincides with the desired upper bound \(\|u^{II}(s) - u^I(s)\|_{\bar{w}(s)}\). The former statement is postponed to Step 5 below and we focus now on the latter.

Fix some \(t \geq s \geq 0\) and rewrite (4.40) in the equivalent form

\[
\|u^{II,h}(t) - u^I(t)\|_{w^h(t)}
\]
\[
+ \int_s^t \sum_{(x,\tau) \in \mathcal{C}(a^h)} \left( 2m + TV(l^h) \right) \left| \alpha^h(x-,\tau) - \lambda^h(x,\tau) \right| \left| u^{II,h}(x-,\tau) - u^I(t) \right| d\tau
\]
\[
+ \int_s^t \sum_{(x,\tau) \in \mathcal{J}(a^h)} \left| b^h(x+,\tau) - b^h(x-,\tau) \right| (a^h(x-,\tau) - \lambda^h(x,\tau)) \left( u^{II,h}(x-,\tau) - u^I(t) \right) d\tau
\]
\[
+ \int_s^t \sum_{(x,\tau) \in \mathcal{J}(a^h)} \left| b^h(x+,\tau) - b^h(x-,\tau) \right| (a^h(x-,\tau) - \lambda^h(x,\tau)) \left( u^I(t) - u^{II,h}(x-,\tau) \right) d\tau
\]
\[
= \|u^{II,h}(s) - u^I(s)\|_{w^h(s)}
\] (4.53)
\[ + \int_s^t \sum_{(x,\tau) \in \mathcal{R}(a^h)} \left( 2m + TV(b^h) \right) \left| a^h(x-,\tau) - \lambda^h(x,\tau) \right| \left| u^{II^h}(x-,\tau) - u^{I^h}(x-,\tau) \right| \, d\tau, \]

(4.56)

or, with obvious notations,

\[ \| u^{II^h}(t) - u^{I^h}(t) \|_{w^h(t)} + \Omega_1^h + \Omega_2^h = \| u^{II^h}(s) - u^{I^h}(s) \|_{w^h(s)} + \Omega_3^h. \]

(4.57)

As the maximum strength of rarefaction fronts in \( u^{I^h} \) and \( u^{II^h} \) vanishes with \( h \) (see (4.34)) and rarefaction shocks in \( a^h \) arise only from these rarefaction fronts (see (4.6)), we have

\[ \Omega_3^h \rightarrow 0 \quad \text{as} \quad h \rightarrow 0. \]

(4.58)

On the other hand, we can always choose the (initial) approximations at time \( s \) in such a way that

\[ \bar{w}(s) = w(s) \]

(4.59)

and

\[ \lim_{h \to 0} \| u^{II^h}(s) - u^{I^h}(s) \|_{w^h(s)} = \| u^{II}(s) - u^{I}(s) \|_{w(s)}. \]

(4.60)

It remains to prove that the limit of the left-hand side of (4.55) is exactly (4.52). This will be established in the following three steps.

\textbf{Step 2 :} We will rely on the local uniform convergence of the front tracking approximations (see Bressan and LeFloch [21]). For all but countably many times \( \tau \) we have the following properties for \( u^I \) (as well as for \( u^{II} \)):

1. For each point of jump \( z \) of \( u^I \) there exists a sequence \( z^h \rightarrow z \) such that for each \( \varepsilon > 0 \) there exists \( \delta > 0 \) such that

\[ |u^{I^h}(x) - u^I(z^+)| + |u^I(x) - u^I(z^+)| < \varepsilon \quad \text{for all} \quad x - z^h \in (0, \delta), \]

\[ |u^{I^h}(x) - u^I(z^-)| + |u^I(x) - u^I(z^-)| < \varepsilon \quad \text{for all} \quad x - z^h \in (-\delta, 0) \]

(4.61)

and (clearly)

\[ |u^I(x) - u^I(z^+)| < \varepsilon \quad \text{for all} \quad x - z \in (0, \delta), \]

\[ |u^I(x) - u^I(z^-)| < \varepsilon \quad \text{for all} \quad x - z \in (-\delta, 0). \]

(4.62)
(2) For each point of continuity \( z \) of \( u^I \) and for each \( \varepsilon > 0 \), there exists \( \delta > 0 \) such that
\[
|u^{I,h}(x) - u^I(z)| + |u^I(x) - u^I(z)| < \varepsilon \quad \text{for all } x - z \in (-\delta, \delta). \tag{4.63}
\]

We also recall from [21] that, for all but countably many times \( t \), the atomic parts of the measures \( \mathcal{V}^I \) and \( \mathcal{V}^{II} \) coincide with the one of \( V^I \) and \( V^{II} \), that is for each \( y \in \mathbb{R} \)
\[
\mathcal{V}^I(y+, t) - \mathcal{V}^I(y-, t) = V^I(y+, t) - V^I(y-, t), \tag{4.64}
\]
\[
\mathcal{V}^{II}(y+, t) - \mathcal{V}^{II}(y-, t) = V^{II}(y+, t) - V^{II}(y-, t). \tag{4.65}
\]

Following LeFloch and Liu [53] who established the weak stability of nonconservative products under local uniform convergence, we want to show that
\[
\Omega_2^h(\tau) = \int_{\mathbb{R}} (a(u^{I,h}(y, \tau), u^{II,h}(y, \tau)) - f'(u^{I,h}(y, \tau))) (u^{II,h}(y, \tau) - u^{I,h}(y, \tau)) d\mathcal{V}^{I,h}(y)
+ \int_{\mathbb{R}} (a(u^{I,h}(y, \tau), u^{II,h}(y, \tau)) - f'(u^{II,h}(y, \tau))) (u^{I,h}(y, \tau) - u^{II,h}(y, \tau)) d\mathcal{V}^{II,h}(y)
\rightarrow \int_{\mathbb{R}} (a(u^I(y, \tau), u^{II}(y, \tau)) - f'(u^I(y, \tau))) (u^{II}(y, \tau) - u^I(y, \tau)) d\mathcal{V}^I(y)
+ \int_{\mathbb{R}} (a(u^I(y, \tau), u^{II}(y, \tau)) - f'(u^{II}(y, \tau))) (u^{II}(y, \tau) - u^{II}(y, \tau)) d\mathcal{V}^{II}(y). \tag{4.66}
\]

By Lebesgue dominated convergence theorem and since a uniform bound in \( \tau \) and \( h \) is available, it will follow from (4.65) that
\[
\Omega_2^h = \int_s^t \Omega_2^h(\tau) d\tau \rightarrow \int_s^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\mathcal{V}^I(y, \tau) d\tau
+ \int_s^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^{II})) (u^I - u^{II}) d\mathcal{V}^{II}(y, \tau) d\tau. \tag{4.67}
\]

Given \( \varepsilon > 0 \), select finitely many (large) jumps in \( u^I \) or \( u^{II} \), located at \( y_1, y_2, \ldots, y_n \), so that
\[
\sum_{x \in \mathbb{R}} \left| u^I(x+) - u^I(x-) \right| + \left| u^{II}(x+) - u^{II}(x-) \right| < \varepsilon. \tag{4.68}
\]

To each \( y_j \) we associate the corresponding discontinuity point \( y^j \) in \( u^{I,h} \) or \( u^{II,h} \). To simplify the presentation we will focus on the case where \( y_j < y^j < y_{j+1} < y^j_{j+1} \) for all \( j \). The other cases can be treated similarly. In view of the local convergence property (4.61)-(4.63) and by extracting a covering of the interval \([y_0, y_n] \), we have also
\[
|u^{I,h}(x) - u^I(x)| + |u^{II,h}(x) - u^{II}(x)| \leq 2\varepsilon, \quad x \in (y^j, y^j_{j+1}) \subseteq (y_j, y_{j+1}). \tag{4.69}
\]
In view of (4.66) we can construct functions $u^I_\varepsilon$ and $u^{II}_\varepsilon$ that are continuous everywhere except possibly at the points $y_j$ and such that the following conditions hold with $u$ replaced by either $u^I$ or $u^{II}$:

$$TV \left(u_\varepsilon; \mathbb{R} \setminus \{y_1, \ldots, y_n\}\right) \leq C TV \left(u; \mathbb{R} \setminus \{y_1, \ldots, y_n\}\right),$$

$$\|u - u_\varepsilon\|_\infty \leq C \varepsilon, \quad TV \left(u - u_\varepsilon; \mathbb{R} \setminus \{y_1, \ldots, y_n\}\right) \leq C \varepsilon,$$  \hspace{1cm} (4.70)

where $C$ is independent of $\varepsilon$.

Consider the decompositions

$$\int_{\mathbb{R}} (a(u^I_{j+1}, u^{II}_{j+1}) - f'(u^I_{j+1})) (u^{II}_{j+1} - u^I_{j+1}) dV^{Ij} = \sum_{j=0}^{n} \int_{(y_j, y_{j+1})} \cdots + \sum_{j=1}^{n} \int_{\{y_j\}} \cdots$$

and

$$\int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\bar{V} = \sum_{j=0}^{n} \int_{(y_j, y_{j+1})} \cdots + \sum_{j=1}^{n} \int_{\{y_j\}} \cdots.$$  \hspace{1cm}

Here $y_0^I = y_0 = -\infty$ and $y_{n+1}^I = y_{n+1} = +\infty$. Thus in (4.66) we have to estimate

$$\Omega_{2}^h(\tau) = \int_{\mathbb{R}} (a(u^I_{j+1}, u^{II}_{j+1}) - f'(u^I_{j+1})) (u^{II}_{j+1} - u^I_{j+1}) dV^{Ij}$$

$$- \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\bar{V}$$

$$= T^h_1 + T^h_2$$  \hspace{1cm} (4.71)

with

$$T^h_1 := \sum_{j=1}^{n} \int_{(y_j^I, y_{j+1}^I)} (a(u^I_{j+1}, u^{II}_{j+1}) - f'(u^I_{j+1})) (u^{II}_{j+1} - u^I_{j+1}) dV^{Ij}$$

$$- \sum_{j=1}^{n} \int_{\{y_j^I\}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\bar{V}$$

and

$$T^h_2 := \sum_{j=0}^{n} \int_{(y_j^I, y_{j+1}^I)} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) dV^{Ij}$$

$$- \sum_{j=0}^{n} \int_{\{y_j^I\}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\bar{V}.$$
First, relying on the convergence property (4.65) we have immediately
\[
T^h_1 = \sum_{j=1}^n (a(u^{I,h}(y^h_j), u^{I,h}(y^h_j)) - \lambda^{I,h}(y^h_j)) (u^{I,h}(y^h_j) - u^{I,h}(y^h_j))
\]
\[
\|u^{I,h}(y^h_j^+) - u^{I,h}(y^h_j^-)\| - (a(u^I(y_j^-), u^{II}(y_j^-)) - \lambda^I(y_j^-)) (u^{II}(y_j^-) - u^I(y_j^-)) |u^I(y_j^+) - u^I(y_j^-)|,
\]
so that
\[
|T^h_1| \leq C \sum_{j=1}^n \|u^{I,h}(y^h_j^\pm) - u^I(y_j^\pm)\| + |u^{II,h}(y^h_j^\pm) - u^{II}(y_j^\pm)|.
\]
Thus, in view of the local convergence at jump points (4.61), for \(h\) small enough we obtain
\[
|T^h_1| \leq C \varepsilon. \tag{4.72}
\]
Relying on the simplifying assumption \(y_j < y^h_j < y_{j+1} < y^h_{j+1}\) for all \(j\), we can decompose \(T^h_2\) as follows:
\[
T^h_2 = \sum_{j=0}^n \int_{(y^h_j, y^h_{j+1})} (a(u^{I,h}, u^{II,h}) - f'(u^{I,h})) (u^{II,h} - u^{I,h}) dV^{I,h}
\]
\[
- (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\tilde{V}^I
\]
\[
- \sum_{j=0}^n \int_{(y^h_j, y^h_{j+1})} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\tilde{V}^I
\]
\[
+ \sum_{j=0}^n \int_{(y^h_j, y^h_{j+1})} (a(u^{I,h}, u^{II,h}) - f'(u^{I,h})) (u^{II,h} - u^{I,h}) dV^{I,h}
\]
\[
=: T^h_{2,1} + T^h_{2,2} + T^h_{2,3}. \tag{4.73}
\]
We first consider \(T^h_{2,2}\):
\[
T^h_{2,2} = - \sum_{j=0}^n \int_{(y^h_j, y^h_{j+1})} (a(u^I(y_j^+), u^{II}(y_j^+)) - f'(u^I(y_j^+))) (u^{II}(y_j^+) - u^I(y_j^+)) d\tilde{V}^I(y)
\]
\[
+ \sum_{j=0}^n \int_{(y^h_j, y^h_{j+1})} \left\{ (a(u^I(y), u^{II}(y)) - f'(u^I(y))) (u^{II}(y) - u^I(y))
\]
\[
- (a(u^I(y_j^+), u^{II}(y_j^+)) - f'(u^I(y_j^+))) (u^I(y_j^+) - u^I(y_j^+)) \right\} d\tilde{V}^I(y).
\]
Therefore, with (4.47), we obtain
\[
|T^h_{2,2}| \leq C \sum_j |\tilde{V}^I(y_j^+) - \tilde{V}^I(y^h_j^+)|
\[ + \delta F^I(\infty) \left( \sup_{y \in (y_j, y_{j+1})} |u^I(y) - u^I(y_{j+1})| + \sup_{x \in (y_j, y_{j+1})} |u^I(y) - u^I(y_{j+1})| \right). \]

Since \( y_j^h \to y_j \), we have \( |\bar{V}^I(y_{j+1}) - \bar{V}^I(y_j^h)| \to 0 \), therefore for \( h \) sufficiently small
\[ |T_{2,2}^h| \leq C \varepsilon. \] (4.74)

A similar argument for \( T_{2,3}^h \) shows that
\[ |T_{2,3}^h| \leq C \varepsilon. \] (4.75)

Next consider the decomposition
\[
(a(u^I_{j-h}, u^I_{j-h}) - f'(u^I_{j-h})) (u^{II}_{j-h} - u^I_{j-h}) \, d\bar{V}^I_{j-h} - (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u^{II}_{j} - u^I_{j}) \, d\bar{V}^I_j
\]
\[
= (a(u^I_{j-h}, u^I_{j-h}) - f'(u^I_{j-h})) (u^{II}_{j-h} - u^I_{j-h}) \, d\bar{V}^I_{j-h} - (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u^{II}_{j} - u^I_{j}) \, d\bar{V}^I_{j}
\]
\[
+ (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u^{II}_{j} - u^I_{j}) \, d\bar{V}^I_{j} - (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u_{j}^{II} - u^I_{j}) \, d\bar{V}^I_{j-h}
\]
\[
+ (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u^{II}_{j} - u^I_{j}) \, d\bar{V}^I_{j} - (a(u^I_{j}, u^I_{j}) - f'(u^I_{j})) (u_{j}^{II} - u^I_{j}) \, d\bar{V}^I_{j},
\]

which, with obvious notation, yields a decomposition for \( T_{2,1}^h \)
\[ T_{2,1}^h = M_1^h + M_2^h + M_3^h + M_4^h. \] (4.76)

Using (4.47) and the local convergence property (4.68), we obtain
\[
|M_1^h| \leq C \sum_{j=0}^{n} \int_{(y_j, y_{j+1})} |d\bar{V}^I_{j-h}| \left( \sup_{(y_j, y_{j+1})} |u^I_{j-h} - u^I_{j}| + \sup_{(y_j, y_{j+1})} |u^{II}_{j-h} - u^{II}_{j}| \right)
\leq C \varepsilon. \] (4.77)

Similarly using (4.47) and (4.70) we obtain
\[
|M_2^h| \leq C \sum_{j=0}^{n} \int_{(y_j, y_{j+1})} |d\bar{V}^I_{j-h}| \left( \sup_{(y_j, y_{j+1})} |u^I_{j-h} - u^I_{j}| + \sup_{(y_j, y_{j+1})} |u^{II}_{j-h} - u^{II}_{j}| \right)
\leq C \varepsilon. \] (4.78)

Dealing with \( M_4^h \) is similar:
\[
|M_4^h| \leq C \sum_{j=0}^{n} \int_{(y_j, y_{j+1})} |d\bar{V}^I_{j-h}| \left( \sup_{(y_j, y_{j+1})} |u^I_{j-h} - u^I_{j}| + \sup_{(y_j, y_{j+1})} |u^{II}_{j-h} - u^{II}_{j}| \right)
\leq C \varepsilon. \] (4.79)
Finally to treat $M_3^h$ we observe that, since $u^I_\varepsilon$ and $u^H_\varepsilon$ are continuous functions on each interval $(y_j^h, y_{j+1})$ and since $d\mathcal{V}^I h$ is sequence of bounded measures converging weakly-star toward $d\mathcal{V}^I$, we have for all $h$ sufficiently small

$$|M_3^h| \leq \varepsilon. \tag{4.80}$$

Combining (4.76)-(4.80) we get

$$|T_{21}^h| \leq C \varepsilon. \tag{4.81}$$

Combining (4.73)-(4.75) and (4.81) we obtain

$$|T_2^h| \leq C \varepsilon$$

and thus with (4.71)-(4.72)

$$|\Omega_2^h(\tau)| \leq C \varepsilon \quad \text{for all } h \text{ sufficiently small.}$$

Since $\varepsilon$ is arbitrary, this completes the proof of (4.66).

**Step 3**: Consider now the term

$$\Omega_1(\tau) = \sum_{(x, \tau) \in \mathcal{L}(a^h) \cap J(u^h)} \left(2 m + TV(b^h)\right) \left|a^h(x, \tau) - \lambda^h(x, \tau)\right| \left|u^{I^h}(x, \tau) - u^{H^h}(x, \tau)\right|.$$ \tag{4.82}

On one hand, observe that

$$TV(b^h(\tau)) = TV(u^{I^h}(\tau)) + TV(u^{H^h}(\tau)) \longrightarrow \mathcal{V}^I(+\infty, \tau) + \mathcal{V}^H(+\infty, \tau). \tag{4.83}$$

For all but countably many $\tau$ the following holds. Extracting a subsequence if necessary we can always assume that for each $j$ either $(y_j^h, \tau) \in \mathcal{L}(a^h)$ for all $h$, or else $(y_j^h, \tau) \notin \mathcal{L}(a^h)$ for all $h$. Then consider the following three sets: denote by $J_1$ the set of indices $j$ such that $(y_j^h, \tau) \in \mathcal{L}(a^h)$ and $(y_j, \tau) \in \mathcal{L}(a)$. Let $J_2$ the set of indices $j$ such that $(y_j^h, \tau) \notin \mathcal{L}(a^h)$ and $(y_j, \tau) \in \mathcal{L}(a)$. Finally $J_3$ is the set of indices $j$ such that $(y_j^h, \tau) \in \mathcal{L}(a^h)$ and $(y_j, \tau) \notin \mathcal{L}(a)$.

The local convergence property (4.61)-(4.62) implies

$$\sum_{j \in J_1} \left|a(u^{I^h}(y_j^h-), u^{H^h}(y_j^h-)) - a(u^{I^h}(y_j^h-), u^{H^h}(y_j^h+))\right| \left|u^{I^h}(y_j^h-) - u^{I^h}(y_j^h-)\right|$$

$$\longrightarrow \sum_{j \in J_1} \left|a(u^I(y_j-), u^H(y_j-)) - a(u^I(y_j-), u^I(y_j+))\right| \left|u^H(y_j-) - u^I(y_j-)\right|. \tag{4.84}$$
Indeed, given \( \varepsilon > 0 \), choose finitely many jump points as in (4.68) and use (4.61)-(4.62) with \( \varepsilon \) replaced with \( \varepsilon \| u^I(z+) - u^I(z+) \| \).

On the other hand for indices in \( J_2 \) or \( J_3 \) we have

\[
\sum_{j \in J_2 \cup J_3} \left| a(u^{Ih}(y_j^-), u^{IIh}(y_j^-)) - a(u^{Ih}(y_j^-), u^{Ih}(y_j^+)) \right| + u^{IIh}(y_j^-) - u^{Ih}(y_j^-) \right| \to 0
\]

but

\[
\sum_{j \in J_2 \cup J_3} \left| a(u^I(y_j^-), u^{II}(y_j^-)) - a(u^I(y_j^-), u^I(y_j^+)) \right| \left| u^{II}(y_j^-) - u^I(y_j^-) \right| = 0. \tag{4.86}
\]

Indeed, for each \( j \in J_2 \), \( y_j \) is a Lax shock but \( y_j^h \) is not. Extracting a subsequence if necessary, it must be that the Lax inequalities are violated on the left or on the right side of \( y_j^h \) for all \( h \). So it must be that, assuming that it is the case on the left side, \( a(u^I(y_j^-), u^{II}(y_j^-)) - a(u^I(y_j^-), u^I(y_j^+)) \geq 0 \) while \( a(u^I(y_j^-), u^{II}(y_j^-)) - a(u^I(y_j^-), u^I(y_j^+)) \leq 0 \) for all \( h \). But the latter converges toward the former by the local uniform convergence, which proves that \( a(u^I(y_j^-), u^{II}(y_j^-)) - a(u^I(y_j^-), u^I(y_j^+)) = 0 \).

Combining (4.82)-(4.86) yields

\[
\Omega^h_1 \to \int_0^t \sum_{(x, \tau) \in \mathcal{L}(a)} \bar{q}(\tau) \left| a(x-, \tau) - \lambda(x, \tau) \right| \left| u^{II}(x, \tau) - u^I(x, \tau) \right| d\tau, \tag{4.87}
\]

where \( \bar{q} := 2m + \bar{V}^I(+\infty) + \bar{V}^{II}(+\infty) \).

**Step 4 : Continuity of the weighted norm.**

Fix some time \( t \). Recall that the weight \( w(t) \) is defined based on the total variation functions \( \mathcal{V}^{II} \) and \( \mathcal{V}^I \) and on the function \( u^{II}(t) - u^I(t) \). The weight \( w^h(t) \) is defined based on the total variation functions \( V^{IIh} \) and \( V^{Ih} \) and on the function \( u^{IIh}(t) - u^{Ih}(t) \). On the other hand, \( u^{IIh} - u^{Ih}(t) \to u^{II} - u^I(t) \), \( V^{IIh} \to \mathcal{V}^{II} \) and \( V^{Ih} \to \mathcal{V}^I \). Therefore we have

\[
u(x, t) = \bar{w}(x, t) \quad \text{whenever} \quad u^{II}(x, t) - u^I(x, t) \neq 0. \tag{4.88}
\]

Combining (4.88) and the \( L^1 \) convergence \( u^{IIh} - u^{Ih}(t) \to u^{II} - u^I(t) \), we have

\[
\| u^{II}(t) - u^I(t) \|_{\mathcal{X}(a)} \leq \lim_{h \to 0} \| u^{IIh}(t) - u^{Ih}(t) \|_{\mathcal{X}(a)}.
\]

**Step 5 : The left-hand side of (4.45) is bounded above by (4.52).**
First of all, the inequality
\[ \int_0^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\mathcal{V}^I(y, \tau) d\tau \leq \int_0^t \int_{\mathbb{R}} (a(u^I, u^{II}) - f'(u^I)) (u^{II} - u^I) d\mathcal{V}^I(y, \tau) d\tau \] is a direct consequence of (4.49) and the definition of the nonconservative product in (4.43)-(4.44).

On the other hand, by the definition of the weighted norm and because of (4.50)-(4.51), similarly to (4.88) we have the inequality
\[ w(x, t) \leq \tilde{w}(x, t) \quad \text{whenever} \quad u^{II}(x, t) - u^I(x, t) \neq 0. \] Hence, by (4.90) and (4.91) the left-hand side of (4.45) is bounded above by (4.52). This completes the proof of Theorem 4.3.5.

\section*{4.4 Generalized characteristics and Maximum Principle}

We now return to the setting in Section 4.2 and aim at extending the analysis therein to arbitrary functions of bounded variation. For exact solutions of the hyperbolic equation
\[ \psi_t + (a \psi_x)_x = 0, \] we will establish a maximum principle: Any solution of (4.92) remains non-negative for all times if it is so initially. For a more precise (local) statement, our proof will make use of Dafermos-Filippov theory of generalized characteristics.

Our main assumption throughout this section is the following:

There exists a constant \( E \) such that \( a_x \leq \frac{E}{t} \). \hfill (4.93)

This is nothing but a generalization of the well-known Oleinik's entropy inequality. To motivate (4.93), let us recall the following result.

Let \( f \) be a strictly convex function and \( u \) be an entropy solution (with bounded variation for all times) of the conservation law
\[ u_t + f(u)_x = 0, \quad u(x, t) \in \mathbb{R}. \] Then it is known that there exists a constant \( C = C(u) \) such that
\[ u_x \leq \frac{C}{t}. \]
Lemma 4.4.1 If \( u^I \) and \( u^{II} \) are two entropy solutions of the conservation law (4.94), then the averaging speed

\[
a = a(u^I, u^{II}) := \frac{f(u^{II}) - f(u^I)}{u^{II} - u^I}.
\]

satisfies our assumption (4.93), with \( E = \sup f'' (C(u^I) + C(u^{II})) / 2 \).

Proof of Lemma 4.4.1. Let us fix some time \( t > 0 \). On each Borel set consisting of points of continuity of both \( u^I \) and \( u^{II} \), the following holds:

\[
\partial_\theta a = \partial_\theta \int_0^1 f'(\theta u^I + (1 - \theta) u^{II}) d\theta
\]

\[
= \int_0^1 f''(\theta u^I + (1 - \theta) u^{II}) (\theta \partial_\theta u^I + (1 - \theta) \partial_\theta u^{II}) d\theta
\]

\[
\leq \int_0^1 \sup f''(\theta \frac{C(u^I)}{t} + (1 - \theta) \frac{C(u^{II})}{t}) d\theta
\]

\[
\leq \sup f'' \frac{C(u^I) + C(u^{II})}{2t}.
\]

On the other hand, at a point \( x \) where one of \( u^I \) or \( u^{II} \) is discontinuous, we have with an obvious notation

\[
a_+ - a_- = \int_0^1 f'(\theta u_+^I + (1 - \theta) u_+^{II}) d\theta - \int_0^1 f'(\theta u_-^I + (1 - \theta) u_-^{II}) d\theta \leq 0,
\]

since \( f' \) is an increasing function and (for instance by (4.95)) both \( u^I \) and \( u^{II} \) satisfy \( u_+^I \leq u_-^I \) and \( u_+^{II} \leq u_-^{II} \).

By definition, a generalized characteristic \( y = y(t) \) associated with the coefficient \( a \) must satisfy for almost every \( t \) (in its domain of definition)

\[
a_+(y(t), t) \leq y'(t) \leq a_-(y(t), t).
\]

(4.97)

According to Filippov’s theory of differential equations [36], through each point \((\xi, \tilde{t})\) there pass a maximal and a minimal generalized characteristic.

Definition 4.4.2 A generalized characteristic is said to be genuine iff for almost every \( t \) it satisfies

\[
y'(t) \in \{a_-(y(t), t), a_+(y(t), t)\}.
\]

(4.98)
Proposition 4.4.3  Any minimal backward generalized characteristic is genuine and for almost every $t$ satisfies
\[ y'(t) = a_-(y(t), t). \]  \hspace{1cm} (4.99)

Similarly, for a maximal backward generalized characteristic we have $y'(t) = a_+(y(t), t)$.

Proof of Proposition 4.4.3. Here we only rely on the following consequence of (4.93): $a_+ \leq a_-$ at each discontinuity point of the function $a$. Geometrically, this condition prevents the existence of rarefaction-shocks in $a$. On the other hand, rarefaction centers (also prevented by (4.93) for $t > 0$) could still be allowed for the present purpose.

Consider $(\overline{s}, \overline{t}) \in (-\infty, +\infty) \times (0, \infty)$, and let $y(t) := y(t; \overline{s}, \overline{t})$ be the minimal backward characteristic through $(\overline{s}, \overline{t})$. We prove that it is genuine on its domain $(s, \overline{t}]$. We proceed as in [28] and assume by contradiction that there is a measurable set $J$, $\overline{J} \subset (s, \overline{t}]$ of positive Lebesgue measure, and $\varepsilon > 0$ such that
\[ a_-(y(t), t) - y'(t) > 2\varepsilon, \quad t \in J. \]  \hspace{1cm} (4.100)

For each $t \in J$ there exists $\delta(t) > 0$ with the property
\[ a_+(x, t) \geq a_-(y(t), t) - \varepsilon, \quad x \in (y(t) - \delta(t), y(t)). \]  \hspace{1cm} (4.101)

Finally, there is a subset $I \subset J$ with $\mu^*(I) > 0$ (here $\mu^*$ denotes the outer measure) and $\overline{\delta} > 0$ such that $\delta(t) > \overline{\delta}$ for $t \in I$.

Let $\tau$ be a density point of $I$, with respect to $\mu^*$. Thus there exists $\overline{r}$, $0 < \overline{r} < \overline{t} - \tau$, so that
\[ \frac{\mu^*(I \cap [\tau, \tau + r])}{r} > \frac{2|\alpha| + \varepsilon}{2|\alpha| + 2\varepsilon}, \quad 0 < r \leq \overline{r}, \]  \hspace{1cm} (4.102)
where
\[ \alpha := \inf \{a_+(x, t) - a_-(y(t), t) : s < x \leq \overline{t}, y(t) - \overline{\delta} \leq x < y(t) \}. \]

Now take a point $y \in (y(\tau) - \overline{\delta}, y(\tau))$ with the property $y > y(\tau) - \frac{1}{2}\varepsilon \overline{r}$, and consider a forward characteristic $z(\cdot)$ through $(y, \tau)$. We first observe that
\[ z(t) < y(t), \quad t > \tau, \]

since $y(t)$ is the minimal backward characteristic through $(\overline{s}, \overline{t})$.

In addition, we have
\[ z(t) > y(t) - \overline{\delta}, \quad t \in [\tau, \tau + \overline{r}], \]
Indeed, suppose by contradiction that for some \( r \in (0, \bar{r}] \), \( z(t) > y(t) - \delta \) for \( t \in [\tau, \tau + r) \), but \( z(\tau + r) = y(\tau + r) - \delta \). Then

\[
0 = z(\tau + r) - y(\tau + r) - \delta = y + \int_{\tau}^{\tau + r} z'(t)dt - y(t) - \int_{\tau}^{\tau + r} y'(t)dt + \delta \\
> \int_{\tau}^{\tau + r} (z'(t) - y'(t))dt \\
= \int_{I \cap [\tau, \tau + r]} (z'(t) - a_-(y(t), t) + a_-(y(t), t) - y'(t))dt \\
+ \int_{[\tau, \tau + r] \setminus I} (z'(t) - a_-(y(t), t) + a_-(y(t), t) - y'(t))dt \\
\geq \varepsilon \mu^*(I \cap [\tau, \tau + r]) + \alpha(r - \mu^*(I \cap [\tau, \tau + r])) > 0,
\]

by (4.100)-(4.102), which leads to a contradiction. In the same way one obtains

\[
0 > z(\tau + \bar{r}) - y(\tau + \bar{r}) = y + \int_{\tau}^{\tau + \bar{r}} z'(t)dt - y(t) - \int_{\tau}^{\tau + \bar{r}} y'(t)dt \\
> \varepsilon \mu^*(I \cap [\tau, \tau + \bar{r}]) + \alpha(r - \mu^*(I \cap [\tau, \tau + r])) - \frac{1}{2} \varepsilon \bar{r} > 0,
\]

which gives another contradiction. For the maximal backward characteristic the proof is similar. \( \square \)

**Proposition 4.4.4** Forward characteristics leaving from some \((\bar{x}, \bar{t})\) are unique when \( \bar{t} > 0 \).

**Proof of Proposition 4.4.4.** Suppose there were two forward characteristics \( y(\cdot) \) and \( z(\cdot) \) through \((\bar{t}, \bar{t})\) with \( y(\tau) < z(\tau) \) for some \( \tau > \bar{t} \). By (4.93) we have

\[
z'(\tau) - y'(\tau) \leq a_-(z(t), t) - a_+(y(t), t) \leq C_\tau(z(\tau) - y(\tau)). \tag{4.103}
\]

Integrating (4.103) from \( \bar{t} \) to \( \tau \) one gets \( z(\tau) - y(\tau) = 0 \), which gives a contradiction. \( \square \)

**Theorem 4.4.5** Let \( \psi = \psi(x, t) \) be a solution of (4.92) such that on some interval \([\xi_0, \zeta_0] \) we have

\[
\psi(x, 0) \geq 0, \quad x \in [\xi_0, \zeta_0]. \tag{4.104}
\]
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Let $\xi = \xi(t)$ be any forward generalized characteristic leaving from $(\xi_0, 0)$, and $\zeta = \zeta(t)$ be any forward generalized characteristic leaving from $(\zeta_0, 0)$. Then we have for all $t \geq 0$

$$\psi(x, t) \geq 0, \quad x \in (\xi(t), \zeta(t)). \quad (4.105)$$

Note that it may happen that $\xi(t) = \zeta(t)$ for $t$ large enough.

**Proof of Theorem 4.4.5.** Observe that the two characteristics cannot cross and fix any time $t > 0$ such that $\xi(t) < \zeta(t)$. Fix also any two points such that $\xi(t) < \bar{y} < \bar{z} < \zeta(t)$. Let $y(t)$ and $z(t)$ be the maximal and minimal backward characteristics emanating from $\bar{y}$ and $\bar{z}$, respectively. These characteristics can not leave the region limited by $\xi(t)$ and $\zeta(t)$.

Integrating (4.92) in the domain bounded by the characteristics $y(t)$ and $z(t)$, and using that these characteristics are genuine, so that the flux terms along the vertical boundaries vanish identically, we arrive at

$$\int_{\bar{y}}^{\bar{z}} \psi(x, t) \, dx = \int_{y(0)}^{z(0)} \psi(x, 0) \, dx \geq 0. \quad (4.106)$$

The last inequality is due to the fact that $\psi(\cdot, 0) \geq 0$ and the inequalities $\xi_0 = \xi(0) \leq y(0) \leq z(0) \leq \zeta(0) = \zeta_0$. Since $\bar{y}$ and $\bar{z}$ are arbitrary, we obtain (4.105). \qed

4.5. A sharp $L^1$ estimate for hyperbolic linear equations

Based on the maximum principle established in Section 4.4, we now derive a sharp estimate for the weighted norm introduced in Section 4.2. We restrict attention again to the situation where $u^I$ and $u^{II}$ are two entropy solutions of the conservation law (4.94) and $a$ is the averaging speed given in (4.96). We define a weight by analogy with what was done in Section 4.2 in the special case of piecewise constant solutions.

Given a solution $\psi$ of the equation (4.92), we introduce weighted $L^1$ norm in the following way. Set

$$V^I(x, t) = TV^I_{\infty}(u^I(t)), \quad V^{II}(x, t) = TV^{II}_{\infty}(u^{II}(t)) \quad (4.107)$$

and fix some parameter $m \geq 0$. Then consider the weight-function defined, for each
$t \geq 0$ and each point of continuity $x$ for $u^I(t)$ and $u^{II}(t)$, by

$$w(x, t) = \begin{cases} 
  m + V^I(\infty, t) - V^I(x, t) + V^{II}(x, t) & \text{if } \psi(x, t) > 0, \\
  m + V^I(x, t) + V^{II}(\infty, t) - V^{II}(x, t) & \text{if } \psi(x, t) \leq 0.
\end{cases}$$  

(4.108)

It is immediate to see that

$$m \leq w(x, t) \leq m + TV(u^I(t)) + TV(u^{II}(t)), \quad x \in \mathbb{R}.$$  

(4.109)

Finally the weighted norm on the solutions $\psi$ of (4.92) is defined by

$$\|\psi(t)\|_{w(t)} := \int_{\mathbb{R}} |\psi(x, t)| w(x, t) \, dx.$$  

Note that the weight depends on the fixed solutions $u^I$ and $u^{II}$, but also on the solution $\psi$.

Our sharp estimate will involve the nonconservative product

$$\mu^I_\psi(t) = (a - f'(u^I(t))) \psi(t) dV^I(t)$$

defined for all almost every $t \geq 0$ by

1. If $B$ is a Borel set included in the set of continuity points of $u^I(t)$ then

   $$\mu^I_\psi(t)(B) = \int_B (a(t) - f'(u^I(t))) \psi(t) dV^I(t),$$

   where the integral is defined in a classical sense;

2. If $x$ is a point of jump of $u^I(t)$, then

   $$\mu^I_\psi(t)\{x\} = (a(x-, t) - \lambda^I(x, t)) \psi(x-, t) \, |u^I(x+, t) - u^I(x-, t)|.$$  

(4.111)

Here $\lambda^I(x, t)$ is the shock speed of the discontinuity in $u^I$ located at $(x, t)$. The measure $\mu^I_\psi(t)$ is defined similarly. Regarding the expression (4.111), it is worth noting that if $(x, t)$ is a point of approximate jump of $u^I$ and $\psi$, then the jump relation for the equation (4.92) reads

$$(a(x-, t) - \lambda^I(x, t)) \psi(x-, t) = (a(x+, t) - \lambda^I(x, t)) \psi(x+, t).$$

(4.112)

In the same way we define

$$\mu^{II}_\psi(t) = (f'(u^{II}(t)) - a) \psi(t) dV^{II}(t).$$

We now prove:
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**Theorem 4.5.1** Let $u^I$ and $u^{II}$ be two entropy solutions of (4.1) such that $u^{II} - u^I$ admits finitely many changes of sign. Let $\psi$ be any solution of bounded variation of the hyperbolic equation (4.92) satisfying the constrain

$$\psi(u^{II} - u^I) \geq 0.$$  \hspace{1cm} (4.113)

Then for all $0 \leq s \leq t$

$$\|\psi(t)\|_{L^1} + \int_s^t \sum_{(x, \tau) \in \mathcal{L}(a)} (2m + TV(a)) |a_-(x, \tau) - \lambda(x, \tau)| \|\psi_-(x, \tau)\| d\tau$$

$$+ \int_s^t \int_{\mathbb{R}} (a(\tau) - f'(u^I(\tau))) \psi(\tau) \, dV^I(\tau) d\tau$$

$$+ \int_s^t \int_{\mathbb{R}} (a(\tau) - f'(u^{II}(\tau))) \psi(\tau) \, dV^{II}(\tau) d\tau$$

$$\leq \|\psi(s)\|_{L^1}. \hspace{1cm} (4.114)$$

The assumption (4.113) is clearly satisfied with the choice $\psi = u^{II} - u^I$. Therefore our previous result in Theorem 4.3.5 (derived via a completely different proof) can be regarded as a corollary of Theorem 4.5.1.

It is interesting to observe that, when $u^{II} = u^I$, the weight (4.108) becomes constant, and therefore (4.114) reduces to the $L^1$ estimate.

$$\|\psi(t)\|_{L^1} + \int_s^t \sum_{(x, \tau) \in \mathcal{L}(a)} (2m + TV(a)) |a_-(x, \tau) - \lambda(x, \tau)| \|\psi_-(x, \tau)\| d\tau$$

$$\leq \|\psi(s)\|_{L^1}.$$  

Also, note that under the assumption (4.113) $\mu^I_\psi(t)$ and $\mu^{II}_\psi(t)$ are positive except at points $(x, t) \in \mathcal{L}(a) \cup \mathcal{R}(a)$. However, these negative terms are offset in (4.114) by the positive terms under the first integral.

**Proof of Theorem 4.5.1.** Fix any positive time $t$. By assumption we have finitely many points $-\infty = y_0 < y_1 < \cdots < y_i < y_{i+1} = +\infty$ such that, on each interval $(y_i, y_{i+1})$, we have $\psi(t) \geq 0$ when $i$ is odd and $\psi(t) \geq 0$ when $i$ is even. For every $i = 1, \cdots, n$, consider the (unique by Proposition 4.4.4) forward characteristic $y_i(\cdot)$ associated with the coefficient $a$ and issuing from the initial point $(y_i, t)$.

We will focus attention on some interval $(y_i, y_{i+1})$ with $i$ odd, say, and with $-\infty < y_i < y_{i+1} < +\infty$. Except when specified differently, all of the characteristics to be considered from now on are associated with the solution $u^{II}$. For definiteness we will
first study the case that the forward characteristic $\chi_0(\cdot)$ (associated with $u^I$ and) issuing from the point $(y_i, t)$ is located on the right-side of the curve $y_i$, that is,

$$y_i(\tau) \leq \chi_0(\tau), \quad t \leq \tau \leq t + \delta$$

for some $\delta > 0$ sufficiently small.

Fix some (sufficiently small) $\varepsilon > 0$ and denote by $y_i < z_1 < \ldots < z_N < y_i+1$ the points where $u^I$ has a jump larger or equal to $\varepsilon$, that is,

$$u^I(z_I, t) - u^I(z_I, t) \geq \varepsilon, \quad I = 1, \ldots, N. \quad (4.115)$$

For each $I = 1, \ldots, N$, consider also the forward characteristic $\chi_I(\cdot)$ issuing from the point $(z_I, t)$. For definiteness, we will also assume that the forward characteristic $\chi_{N+1}(\cdot)$ issuing from $(y_{i+1}, t)$ satisfies

$$\chi_{N+1}(\tau) \leq y_{i+1}(\tau), \quad t \leq \tau \leq t + \delta$$

for some $\delta > 0$ sufficiently small.

Next, let us select a time $s > t$ with $s - t$ so small that the following properties hold:

(a) No intersection among the characteristics $y_i, \chi_0, \chi_1, \ldots, \chi_N, \chi_{N+1}, y_{i+1}$ occurs in the time interval $[t, s]$.

(b) For $I = 1, \ldots, N$, let $\zeta_I(\cdot)$ and $\xi_I(\cdot)$ be the minimal and the maximal backward characteristics emanating from the point $(\chi_I(s), s)$. Then the total variation of $u^I(\cdot, t)$ over the intervals $(\zeta_I(t), z_I)$ and $(z_I, \xi_I(t))$ should not exceed $\frac{\varepsilon}{N}$.

(c) Let $\zeta_0(\cdot)$ be the minimal backward characteristic emanating from $(y_i(s), s)$ and $\xi_0(\cdot)$ be the maximal backward characteristic emanating from $(\chi_0(s), s)$. Then the total variation of $u^I(\cdot, t)$ over the intervals $(y_i, \xi_0(t))$ and $(\zeta_0(t), y_i)$ should not exceed $\varepsilon$.

(d) Let $\zeta_{N+1}(\cdot)$ be the minimal backward characteristic emanating from the point $(\chi_{N+1}(s), s)$ and $\xi_{N+1}(\cdot)$ be the maximal backward characteristic emanating from $(y_{i+1}(s), s)$. Then the total variation of $u^I(\cdot, t)$ over the intervals $(\zeta_{N+1}(t), y_{i+1})$ and $(y_{i+1}, \xi_{N+1}(t))$ should not exceed $\varepsilon$. 
4.5. A SHARP L^1 ESTIMATE FOR HYPERBOLIC LINEAR EQUATIONS

For \( I = 0, \ldots, N \), and some integer \( k \) to be fixed later, consider a mesh of the form

\[
\chi_I(s) = x^0_I < x^1_I < \cdots < x^{k+1}_I = \chi_{I+1}(s). \tag{4.116}
\]

For \( I = 0, \ldots, N \) and \( j = 1, \ldots, k \), consider also the maximal backward characteristic \( \xi^j_I(\cdot) \) emanating from the point \((x^j_I, s)\) and identify its intercept \( z^j_I = \xi^j_I(t) \) by the horizontal line at time \( t \). Finally set also

\[
z^0_I = y_I, \quad z^{k+1}_N = y_{i+1}, \quad z^{k+1}_{I-1} = z^0_I = z_I, \quad I = 1, \ldots, N.
\]

To start the proof, we integrate the equation (4.92) satisfied by the function \( \psi \), successively in each domain limited by the characteristics introduced above. Applying Green's theorem, we arrive at the following five formulas:

(i) Integrating (4.92) on the region

\[
\{ (x, \tau) / t < \tau < s, \quad y_I(\tau) < x < \chi_0(\tau) \}
\]

and multiplying by \( V''(y_I, t) \) one gets

\[
\int_{y_I(s)}^{\chi_0(s)} \psi(x, s) V''(y_I, t) \, dx + \int_{t}^{s} (y_I' - a_{+}) \psi_{+}(y_I(\tau), \tau) V''(y_I, t) \, d\tau
\]

\[
+ \int_{t}^{s} (a_{-} - \lambda_0) \psi_{-}(\chi_0(\tau), \tau) V''(y_I, t) \, d\tau = 0. \tag{4.117}
\]

(ii) Integrating (4.92) on each of the regions

\[
\{ (x, \tau) / t < \tau < s, \quad \xi^j_I(\tau) < x < \xi^{j+1}_I(\tau) \}
\]

for \( I = 0, \ldots, N \) and \( j = 1, \ldots, k \), and then multiplying by \( V''(z^j_I +, t) \), one gets

\[
\int_{x^j_I}^{x^{j+1}_I} \psi(x, s) V''(z^j_I +, t) \, dx - \int_{x^j_I}^{x^{j+1}_I} \psi(x, t) V''(z^j_I +, t) \, dx
\]

\[
+ \int_{t}^{s} (\lambda^j_I - a_{+}) \psi_{+}(\xi^j_I(\tau), \tau) V''(z^j_I +, t) \, d\tau
\]

\[
+ \int_{t}^{s} (a_{-} - \lambda^{j+1}_I) \psi_{-}(\xi^{j+1}_I(\tau), \tau) V''(z^{j+1}_I +, t) \, d\tau = 0. \tag{4.118}
\]

(iii) Integrating (4.92) on each of the regions

\[
\{ (x, \tau) / t < \tau < s, \quad \chi_I(\tau) < x < \xi_I(\tau) \}
\]
for $I = 0, \ldots, N$, and multiplying by $V^I(z_I, t)$ one gets
\[
\int_{\lambda_I(s)}^{\lambda_{I+1}(s)} \psi(x, s) V^I(z_I, t) \, dx - \int_{z_I}^{z_{I+1}} \psi(x, t) V^I(z_I, t) \, dx \\
+ \int_t^s (\lambda_I - a_+) \psi_+(\lambda_I(\tau), \tau) V^I(z_I, t) \, d\tau \\
+ \int_t^s (\lambda_{I+1} - \lambda_I) \psi_-(\xi^I(\tau), \tau) V^I(z_I, t) \, d\tau = 0.
\] (4.119)

(iv) Integrating (4.92) on the regions
\[
\{ (x, \tau) / t < \tau < s, \quad \xi^I(\tau) < x < \chi_{I+1}(\tau) \}
\]
for $I = 0, \ldots, N$, and multiplying by $V^I(z_I', t)$ one gets
\[
\int_{\lambda_I(s)}^{\lambda_{I+1}(s)} \psi(x, s) V^I(z_I', t) \, dx - \int_{z_I'}^{z_{I+1}} \psi(x, t) V^I(z_I', t) \, dx \\
+ \int_t^s (\lambda_I' - a_+) \psi_+(\xi^I(\tau), \tau) V^I(z_I', t) \, d\tau \\
+ \int_t^s (\lambda_{I+1} - \lambda_I) \psi_-(\chi_{I+1}(\tau), \tau) V^I(z_I', t) \, d\tau = 0.
\] (4.120)

(v) Finally integrating (4.92) on the last region
\[
\{ (x, \tau) / t < \tau < s, \quad \chi_{N+1}(\tau) < x < y_{i+1}(\tau) \}
\]
and multiplying by $V^I(y_{i+1}, t)$ one gets
\[
\int_{\chi_{N+1}(s)}^{y_{i+1}(s)} \psi(x, s) V^I(y_{i+1}, t) \, dx + \int_t^s (\lambda_{N+1} - a_+) \psi_+(\chi_{N+1}(\tau), \tau) V^I(y_{i+1}, t) \, d\tau \\
+ \int_t^s (\alpha_+ - y_{i+1}'(\tau)) \psi_-(y_{i+1}(\tau), \tau) V^I(y_{i+1}, t) \, d\tau = 0.
\] (4.121)

Next, summing all of the formulas (4.117)-(4.121) leads us to the general identity:
\[
\int_{y_i(s)}^{\chi_{N+1}(s)} \psi(x, s) V^I(y_{i+1}, t) \, dx + \sum_{I=0}^{N} \sum_{j=0}^k \int_{x_I}^{x_{I+1}} \psi(x, s) V^I(x_I', t) \, dx \\
+ \int_{\chi_{N+1}(s)}^{y_{i+1}(s)} \psi(x, s) V^I(y_{i+1}, t) \, dx - \sum_{I=0}^{N} \sum_{j=0}^k \int_{z_I}^{z_{I+1}} \psi(x, t) V^I(z_I', t) \, dx \\
= \sum_{I=0}^{N} \sum_{j=0}^k \int_t^s \left[ V^I(z_I', t) - V^I(z_{I+1}', t) \right] (\lambda_I' - a_-) \psi_-(\xi^I(\tau), \tau) \, d\tau
\]
\begin{equation}
- \sum_{j=0}^{N} \int_{t}^{s} \left[ V^{II}(z_{l+1}, t) - V^{II}(z_{l+1}, t) \right] \left( \chi_j^l - \alpha_- \right) \psi_-(\chi_j^l, \tau) \, d\tau
- \int_{t}^{s} \left[ V^{II}(y_{i+1}, t) - V^{II}(y_{i}, t) \right] \left( \lambda_0 - \alpha_- \right) \psi_-(\chi_{i}(\tau), \tau) \, d\tau
- \int_{t}^{s} \left[ V^{II}(y_{i+1}, t) - V^{II}(y_{i}, t) \right] \left( \lambda_{N+1} - \alpha_- \right) \psi_-(\chi_{N+1}(\tau), \tau) \, d\tau
- \int_{t}^{s} (\alpha_- - \alpha_+) \psi_+(y_{i+1}(\tau), \tau) V^{II}(y_{i+1}, t) \, d\tau
- \int_{t}^{s} (\alpha_+ - \alpha_-) \psi_-(y_{i+1}(\tau), \tau) V^{II}(y_{i+1}, t) \, d\tau. \tag{4.122}
\end{equation}

To estimate the right-hand side of (4.122), we recall that the solution $u^I$ of a scalar conservation laws satisfies

$$ V^{II}(y_{i}, t) \geq V^{II}(\chi_{0}(s), s), \quad V^{II}(z_{j+1}, t) \geq V^{II}(z_{j+1}, s), $$

for $I = 0, \ldots, N$ and $j = 0, \ldots, k$. Hence, choosing the difference $x_{I}^{j+1} - x_{I}^{j}$ in (4.116) sufficiently small and since the function $V^{II}(\cdot, t)$ is nondecreasing, we conclude that the left-hand side of (4.122) can be bounded from below, as follows:

$$ \text{L.H.S.} \geq \int_{y_{i}(s)}^{y_{i+1}(s)} \psi(x, s) V^{II}(x, s) \, dx - (s - t) \varepsilon - \int_{y_{i}(t)}^{y_{i+1}(t)} \psi(x, t) V^{II}(x, t) \, dx. \tag{4.123} $$

Estimating the right-hand side of (4.122) is more involved. First note that each term arising in the left-hand side of (4.122) is non-positive. This follows from our condition (4.113). Indeed, consider a point $(x, s)$ of approximate jump or approximate continuity of $u^I$, $u^{II}$ and $\psi$. If all of these functions are continuous, the result is trivial. Call $\lambda$ the discontinuity speed. Based on the jump relation (4.112), we see that either $\psi_-(\lambda - a_-) = \psi_+(\lambda - a_+) = 0$, or else all of the terms $\psi_-, \lambda - a_-$, $\psi_+$, and $\lambda - a_+$ are distinct from zero.

Suppose first that $(x, s)$ is a point in the interior of the region limited by the two curves $y_{i}(\cdot)$ and $y_{i+1}(\cdot)$. In the latter case, since $\psi \geq 0$ in the region under consideration, we deduce that $\psi_+ > 0$ and $\psi_+ > 0$, while the terms $\lambda - a_-$ and $\lambda - a_+$ are either both negative or both positive. Actually, in view of the sign condition (4.113), we have $u^I_{+} - u^I_{-} \geq 0$ and, therefore, $\lambda - a_+ \geq a$ as follows from (4.38) (here we are dealing with a jump of $u^II$).

Consider next a point of the boundary $y_{i}$, for instance. So we now have $\psi_- < 0$ and $\psi_+ > 0$, while the terms $\lambda - a_-$ and $\lambda - a_+$ opposite sign. Since no rarefaction-shock can
arise, the discontinuity must be a Lax shock and so \( \lambda - a_- < 0 \) and \( \lambda - a_+ > 0 \). Again the corresponding term in (4.122) has a favorable sign. \( \) (Observe that the condition (4.113) was not used in this second case.)

Then, for all \( I = 0, \ldots, N \) and \( j = 1, \ldots, k \), let \( \theta_I^j(\cdot) \) be the (maximal, for definiteness) backward characteristic associated with \( u^I \) and issuing from the point \( (\xi^j_I(\tau), \tau) \). Denote also by \( \theta(z_I^j; \tau) \) its intercept with the horizontal line at time \( \tau \). Setting

\[
\bar{a}(x, t; \tau) := \frac{f(u^I(x, t)) - f(u^I(\theta(x, \tau), t))}{u^I(x, t) - u^I(\theta(x, \tau), t)}
\]

and using that the solution \( u^I \) remains constant along the characteristic \( \theta_I^j(\cdot) \), we obtain

\[
(\lambda^j_I - a_+)(\xi^j_I(\tau)) = \lambda^j_I(z_I^j) - \bar{a}(z_I^j, t; \tau).
\]  

(4.124)

Then consider the (maximum, for definiteness) backward characteristic \( y^j_I(\cdot) \) associated with \( a \) and issuing from the point \( (\xi^j_I(\tau), \tau) \). By integrating \( \psi \) along the characteristic \( y^j_I(\cdot) \) and using the inequality (4.95), we arrive at a lower bound for \( \psi \)

\[
\psi(\xi^j_I(\tau), \tau) \geq \psi(y^j_I(t), t) \left( \frac{t}{\tau} \right)^E, \quad t < \tau < s.
\]  

(4.125)

Upon choosing \( x_I^j - x_I^{j+1} \) in (4.116) so small that the oscillation of \( V_c^{II}(\cdot) \) over each interval \( (z_I^j - z_I^{j+1}) \) does not exceed \( \varepsilon \) and recalling the standard estimates on Stieltjes integrals we deduce from (4.122)-(4.124) that

\[
\sum_{I=0}^N \sum_{j=1}^k \int_t^s [V^{II}(z_I^j + t) - V^{II}(z_I^{j-1} + t)] \left( (\lambda^j_I - a_-) \psi(\xi^j_I(\tau), \tau) \right) d\tau
\]

\[
\geq \sum_{I=0}^N \sum_{j=1}^k \int_t^s [V_c^{II}(z_I^j, t) - V_c^{II}(z_I^{j-1}, t)] \left( (\lambda^j_I(z_I^j) - \bar{a}(z_I^j, t, \tau)) \psi(y^j_I(t), t) \left( \frac{t}{\tau} \right)^E \right) d\tau
\]

\[
\geq \int_t^s \sum_{I=0}^N \sum_{j=1}^k \left( \int_{z_I^{j-1}}^{z_I^j} (\lambda^j_I(x) - \bar{a}(x, t, \tau)) \psi(x, t) dV_c^{II}(x, t) - c \varepsilon \left( \frac{t}{\tau} \right)^E \right) d\tau
\]

\[
= \int_t^s \left( \int_{y_k}^{y_{k+1}} (\lambda^j_I(x) - \bar{a}(x, t, \tau)) \psi(x, t) dV_c^{II}(x, t) - c(y_{k+1} - y_k) \varepsilon \left( \frac{t}{\tau} \right)^E \right) d\tau \quad (4.126)
\]

We now combine (4.117)-(4.122) and (4.126), divide the resulting inequality by \( s - t \), and let \( s \to t, \varepsilon \to 0 \), obtaining the following inequality:

\[
\frac{dF}{dx} = \int_{y_k(t)}^{y_{k+1}(t)} \psi(x, t) V^{II}(x, t) dx
\]
\[\leq - \int_{y_i}^{y_{i+1}} \left( \chi_0^2(x) - a(x,t) \right) \psi(x,t) dV_c^{II}(x,t) \]
\[\quad - \sum_{(x,t) \in \mathcal{J}(u^{II})} \left( u^{II}(x,t) - u^+_+(x,t) \right) (\lambda^I - a-) \psi(x,t) \]
\[\quad - (u^+_-(y_i,t) - u^+_+(y_i,t)) (\lambda^I - a-)(y_i,t) \psi(y_i,t) \]
\[\quad - (u^+_-(y_{i+1},t) - u^+_+(y_{i+1},t)) (\lambda^I - a-)(y_{i+1},t) \psi(y_{i+1},t) \]
\[\quad - (y_i - a_+) \psi_+(y_i,t) V^{II}(y_i,t) \]
\[\quad - (a_- - y_{i+1}) \psi_-(y_{i+1},t) V^{II}(y_{i+1},t). \tag{4.127}\]

The third and fourth terms in the right-hand side of (4.127) are due to the fact that \(\chi_0\) and \(\chi_{N+1}\) lie inside the region limited by \(y_i\) and \(y_{i+1}\).

We can next focus on the intervals \((y_i, y_{i+1})\) with \(i\) even. Based on a completely symmetric argument and using now the weight \(m + V^{II}(\infty, t) - V^{II}(\cdot, t)\) instead of \(V^{II}(\cdot, t)\), we obtain
\[\frac{d^+}{dt} \int_{y_{i}(t)}^{y_{i+1}(t)} \left( -\psi(x,t) \right) \left( m + V^{II}(\infty, t) - V^{II}(x,t) \right) dx \]
\[\leq \int_{y_i}^{y_{i+1}} \left( \chi_0^2(x) - a(x,t) \right) (-\psi(x,t)) dV_c^{II}(x,t) \]
\[\quad + \sum_{(x,t) \in \mathcal{J}(u^{II})} \left( u^{II}(x,t) - u^+_+(x,t) \right) (\lambda^I - a-) (\psi_-)(x,t) \]
\[\quad + (u^+_-(y_i,t) - u^+_+(y_i,t)) (\lambda^I - a-)(\psi_-)(y_i,t) \]
\[\quad + (u^+_-(y_{i+1},t) - u^+_+(y_{i+1},t)) (\lambda^I - a-)(\psi_-)(y_{i+1},t) \]
\[\quad - (y_i - a_+)(\psi_+)(y_i,t) \left( m + V^{II}(\infty, t) - V^{II}(y_i,t) \right) \]
\[\quad - (a_- - y_{i+1})(\psi_-)(y_{i+1},t) \left( m + V^{II}(\infty, t) - V^{II}(y_{i+1},t) \right). \tag{4.128}\]

By summation over \(i = 1, \ldots, n\) in (4.127) for \(i\) odd and in (4.128) for \(i\) even respectively, we obtain
\[\frac{d^+}{dt} \int_{-\infty}^{+\infty} \left[ \psi(x,t) \right]^+ V^{II}(x,t) + \left[ -\psi(x,t) \right]^+ \left( m + V^{II}(\infty, t) - V^{II}(x,t) \right) dx \]
\[\leq - \sum_{(x,t) \in \mathcal{L}(a) \cap \mathcal{J}(u^{II})} \left( m + V^{II}(\infty, t) \right) \left| \lambda(x,t) - a-(x,t) \right| \left| \psi_-(x,t) \right| \]
\[\quad - \sum_{(x,t) \in \mathcal{J}(u^{II})} \left( u^+_+(x,t) - u^+_I(x,t) \right) \left( \lambda^I(x,t) - a_-(x,t) \right) \psi_-(x,t) \]
\[\quad - \int_{\mathbb{R}} \left( f^I(u^{II}(y,t)) - a(y,t) \right) \psi(y,t) dV_c^{II}(y,t), \tag{4.129}\]
where the superscript + denotes the positive part of the functions $\psi$ and $-\psi$ respectively.

Consider now the case where

$$\chi_0(\tau) \leq y_i(\tau), \quad t \leq \tau \leq t + \delta,$$

and

$$y_{i+1}(\tau) \leq \chi_{N+1}(\tau), \quad t \leq \tau \leq t + \delta.$$ 

Assume that there exists a time $\bar{\tau} > t$ such that

$$\chi_0(\bar{\tau}) < y_i(\bar{\tau}), \quad y_{i+1}(\bar{\tau}) < \chi_{N+1}(\bar{\tau})$$

(otherwise the curves of the two pairs will coincide, and we can reduce to the previous case). Let now $\xi_0(\cdot)$ be the maximal backward characteristic emanating from $(y_i(\bar{\tau}), \bar{\tau})$, and $\zeta_{N+1}(\cdot)$ be the minimal backward characteristic emanating from the point $(y_{i+1}(\bar{\tau}), \bar{\tau})$. Since characteristics cannot cross, we have that

$$y_i(t) < \xi_0(t), \quad \zeta_{N+1}(t) < y_{i+1}(t).$$

Then, by finite propagation speed, there exists a time $s > t$ such that

$$\chi_0(\tau) < \xi_0(\tau), \quad \zeta_{N+1}(\tau) < y_{i+1}(\tau), \quad t \leq \tau < s,$$

$$y_i(s) = \xi_0(s), \quad \zeta_{N+1}(s) = y_{i+1}(s).$$

Instead of properties (c), (d), we will require that $s$ satisfies the following:

(c') Let $\zeta_0(\cdot)$ be the minimal backward characteristic emanating from $(\chi_0(s), s)$. Then the total variation of $u^I(\cdot, t)$ over the intervals $(y_i, \xi_0(t))$ and $(\xi_0(t), y_i)$ should not exceed $\varepsilon$.

(d') Let $\xi_{N+1}(\cdot)$ be the maximal backward characteristic emanating from $(\chi_{N+1}(s), s)$. Then the total variation of $u^I(\cdot, t)$ over the intervals $(\zeta_{N+1}(t), y_{i+1})$ and $(y_{i+1}, \xi_{N+1}(t))$ should not exceed $\varepsilon$.

From then on we can proceed as before. Finally we write the inequality in (4.129) exchanging the roles of $u^I$ and $u^I$, and combining it with (4.128) we arrive exactly at the desired inequality (4.114) and the proof of Theorem 4.5.1 is completed. \qed
Bibliography


