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Problem Formulation

Each silo maintains a local copy of the model. At time 𝑡𝑖 𝑘 silo 𝑖 starts its 𝑘-th 
iteration, it

1) updates the local model through minibatch gradient descent.

2) sends the new model to its out-neighbors in the overlay.

3) aggregates the models received from its in-neighbors into a new local model.
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This is a synchronous system. The following recurrence holds:
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𝑡𝑖 𝑘 /𝑘.

Max-plus algebra & synchronization theory show that:

• 𝜏𝑖 does not depend on the specific silo.

• 𝜏𝑖 is the cycle time of the graph 𝒢𝑜, defined as 𝜏 𝒢𝑜 = max
𝛾

𝑑𝑜 𝛾

𝛾
, 

where 𝛾 is a circuit of 𝒢𝑜.
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Minimal Cycle Time (MCT)
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Output:   Strong spanning subdigraph of 𝐺𝑐 with minimal cycle time
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The proposed algorithms output either a 
ring or a tree with constrained degree.
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synthetic topologies (AWS North-America and Gaia) built from the 
geographical locations of AWS data centers.
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Sparser topologies can lead to a faster 
convergence even in the absence of 

congestion.



Conclusion

• Synchronization theory & max-plus algebra to model and optimize 
iteration time.

• In cross-silo setting, replacing server by peer-to-peer communication, 
results in significant speed ups (×9).

• Counter-intuitively, sparser topologies may lead to faster convergence 
even in the absence of congestion.
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