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Abstract The assessment of the variability of neuronal
spike timing is fundamental to gain understanding of latency
coding. Based on recent mathematical results, we investi-
gate theoretically the impact of channel noise on latency var-
iability. For large numbers of ion channels, we derive the
asymptotic distribution of latency, together with an explicit
expression for its variance. Consequences in terms of infor-
mation processing are studied with Fisher information in the
Morris-Lecar model. A competition between sensitivity to
input and precision is responsible for favoring two distinct
regimes of latencies.

Keywords Latency coding - Channel noise -
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1 Introduction

Neurons respond to incoming signals with action potentials.
In some neurons, the latency, that is, the time separating
stimulus arrival from action potential onset, can vary greatly
depending on input characteristics (Hodgkin 1948). In this
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way, latency may be one of the means for signal encoding in
nervous systems. One key advantage of this form of neuronal
coding over, say, rate coding, is the speed with which it allows
information transfer and processing (Thorpe et al. 1996; Guy-
onneau et al. 2005). Latency coding may be ubiquitous in
nervous systems, as indicated by a wide range of studies
in diverse neuronal structures such as the auditory system
(Furukawa and Middlebrooks 2002; Heil 2004; Chase and
Young 2008), somato-sensory system (Panzeri et al. 2001;
Johansson and Birznieks 2004), or the visual system (Kjaer
etal. 1996; Rullen 2003) both for primary (retina gollish) and
higher-level (Kiani et al. 2005; Mormann et al. 2008) func-
tions. For efficient latency coding, as in other forms of infor-
mation encoding by spike timing, the precise timing of spike
generation is essential. Hence, the performance of latency
coding can be limited by noise-induced fluctuations in dis-
charge times. Quantification of this effect is crucial to discuss
the validity of latency coding and its possible advantages over
other forms of neural coding.

In living organisms, latency from stimulus onset may be
caused by several mechanisms involving many neurons and
synapses. Here, we focus our study on the properties of
latency at the single neuron level. Neurons are subject to
various sources of noise, both intrinsic (membrane noise)
and extrinsic (synaptic noise), and many studies have been
concerned with its impact on information processing. The
intrinsic fluctuations in single neurons are mainly caused by
ion channels, also called channel noise, the impacts of which
and putative functions are intensively investigated (Schneid-
man et al. 1998; Shuai and Jung 2003; Rossum et al. 2003;
Rowat 2007). That channel noise can introduce variability in
latency has been observed in intracellular recordings of neu-
ronal membrane potentials (Verveen and Derksen 1965). This
study is partly motivated by experimental works on relative
latency coding. As explained in Gollisch and Meister (2008),
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a specific point concerning relative latencies variability is
that extrinsic noise is likely to induce correlated variability
between different neurons. Thus, coding with relative laten-
cies is expected to be rather efficient to cope with external
variability. These observations provide a clear motivation to
study the impact of intrinsic noise. Moreover, it has been
shown in Berry et al. (1997) for retinal cells that both variabil-
ity and latency decrease with stimulation strength. However,
as pointed out in Krishna (2002), the relationship between
those two quantities has not been clearly analyzed, neither
experimentally nor theoretically. Here, we provide a mathe-
matical analysis of this issue, quantifying the impact of chan-
nel noise on discharge time variability.

Previous studies on noisy latencies have considered com-
putations of the mean latency in the deterministic and large
noise regime (Tuckwell and Wan 2005), the latter being char-
acterized by an increase of mean latency, called “noise delay
decay” (Pankratova et al. 2005; Oser and Uzuntarla 2008). A
detection enhancement of subthreshold pulses due to inter-
nal noise has been investigated in Chen et al. (2008). Here,
empbhasis is on the impact of channel noise, in a biophysically
realistic model, for suprathreshold inputs in a regime where
the mean latency is approximately constant. In Pakdaman
et al. (2009), neuron models with channel noise are stud-
ied mathematically within the framework of fluid limit for
stochastic hybrid systems: in terms of latency coding, the
main contributions are to describe the asymptotic distribu-
tion of latencies and a theoretical expression for its variance.
In order to understand information processing, we show that
it is essential to quantify the way both the output and its var-
iance depend on the input. Our approach is thus to combine
the theoretical results of Pakdaman et al. (2009) with an anal-
ysis of Fisher information. Given the diversity of neuronal
structures in which latency coding may take place, the math-
ematical analysis in Sect. 3 is carried out in a broad setting so
as to be valid for a wide class of conductance-based neuronal
models. These theoretical results are also illustrated through
the computation of latency variability in the Morris—Lecar
(ML) model (Morris and Lecar 1981). The choice of this
model is mainly motivated by the fact that, since the seminal
article (Rinzel and Ermentrout 1989), it has become one of
the classical mathematical models for investigating neuro-
nal coding, and results obtained with this model tend to be
representative of wide classes of neurons (Izhikevich 2007).
This application to the Morris—Lecar model shows that Fisher
information can display a U -shape, resulting from a compe-
tition between sensitivity and precision. This suggests that
input bimodality, leading to both short and long latencies,
may be favored in terms of information transfer.

Thus, considering conductance-based neuron models with
N stochastic ion channels modeled by kinetic Markov
schemes (Sect.2), we investigate theoretically the impact of
intrinsic noise on latency variability (Sect.3). As an applica-
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tion of these general mathematical results, we present their
consequences in terms of information transfer (Sect.4) with
numerical illustrations based on the ML model. We finally
discuss our results in Sect. 5.

2 Neuron models with channel noise

Embedded within the neuron membrane, distributed with
heterogeneous densities, ion channels enable ion transfer
and their collective behavior is responsible for the gener-
ation of action potentials. They are metastable molecular
devices subject to thermal noise, and their stochastic con-
formational changes are usually modeled by kinetic Mar-
kov schemes (Hille 2001). The model we present here is a
stochastic interpretation of deterministic conductance-based
neuron models with a finite number of ion channels, as intro-
duced in Skaugen and Walloe (1979). Let us describe briefly
the original deterministic model (D) and its stochastic inter-
pretation (S ). For the clarity of notations, we present the sto-
chastic version of the three-dimensional Morris—Lecar model
(Morris and Lecar 1981), which will be studied in more detail
in Sect.4. The general theoretical framework can be found
in Pakdaman et al. (2009) and analysis of Sect. 3 thus holds
for a wide class of stochastic conductance-based models.

Model (D). The membrane potential V and the proportions
of open ion channels u; for i = K, Ca satisfy the following
system of differential equations (D):

dv
— =Cc"10- D qui(V-v)—gL(V-W)
dt .
ieCa,K

= f(va uCa’ MK)
du,'
il (I —a; (V)u;j —u;i Bi (V) :=bi(V, u;)

fori = Ca,K

where C is the membrane capacitance, [ (¢) is the input cur-
rent, g;, and V; are the maximal conductances and reversal
potentials, respectively, associated with ion i = Ca,K. In
terms of notations, we denote by F' = (f, bca, bx) the vec-
tor field defining the deterministic model (D). The auxiliary
functions and the parameters set used are given in Appendix
B. The solution of (D) will be denoted x = (V, uca, uxg).

The mathematical analysis in Pakdaman et al. (2009) pro-
vides a rigorous basis for the introduction of an associated
neuron model (Sp) with stochastic ion channels, in the sense
that, at the limit of infinite number of ion channels, one
retrieves the deterministic model.

Model (Sy)
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— Consider a finite number N = Nc, = Nk of calcium
and potassium channels, and denote by u (C[Z) and u%m the
proportions of open calcium and potassium channels,
respectively. Denoting V@) the membrane potential,
each calcium and potassium channel opens and closes
with voltage-dependent opening rates oca(.), @k (.) and
closing rates Bca(.), Bk (.), functions of V), according

to independent kinetic Markov schemes:
Closed = Open

— Voltage dynamics satisfies the following differential
equation between the jumps:

dv™)

— wy (N)  (N)
a IV ) W

s Uy > UK

The solution of (Sy) will be denoted by

N N
xy = (V™ ud), )

3 Theoretical analysis

We present in this section the theoretical results for the vari-
ance of the latency. Let us first describe our setting.

3.1 Deterministic and stochastic latency

As an input, we consider the application of a time-dependent
current /() such that /(r) = 0 for t < fy. Depending on
the characteristics of this input, such as its amplitude and
steepness for instance, action potentials may be generated.
We define latency as the first-passage time for the membrane
potential through an arbitrary threshold Vi, (Fig. 1a).

Latency coding is based on the dependence of latency
on input characteristics. However, we have chosen to focus
on a single input feature to make a clearer presentation of
both theoretical and numerical results. We point out that the
mathematical results of Sect. 3.2 are valid for a general input
1(t). From now on, as an input, we consider an instantaneous
current impulse, resulting in an approximately instantaneous
voltage shift at + = #y. Equivalently, starting from the equi-
librium point x* = (V*, ug,,, ug) of (D), we impose a mem-
brane potential shift V* — V* + A at time ¢ = fy. Then,
if A is above a threshold value A, then an action potential
occurs, and the deterministic latency 7 (A) depends on the
value of A (Fig.1b). More precisely, T (A) is generally a
decreasing function of the input amplitude A (Fig. 2).

The above deterministic setting has a direct stochastic
counterpart. With the same initial conditions, we substitute
the deterministic trajectory with stochastic ones, according to
(Sn), and we define in the same manner the stochastic latency
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Time to stimulus onset (ms)
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Time to stimulus onset (ms)

Fig. 1 Time course of membrane potential V of the ML model for a

suprathreshold stimulation. Latency is defined as the time separating

stimulus onset from the voltage crossing Vipreshold- @ Definition of

latency as the first-passage time through a threshold V. In b, several
time courses of V' corresponding to different values of A are shown
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Fig. 2 Latency versus Stimulus amplitude for the ML model. Ampli-
tudes are suprathreshold (A > Aw)

Tn(A). Ilustrative sample waveforms are shown in Fig. 3:
trajectories starting from the same initial point lead to dif-
ferent latencies. One can readily observe that the variability
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Fig. 3 Sample trajectories of the stochastic ML model leading to ran-
dom latencies. a N = 1,000. b N = 10,000

seems higher in Fig. 3a where N = 1,000 than in Fig. 3b
where N = 10,000. One also expects this variability to
depend on the amplitude A. These early observations will
be made more precise in the following sections.

Stationary fluctuations of neuronal state may be consid-
ered as an additional source of latency variability, since initial
values at the stimulus onset t = 7 change from trial to trial.
A way to study this effect is to draw random initial values
according to a random 1initial distribution for the stochastic
process (Sy), instead of starting from the equilibrium point.
Both the impact of initial value randomness and fluctuations
along the trajectory can be studied separately, and gathered
by the following equality:

Py(1) = / Py (t|x)pun(dx) 2
R4

where t > 0, Py(t) = P[Ty € [t,t +dt]], Py(t]x) =

P [TN € [t,t +dt]| X* = x], and p y (dx) the random initial

distribution of the stochastic process (Sy ). Such a decompo-

sition has been introduced for instance in Tanabe and Pak-
daman (2001) and in Lansky and Musila (1991) with a focus
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on the impact of random initial condition on the first pas-
sage time for a Stein’s neuron model. We will revert to this
question after the presentation of the mathematical results
for the setting where the initial conditions are fixed at the
equilibrium point.

3.2 Mathematical results

In this section, we summarize key mathematical results for
the theoretical analysis of the impact of channel noise on
latency variability.

Let xy and x being the respective solutions of (Sy) and
(D). If N — oo, then Xy converges to X in probability over
finite time intervals. The fluctuations around the determin-
istic limit are then described with a Central Limit Theorem
(CLT), which extends to a CLT for the hitting times. Let us
present the main results in the following:

Theorem (Pakdaman et al. 2009) If f, «;, B; are C' and if
the deterministic solution of (D) is bounded, then, for appro-
priate initial conditions:

1. Law of large numbers: Forall T > 0 fixed and all § > 0,
define py(T, 8) := P[sup |xy — X| > §]. Then:
[0,7]
lim py(T,8) =0 3)
N—o00

More precisely, there exist constants B, C > 0 such that:

—BT?

1
lim sup — log py (T, 8) < —
Nooo N CT

4)
2. CLT for the process: The rescaled process Zy =
V' N (Xy —X) converges in law to a inhomogeneous Orn-
stein—Uhlenbeck diffusion processz = (zv, Zca, ZK) Sat-

isfying:

dzy = Vf (x(1)) .z(t)dt 5)
dz; = Vb; (X(1)) 2(t)dt + q; (x(1)dW," (6)

where q;(x) = [(1 — a; (V)i + ui;(V)1"/> and W
are two standards Brownian motions, fori = Ca, K.

3. CLT for hitting-times: Assuming T (A)<oo and
f(X(T(A))) > O, the rescaled difference ny(A) =
«/N(TN (A) — T(A)) converges in law to a Gaussian-
centered random variable w(A), whose variance is

o (4) = E 2y (T ()2 /f x(T(4))* )

The law of large numbers and its convergence estimate (4) are
obtained using martingale theory. The CLT for the process
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follows from an asymptotic expansion of the master equa-
tion, or equivalently the infinitesimal generator, and leads to
the CLT for hitting-times. We provide in Appendix C some
heuristics concerning the CLTs 2. and 3. and for the detailed
proofs, we refer the reader to Pakdaman et al. (2009). This
result will be illustrated in the next section by stochastic sim-
ulations. Moreover, formula (7) provides a decomposition of
the variance o (A) in terms of two distinct contributions: the
variance of the V-component zy of the fluctuation process
z at time 7 (A) on the one hand, and the slope dV /dt or
f(X(T (A)) at the threshold crossing point, on the other. This
result is still valid with a general definition of the threshold
as the first time a function 1 (x(#)) of the trajectory crosses
0 (with a slight modification of formula (7)).

Let us discuss, in the context of central limit approxima-
tions, the interest of the convergence estimate (4) in the law
of large numbers. An interpretation of the CLT for hitting-
times is that the stochastic latency Tx (A) is approximately
distributed as T'(A) + N_%n(A) with 7 (A) a Gaussian-cen-
tered variable of variance o (A). One may wonder on what
time scale this approximation is reasonable. Indeed, given N
finite, if T (A) is large, then one expects that fluctuations of
order N™2 are not the only contribution and that large fluc-
tuations may have a non-negligible impact, which will not be
estimated by a CLT. Even though large fluctuations cannot be
excluded, their probability of occurrence may be very small.
In this case, the central limit approximation will be consid-
ered as satisfactory. A way to tackle quantitatively this prob-
lem is to refer to point 1. of the Theorem with§ = O(N™ 5 ).
Given N and T (A), the value of py (T (A), O(N_%)) is the
probability that the fluctuations remain of order N =2 dur-
ing a time interval [0, T (A)], and inequality (4) provides a
bound to this probability. Thus, point 1. in the Theorem helps
quantify the quality of the central limit approximation.

The computation of E [zy (T(A))?] can be done by at
least two methods. The first one is based on the moment
equations for the linear stochastic differential equations (5—
6) (cf. Pakdaman et al. 2009). The other one is based on the
resolvent matrix R(¢) of the linear system y = J(¢)y, where
J(t) = VF(x(t)) is the Jacobian matrix around the deter-
ministic limit x(¢). The components of the matrix R will
be denoted by Ry , with x,y € {V,u;}. Here, R actually
depends on the initial shift A through x(¢).

Corollary Introducing the matrices

0(1) := diag(0, qca (X(1)), gk (X(1)) (8)

Q@) :== R (1) Q) ©)
t

Q@) := R@) /@(s)@)*(s)ds R()* (10)
0

47
the variance o (A) is given by:
Qy v (T (A))
A= ———= 11
"= T ar@)y (a

where Qy y is the x, y-component of Q for x, y € {V, u;}.

This result can be proved as follows. Let us rewrite the
above equations (5-6) as

dz; = J(t)z,dt + Q(t)dw; (12)

where w; is a standard multi-dimensional brownian motion.
Then, the covariance matrix C(¢, t') = E(z()z(t')*), with
z* denoting the transpose of z, is obtained by the method of
variation of the constant: indeed,

'
z(t) = R(t)/Rfl(S)Q(S)dWs (13)
0
implies
C(t,t") = R(OHE A)HREH* (14)
'
H@) = /R_I(S)Q(S)Q(S)*R_I(S)*ds (15)
0
In order to conclude the proof, we write
E[2v (T(A)?] = Cry (T(A), T(4)) (16)
= Qy yv(T(A)) (I7)
and apply formula (7).

With a similar approach, one can obtain from the resolvent
matrix R the derivative T'(A), which has an interpretation
in terms of sensitivity to input (Sect.4):

Ry v(T(A)
S x(T(A)))

The formulae for o (A) and T'(A) in terms of the resol-
vent R(t) are semi-analytical, in the sense that one needs to
integrate numerically the nonlinear system (D) to find R().
The numerical computation of ¢ (A) is thus deterministic.

At this stage, let us go back to the question of ran-
dom initial conditions. The CLT described above provides
a Gaussian approximation for the stationary distribution
un (dx) appearing in (2). The latency T (A) with fixed initial
conditions can also be approximated by a Gaussian distri-
bution, and the law of the latency with random initial con-
ditions is given by (2). This approach of gathering initial
state variability and trajectory fluctuations has been used in
Rossum (2001) to study the impact of several sources of noise
on latency variability with integrate-and-fire neuron models.
Suppose that the initial value x(0) is distributed according
to a given probability measure p1o(dx) on D = R x [0, 112.
A voltage shift V(0) — V(0) + A is applied at ¢+ = 0.

T'(A) = (18)
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In this case, the expectation and the total variance of the
latency Ty (A, o) can be expressed as

E (Tn (A, 10)) =/Mo(dX)Ex (Tn(A)) (19)
D

Var (Tn (A, 110)) =/Mo(dX)Varx (Tn(A)) (20)
D

where Ey and Vary are, respectively, the conditional expecta-
tion and variance, knowing the initial value x(0) = x. When
N — o0, the expectation E (T (A, o)) converges to

T(A, o) = / Ho(d)T (x, A)
D

where 7' (x, A) is the deterministic latency associated with
an initial value x(0) = x and a voltage shift A. Assuming
that 11 is centered (symmetric) around the equilibrium point
x* with a small variance Var(ug) = € < 1, one can express
the limit 7 (A, o) as

T(A, j1o) = T(A) + %axxT(x*, A) + o(e) 1)

With the same approach, when N — oo, the variance is
asymptotically equivalent to:

1
Var (Tn (A, 110)) ~ N/Mo(dX)h(X, A)
D

where h(x, A) := limy_ oo NEy [(TN(A) T, A))2]. In

particular, if the variance Var(ug) is equivalent to N Loy, as
expected for the stationary fluctuations, then the corrective
term is of order N 2 as follows:

1
Var (Tn (A, o)) ~ 70 (4)

+#ao8xxh(x*, A)+o (%)
We conclude that the variance of the latency still behaves
asymptotically as N~!, taking into account the stationary
fluctuations as an initial distribution. The corrective term
coming from these fluctuations in the initial data is of order
N~2 and its impact on the total variance depends on the con-
vexity properties of the function (., A).

In the next section, we focus our study on the impact of
channel noise-induced trajectory fluctuations, not only on
variability but also in terms of information transfer.

4 Latency variability and information in the stochastic
Morris-Lecar model

As shown in Fig. 2, given an amplitude, one can know the
latency and conversely, from the observation of latency one
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can derive the stimulus amplitude. This property, essential
for latency coding, is valid in the deterministic model in
the absence of any source of variability. Taking into account
channel noise changes the situation because repeated presen-
tation of the same amplitude will no longer lead to a unique
latency, but to different values that change randomly from
trial to trial. The challenge is to estimate the stimulus ampli-
tude from the observation of a single latency, knowing that
this quantity is subject to noise-induced variability. From
an estimate of the latency distribution (Sect.4.1), one way
to accomplish this is through maximum likelihood leading
to an estimation of the corresponding Fisher information,
which quantifies the maximal information an ideal observer
can obtain about the input knowing the output (Sect.4.2).

4.1 Latency time for the stochastic Morris—Lecar model

In order to quantify the impact of channel noise on latency
in the three-dimensional Morris—Lecar model, we apply in
this section, the previous theoretical results and compare the
results with stochastic simulations. We have selected this
model because it is considered to be the representative math-
ematical model for class I neuronal models in Hodgkin’s
classification. We remind that neurons of this class can have
very long latencies. In this model, these can be even arbi-
trarily long. This is illustrated through the computation of
the latency for a suprathreshold instantaneous pulsatile stim-
ulus applied to a deterministic Morris—Lecar model at rest.
Figure 2 shows stimulus amplitude versus latency.

Using a modified Gillespie algorithm (Gillespie 1977,
Chow and White 1996), we simulate stochastic trajectories of
(Sx) and obtain empirical distributions for the random vari-
able Ty (A) for different values of N € {10°, 10*, 10°, 10°}
and A (Fig. 4).

Confirming the theoretical analysis of Sect. 3.2, these sim-
ulations show that as N increases the law of T (A) becomes
closer to a Gaussian (Fig. 4) centered around 7'(A) (Fig. 5a)
and with a variance oy (A) proportional to N~ ! (Fig. 5b). Fig-
ure 4 also illustrates that the convergence to the Gaussian dis-
tribution is faster when the stimulation is far from threshold.
The dependence of the rescaled variance 6 (A) := Noy (A)
upon A is nontrivial, and we show in Fig. 6 the logarithm of
the rescaled variance 6 (A) as a function of the logarithm of
the latency 7' (A), both with stochastic simulations and with
theoretical results for o (A) obtained in Sect. 3.2, which are
in very good agreement.

4.2 Information transfer

Given an observation fyhs of the latency Ty (A) (output),
a measure of the information about the amplitude shift
A (input) can be estimated through Fisher information,
which can be computed using the maximum likelihood
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Fig. 5 Mean and variance of latency as a function of N for different
values of A from stochastic simulation. a mean. b variance. Simulations
were made with 10,000 runs

ML model. Rescaled variance oy (A) (log) versus mean latency (log)
by stochastic simulation for N = 1,000 (up triangle), N = 10,000
(circle), N = 1,00,000 (filled diamond). Each point corresponds to
10,000 simulation runs. Black line: theoretical result. The points are
visually indistinguishable at low latencies

principle. Here, Ty (A) is a random variable, and as shown
in Sect.3.2 its distribution can be approximated for N
sufficiently large by a Gaussian distribution p,, 2(x) =
Qm)~V2v Vexp(—(x — m)?/(2v?)) with mean m = T (A)
and variance v2 = N~ 1o (A). The idea is to maximize for A
the log-likelihood

In (Altobs) = log (PT(A),Nflg(A) (tobs)) (22)
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Then, denoting by A*N(tobs) the maximizing value of A, we
compute Fisher information as

921y (Alfobs)
In(tops) = {————5—
N (fobs) < 9A2
_ N (Altobs)
B dA2
As shown in Appendix A, an asymptotic expansion of Fisher
information for N large yields:

| A=A%, (t0bs)

T/2
In (tobs) = 7N +0(1) (23)

where o, T’ are evaluated at the maximum of likelihood:
Ay (tobs) = T (tbs) + O(1/N) (24)

where T~ is the inverse function of T. It is then possi-
ble to express Fisher information at the leading order using
formula (11) for o and formula (18) for T’ as shown in
Sect.3.2. Hence, to compute this leading order term, one
only needs to integrate numerically the differential equa-
tions of the deterministic model (D) given an initial shift
A and to find the resolvent R(t) associated with this deter-
ministic trajectory. In particular, no stochastic simulation is
required. The interest of the mathematical results of Sect. 3.2
in terms of Fisher information analysis is thus twofold: a rig-
orous justification of the Gaussian approximation, which is
a necessary step to estimate Fisher Information, and a semi-
analytical formula for the o (A) and T'(A) in terms of the
resolvent, exempting Monte—Carlo simulations. The numer-
ical results for Fisher information are displayed in Fig. 7
for different values of N, as a function of T(A) = fyps (the
value of A corresponding to a value of T(A) = fops can
be obtained from Fig. 2). We remark that Fisher informa-
tion is not constant for all latencies, nor equivalently for all
inputs A, and displays a minimum. The existence of such
a minimum ensures the ability to transfer a minimal quan-
tity of information. The dependence of this minimum on
the number of ion channels is shown in Fig. 7c. Moreover,
with a U-shaped information, two unexpected situations may
arise:

1. transfer more information with longer latencies;

2. ifneuronsi, j have N; < N;ionchannels, then for appro-
priate inputs A; and A, Fisher information Iy, (T'(A;))
may be higher than Iy, (T (A;)).

We understand the existence of a minimum in terms of
a competition between precision and sensitivity as follows.
Let us introduce the concept of sensitivity n(A) = T’ (A)2:
if n(A) is large, then a small change of the input A will
result in a large change of the output 7 (A). For small A
(large latencies T (A)), precision is low due to a large variance
N~lo(A)but sensitivity is large. On the other hand, for large
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A (small latencies T'(A)), precision is high due to a small var-
iance N!0 (A) but sensitivity is small. Then, depending on
the precise scaling relationships between 7 (A), o (A) and
A, three results are a priori possible: information is favored
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either by small A, either by large A or by intermediate A
resulting from a trade-off between sensitivity and precision.
This explanation is confirmed by the leading order term of
Fisher information:

n(A)

=

(25)
In the above formula, the factor /o corresponds to the trade-
off between sensitivity and precision.

4.3 Further remarks
4.3.1 Impact of stimulation shape

In our study, we have considered so far an instantaneous shift
of the membrane potential as an approximation of a Dirac
input current. Considering a step function /(t) = Al;¢[o,¢]
as the input current, this approximation is justified when 7
is small compared to the expected latency. Indeed, in this
case, the variability acquired during the time interval [0, 7]
is negligible compared to the variability acquired until thresh-
old crossing. However, when t is not small compared to the
expected latency, then the previous approximation is not valid
anymore and a more refined analysis is required.

We point out that the general theoretical framework intro-
duced in this article covers this setting of a time-dependent
input. It is interesting to distinguish two cases. First if t is
larger than the expected latency, for instance if 7 = 400,
then one can recover the previous approximation provided
the membrane potential time constant is small enough: in this
case, the first phase of the trajectory can be considered as a
quasi-instantaneous voltage shift. As shown in Fig. 8a and b,
the dependence of the latency on the input amplitude and the
relationship between the latency and the variance share sim-
ilar features with the case of an instantaneous voltage shift
studied previously.

The second case is when 7 is smaller than the expected
latency, and of course the previous remark applies, but in this
case the parameter 7 plays an explicit role since the expected
latency will depend on the value of A and 7. We present here
some result concerning this setting. The first numerical obser-
vation shown in Fig. 9a is that the deterministic latency can be
obtained as a strictly decreasing function of the product A,
when 7 is small enough. This strict monotony is essential in
terms of coding. Moreover, there exists many combinations
of parameters A and 7 leading to the same expected latency,
and one may wonder which one minimizes the variability. In
other words, is latency more precise if the stimulation is short
and intense or long and weak (for a given product At)? In
order to address this question, we have run Monte-Carlo sim-
ulations of the stochastic model with N = 10,000 ion chan-
nels for many values of A and . Using the theoretical results
of previous section, we have also computed numerically

(without stochastic simulations) the same quantities and the
results are shown in Fig. 9b and ¢, where the variance is plot-
ted against the expected latency for different values of . We
summarize here the three key observations resulting from this
analysis:

1. A discontinuity of the relationship between the vari-
ance and the expected latency time at the end of the
stimulation.

2. For latencies slightly higher than the end of the stimula-
tion, the variance displays a local minimum.

3. For a given value of the expected latency or equivalently
of the product Az, the variance is smaller when the stim-
ulation is longer.

From formula (7), we provide a straightforward explanation
of point 1: the denominator, which is the slope of V at thresh-
old crossing, is much higher when the stimulation is on than
after the end of the stimulation (indeed the slope is given by
f(V,m,n)+ I(t)). This explains why the variance is much
lower before the end of the stimulation. Having in mind the
results of Sect. 4.2 about information transfer, we remark that
this regime of short latency, even though very interesting in
terms of precision, has a very low sensitivity, meaning that
a small change in the product At will result in a very small
change in latency, which is not very advantageous in terms
of information coding. Concerning point 2 and 3, an ele-
mentary analysis on a noisy leaky integrate-and-fire model
shows that these observations are not present in such a mod-
eling framework. These effects may be attributed either to the
nonlinearities, or to the multiplicative character of the noise
or to the higher dimension of the ML model (and of course to
a combination of these factors). It seems that, due to the exis-
tence of other variables uc, and ug, the value of the slope at
threshold crossing is not only determined by the value of 7 ()
at the crossing time. The plot of this slope as a function of the
latency in Fig. 9d provides an explanation for point 2. The
value of the slope of V at the crossing time depends on the
value of V as well as uc, and ux at the end of the stimulation.

Furthermore, motivated by the question of an optimiza-
tion, over the stimulus shape, of the variance for a given
expected latency, we have also tested an alpha function for
the stimulation shape. The results suggest that the variance
is lower than with a step function, for a given value of the
expected latency. The question of the optimal stimulation
shape is a topic for future research, and the above analysis
suggests that a important point is to understand how the slope
at crossing depends on the stimulation shape.

4.3.2 Impact of initial fluctuations

In line with the previous analysis, we investigate here the
impact of random initial conditions, with a step current as a
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stimulation. More precisely, we start at the equilibrium point
x* at time + = 0 and wait for a time fy before applying
the stimulation, so that I (t) = Al;j<;<4+r. Thus, between
t = 0 and ¢ = 19, the system is expected to converge to its
stationary behavior, characterized by Gaussian fluctuations
of order N~Y2, In Fig. 10b, the variance for N = 500 is
twice the variance for N = 1,000, which is consistent with
the expected 1/N behavior of the variance as theoretically
discussed at the end of Sect.3. We further observe that the
average latency is higher for N = 1,000 than for N = 500
(cf. Fig. 10a), which can be explained by the noise-induced
voltage shift displayed in Fig. 10c.

5 Discussion

In order to summarize, we have investigated the impact of
channel noise on latency coding with a modeling approach

@ Springer
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based on the stochastic interpretation of conductance-based
models. We have shown how mathematical results of Pak-
daman et al. (2009) for stochastic hybrid systems (also
called piecewise-deterministic Markov processes) provide a
theoretical basis for the following properties, as observed
in stochastic simulation: (i) asymptotic Gaussian distribu-
tions of latencies when N — oo; (i) N~1/2 scaling of the
standard deviation; and (iii) nontrivial variance dependence
on latency, with high variance regime for near subthreshold
stimulation. The theoretical analysis remains valid for other
types of stimulations.

Moreover, it is possible to estimate, from Fig. 6, the num-
ber of ion channels required to produce a given variance
E[(Tn(A)—T(A)2] ~ N~ lo(A) for N large. For instance,
for a specified latency 7'(A) = 30 ms, if one requires a stan-
dard deviation of 1 ms, then one reads on Fig. 6 that N should
be of order 4 x 10*. This value can be compared to typ-
ical order of magnitudes of 10*—10° ion channels in the



Biol Cybern (2010) 103:43-56 53
Fig. 10 Simulation results of 5.48 T T T o0 0.3 T e
. = + =
;he stochgstlc ML model for a /g 5.46 [A No1000 % - ° B N=+Q00++ e+
elayed input current S sk | £ 025 | o+

I(t) = Al <t <ty For all the g 3 R

figures, A = 150 pA/cm? and T 542 r - & o2f ++ -

T = 3ms. a Average latency % 54 | 4 = +*

versus fg. Latency time is B gag _><><>("X><XX"XXxx><><><><Xxx><xxx_S o015 +F .

shorter for lower values of o by gt e + ><xxx><x><><><><><><xx

N.b Variance of latency versus g 536+ T +++++++++ . -% 01t xxxxxx i

to. The variance increases and Z 534 +4 ot . > . x X

stabilizes with 1, reflecting the 532 . : : Lty 0.05 X ! ] ] ]

convergence of the law of the 0 10 20 30 40 50 0 10 20 30 40 50

Xy to its stationary distribution — Time before stimulation (ms) Time before stimulation (ms)

(cf. Fig. d). The results are E B

consistent with the expected :g -27.8 T T T s 5 07 T T T T

1/N behavior of the variance. 2 9 b gt T NS00 = © D =500 *;* 4+

¢ Average membrane potential % 27,9 | AT N=1000 x g 06 +'\-l+=-oj Qg+ T

at t = fo (stimulation onset) = 8 05} o7 -

versus fo. This figure shows a "GE_J 28 r ) 3 oa L o * |

noise?ir?ducefivoltage sl}ift, ‘g_ 281 e o x s X X X X XXX XX XXX XXX XXX % : +++

explaining Fig. a. d Variance of o 5 03 F + XXX XXX X

membrane potential at r = 1 § 282 | E g + X XXX X

(stimulation onset) versus fo E E 02 -+ + % x X T
g -28.3 | E ; 0.1 -x X X ]
% 28.4 1 1 1 1 E 0 % 1 1 1 1
‘q'>) 0 10 20 30 40 50 (>‘E 0 10 20 30 40 50
P

axonal initial segment (length 20—50 wm, radius 0.5—2 pm
and density 100 um~2) deduced from the literature (Shuai
and Jung 2003; Adair 2003; Arhem and Blomberg 2007).
Higher sodium channel density in retinal ganglion cells have
been reported (Wollner and Catterall 1986) and its interpreta-
tion is not clear (Colbert and Johnston 1996; Colbert and Pan
2002). Evidences for latency coding in these cells (Gollisch
and Meister 2008) suggest an interpretation in terms of spike
time precision.

The theoretical analysis provides a general method to
investigate channel noise consequences in terms of neu-
ral coding with quantitative asymptotic estimates of the
induced variability. As an illustration, we have exploited this
method to quantify the impact of channel noise on informa-
tion transfer on the Morris—Lecar neuron model, exploring
a competition between sensitivity and precision. Indeed, the
classical trade-off between speed of processing and preci-
sion (cf. Rossum 2001) should integrate, in the context of
latency coding, the sensitivity effects. Such a competition
between sensitivity and precision has also been identified in
Jenison and Reale (2003) to account for an information max-
imum concerning latency coding in the auditory cortex. In
our setting, we have shown that this competition may lead to
a minimum of Fisher information as a function of the input.
One way to interpret this minimum is that for all inputs,
information will be higher than a certain value, ensuring a
transfer with a warranted quality. On the other hand, this
minimum also implies two high information regimes, both
for small and long latencies. This suggests that mechanisms

Time before stimulation (ms)

Time before stimulation (ms)

may exist for the generation of bimodal latencies. It turns
out that bimodal latencies were experimentally recorded in
olfactory neurons (Manns and Westecker 1983) and saccade
latencies also display bimodal distributions (Reulen 1984).
In Liberman (1978) and Ruggero (1992) the spontaneous
rates (SR) in auditory nerves are shown to follow a bimodal
distribution. A link between the SR, threshold and latencies
have been observed: high-SR fibers and low-SR fibers do
not have the same latency response properties. A computa-
tional model has been suggested (Krishna 2002 and refer-
ence therein), accounting for this effect through an interplay
between SR and the shape of the non-linearity of the auditory
fiber model. At the present state of latency code understand-
ing, it is not possible to decide whether these experimental
cues of bimodal latencies are related to the U-shaped infor-
mation curve obtained in Sect.4. This question may be a
direction for future research.
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Appendix A: Fisher information for large N

The aim is to find to value of A which maximizes the likeli-
hood:
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exp(—N (tops — T(A))? /(20 (A)))

(26)

Ly (Altops) = 20 (A)

The maximum likelihood is obtained by solving

dLN(A|tobs) l B(t b A) exp(
0DS»

N(tobs T(A))z)
20(A)
(27

with

Ay +
o(A)

X [(tobs — T(A)*0’(A) + 2T (A)o (A)(tors — T(A)) H

-3/2
Bltops, A) = % [

We assume that T'(A) < O for all A. The meaningful
solution of B(#ybs, A) = 0 (second-order polynomial in
X = tops — T'(A)) is given by:

o(A)
20/ (A)

fobs — T(A) =

2TAY + 2. Ty 4 T
—2T'(A) + ()+N0(A)

An expansion for large N yields:

(tobs))

) 1 o/ (0D
(tobs) + — 1)( )
Tobs

A*(t =T
(obﬁ) NZT’(

5 +o(1/N)

(28)

where T{~!) is the inverse function of T'. Fisher information
leading order term is obtained by the following equation:

92Ly /0A?
In(topy) = — 2 EN/OA7 (29)
Ly
T/2
=—N+0() (30)
o

where all the functions are evaluated at the maximum likel/iz-
hood A = A*(tops). Note that the leading orderterm C = ~—
can be evaluated at A = T~ (¢,p5) because the correctlon
term would be of order 1.
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Appendix B: Morris-Lecar model

The auxiliary functions of the Morris—Lecar model (Morris
and Lecar 1981) used in the article are:

v (e (55))

1 Vv
aca(V) = = cosh

2Vh
(3D
ak (V) = A, cosh (Vz_‘/4v3) (1 + tanh (V ‘_/4‘/3))
(32)
V-V V-V
Bca (V) = —cosh( v, ) (1 — tanh( v ))
(33)
V-V V-V
Bk (V) = A cosh( Vi )(1 —tanh( Vi ))
(34)

The values of the parameters and initial conditions used
for the numerical integration and stochastic simulations are:

Vi=0mV; V, = 15mV; V3 = 10mV; V4 = 10mV;
8gCa = 4mS/cm?; gK = 8 mS/cm?; gL = 2 mS/cm?; Vk =
—70mV; Vp = —=50mV; Ve, = 100mV; C = 20

MF/sz; Ao = 01; I = 32pLA/cm2; m* =
n* =0.022314; V* = —28.346mV.

0.000466;

Appendix C: Heuristics for the central limit theorems

For the sake of clarity, consider that there is only one
type of ion channel, say potassium channel. For (V,u) €
R x {0, %, ..., 1}, the law PI(N)(V, u) of the process Xy =

(Vn,u

PNV, u) =

f(N)) satisfies
FV,way PV (V) + N1 — wag (V)

1
X |:P,(N>(V, u—i—ﬁ)—Pt(N)(V, u):| +Nu

xﬁK(w[ PNV, u— )—P}M(V,u)}

For N large a formal expansion of the right-hand side can
be obtained introduction the first and second derivatives
3PN (V, u) and 9, PN (V, 0):

FV,way PV, u) + (1 — wak (V)
—uB) 3, PV (V,u) + % (1 — wyak (V)

PNV, u) =

+up) 3 PNV u) + - -

Then one recognizes a Fokker—Planck equation: The term
(1 — u)ax (V) — up corresponds to the deterministic limit
and the term (1 — u)ak (V) 4+ up to the variance in the diffu-
sion approximation. This formal argument is made rigorous
in Pakdaman et al. (2009).
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The CLT for hitting times (point 3) is a consequence of
the CLT for the process (point 2). The proof in Pakdaman
et al. (2009) is inspired from Ethier and Kurtz (1986). We
present here a sketch. For x = (V,u) € R x [0, 1], let
¢(x) =V — V. Then ¢ (x(T'(A))) = 0 by continuity and
one shows that ~/N¢ (xy (T (A))) converges to zero. Then
introducing Xy (Tny(A)) and using the convergence of Zy
toward Z, one shows that

Ky := /N (¢ (X(T(A))) — ¢ (x(Ty(A))))
converges in law to

Vo (x(T'(A))) Z(T(A))

As Ky is asymptotic to

—Ve (X(T(A))) f (X(T(A)) VN (Ty(A) — T(A))

the variable v/ N (Tny(A) — T (A)) converges to a Gaussian
variable (since Z is a Gaussian process) with zero mean and
variance is given by (7).
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