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STIMULUS-DRIVEN TRAVELING SOLUTIONS IN CONTINUUM
NEURONAL MODELS WITH A GENERAL SMOOTH FIRING RATE

FUNCTION∗
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Abstract. We examine the existence of traveling wave solutions for a continuum neuronal net-
work modeled by integro-differential equations. First, we consider a scalar field model with a general
smooth firing rate function and a spatiotemporally varying stimulus. We prove that a traveling front
solution that is locked to the stimulus exists for a certain interval of stimulus speeds. Next, we include
a slow adaptation equation and obtain a formula, which involves a certain adjoint solution, for the
stimulus speeds that induce locked traveling pulse solutions. Further, we use singular perturbation
analysis to characterize an approximation to the adjoint solution that we compare to a numerically
computed adjoint. Numerical simulations are used to illustrate the traveling fronts and pulses that
we study and to make comparisons with our analytically computed bounds for stimulus-locked wave
behavior.
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1. Introduction. Traveling waves in neural field models have been the subject
of extensive mathematical investigation (reviewed in [9, 7]). The motive for the study
of these waves comes from numerous experiments in brain slices. Putative roles for
these waves are discussed in [10, 24]. Early work [5, 14] showed that it is possible
to evoke propagation of traveling waves in brain slices that have been treated with
drugs that block inhibition. Recently, experimentalists have become interested in the
effects of heterogeneity and stimuli on these waves. For example, certain experiments
examined the induction of traveling waves in cortical slices in which there were varying
densities of cells [21, 6]. Reflections and blocking of these waves occur, as do changes
in preferred directionality. Stimuli can have dramatic effects on waves. Xu et al. [26]
show complex effects arising in visually evoked waves in rat cortex, and more recently,
Takagaki et al. have shown that stimuli at two different locations can modulate the
resulting waves (see [23, 25]). Richardson, Schiff, and Gluckmann [22] showed that
electrical fields could be used to block, speed up, and slow down evoked waves.

Neural field models represent reductions and approximations of more “realistic”
conductance-based models with the advantage of being much easier to analyze. Re-
cently, the emergence of traveling waves, and other spatiotemporal patterns, was
shown to occur in a neural field model to which a spatiotemporally varying stim-
ulus was applied [2, 12, 13]. As in much of the work in this area, a Heaviside firing
rate function was used in these papers. This simplification allows for the derivation of
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closed form solutions to the relevant field equations and analytical stability analysis,
yet biologically, it implies that at each moment in time, cells either are firing at a
unique nonzero constant rate or are not firing at all. The objective of this work is
to study the effects of a spatiotemporally varying stimulus on a neural field model
with a more realistic, smooth firing rate function. More specifically, we impose a small
stimulus, εI(x, t), where 0 < ε � 1 and I(x, t) = I(x− ct) for some constant speed c,
and we consider for what c values the field is able to follow the stimulus, in the sense
that it supports a traveling wave solution of the same speed.

We analyze both a scalar field model and a model with adaptation. In the former
case, our results build on the work of Ermentrout and McLeod [11], who proved
the existence of monotone traveling fronts for a neural field without spatiotemporally
varying stimulation, in one of the few rigorous works in this area allowing for a general
smooth firing rate function (see also [18, 3, 19]). In the case with adaptation, we
assume that the adaptation evolves slowly relative to the population firing rate and
build on the singular perturbation construction of a traveling pulse solution done
previously by Pinto and Ermentrout in the absence of spatiotemporally dependent
applied stimulation [20].

2. Traveling fronts for a scalar field equation.

2.1. Existence. Consider a single-layer neuronal network model distributed over
the real line with a small, spatiotemporally varying stimulus applied as follows:

(2.1) ∂u(x, t)/∂t = −u(x, t) +

∫ ∞

−∞
J(x− y)F (u(y, t)) dy + εI(x, t).

Here, u(x, t) denotes the mean membrane potential of a patch of tissue at position
x and time t, J(x) denotes the distance-dependent synaptic weight function that
measures the strength of excitatory synaptic connections between neurons, F (u) de-
notes the firing rate function that depends on the membrane potential u, and εI(x, t)
denotes the small, spatiotemporally varying stimulus, where 0 < ε � 1.

We consider the existence of a traveling front for (2.1) under the hypotheses on
J, F given in [11].

(H1) The function J(x) is defined, even, nonnegative, and absolutely continuous
on R, with J ′ ∈ L1(R) and

∫∞
−∞ J(x) dx = 1.

(H2) The function F (x) is defined and continuously differentiable on [0, 1], with
F ′ > 0, F ′(0) < 1, and F ′(1) < 1. Moreover, the function F (u)−u has precisely three
zeros, at u = 0, u = a, and u = 1, with 0 < a < 1.

To start, define the moving coordinate ξ = x− ct, and assume that the stimulus
term I takes the form of a traveling front,

(2.2) I(ξ) →
{

1, ξ → −∞,
0, ξ → ∞,

and I(ξ) ∈ (0, 1) for all ξ;

relevant I(ξ) may be monotone decreasing, but assuming that this property holds
is not necessary. We seek a traveling front solution u(x − ct) = u(ξ) of (2.1) with
the same speed c as the stimulus. Note that if ε = 0, or equivalently if I ≡ 0, then
the results in [11] yield the existence of a family of monotone decreasing traveling
fronts u0(ξ) = U(ξ − θ), parametrized by θ ∈ R (corresponding to translation), with
u0(ξ) → 1 as ξ → −∞ and u0(ξ) → 0 as ξ → ∞ for a special speed c = c0. We assume
that
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(H3)
∫ 1

0 (F (u) − u) du �= 0 such that c0 �= 0. The work in [11] can be used to
establish the following result.

Proposition 2.1. For the solution u0 of (2.1) with ε = 0, u′
0(ξ) ∈ L2(R).

Proof. F and u0 satisfy the equation ([11, p. 465])

−c0

∫ ∞

−∞
(u′

0)
2F ′(u0) dξ =

∫ 1

0

{−u0 + F (u0)} du0,

so
∫∞
−∞(u′

0)
2F ′(u0) dξ takes a nonzero finite value, say i0, by (H3). Moreover, by (H2),

F ′ is strictly positive and continuous on [0, 1] such that it has a positive lower bound;
call it m. Thus, i0 > 0 and

∫∞
−∞(u′

0)
2 dξ ≤ i0/m < ∞, as desired.

To find traveling front solutions in the presence of the stimulus term I(ξ), we
rewrite (2.1) in a moving frame, up to first order in ε, as

(2.3) −(c0 + εc1)du/dξ = −u+ J(ξ) ∗ F (u(ξ)) + εI(ξ),

where c = c0 + εc1 +O(ε2) and u = u0 + εu1 +O(ε2). The following theorem charac-
terizes traveling front solutions to (2.3).

Theorem 2.2. Let u0 denote the nontrivial traveling front solution to (2.1), with
ε = 0, and let c0 be the corresponding wave speed. There is a unique nontrivial function
u∗ ∈ L2(R) that satisfies the adjoint equation

(2.4) L∗u∗ := (c0d/dξ + 1)u∗ − F ′(u0(ξ))(J(ξ) ∗ u∗(ξ)) = 0

together with the normalization condition∫ ∞

−∞
u∗(ξ)u′

0(ξ) dξ = 1.

Moreover, (2.3) has a solution u0(ξ) + εu1(ξ), with

(2.5) u1(ξ) →
{

0, ξ → ∞,

(1− F ′(1))−1 ∈ (1,∞), ξ → −∞,

if and only if c1 ∈ [0, C), where

(2.6) 0 < C := sup
θ∈R

(
−
∫ ∞

−∞
u∗(ξ − θ)I(ξ) dξ

)
≤ C̄ := −

∫ ∞

−∞
u∗(ξ) dξ.

Proof. At lowest order in ε, (2.3) is satisfied by u0(ξ − θ) for any choice of θ. At
first order, for fixed θ ∈ R, the equation for u1 becomes

(2.7) −c0u1ξ(ξ) + u1(ξ) − J(ξ) ∗ [F ′(u0(ξ − θ))u1(ξ)] = c1u0ξ(ξ − θ) + I(ξ).

Rewrite the left-hand side of (2.7) as Lu1 for L : L2(R) → L2(R). The operator L
has u′

0(ξ − θ) < 0 in its null space, based on differentiation with respect to ξ of the
equation satisfied by u0 and application of Proposition 2.1. Hence, by the Fredholm
alternative, there exists u∗(ξ − θ), a nontrivial solution to the corresponding adjoint
equation, L∗u = 0, satisfying u∗ ∈ L2(R).

Assuming that the solution u∗ is sign-definite, it can be normalized such that

(2.8)

∫ ∞

−∞
u∗(ξ)u′

0(ξ) dξ = 1,
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and (2.7) has a solution if and only if

(2.9) 〈u∗(ξ − θ), c1u0ξ(ξ − θ) + I(ξ)〉 = 0.

Condition (2.9) is equivalent, based on the normalization (2.8) and the fact that u0(ξ)
is monotone decreasing, to the condition

(2.10) c1 = −
∫ ∞

−∞
u∗(ξ − θ)I(ξ) dξ ≡ S(θ) > 0.

Thus, we expect to obtain a band of solutions, corresponding to c1 values between
the minimum and maximum values of S(θ). Based on the behavior of I(ξ) assumed
in (2.2), these values are 0 and C ∈ (0, C̄], as given in (2.6), respectively.

It remains to derive the adjoint equation (2.4) and to conclude that u∗ is indeed
sign-definite. If we write out the first order equation (2.7) in more detail, we see that

〈Lu, v〉 =
∫ ∞

−∞
[(−c0d/dξ+1)u(ξ)]v(ξ) dξ−

∫ ∞

−∞
v(ξ)

∫ ∞

−∞
J(ξ−η)F ′(u0(η−θ))u(η) dη dξ.

If we apply integration by parts to the first integral and rewrite the second by Fubini’s
theorem, then we obtain

〈Lu, v〉 =
∫ ∞

−∞
[(c0d/dξ +1)v(ξ)]u(ξ) dξ −

∫ ∞

−∞
u(η)

[
F ′(u0(η − θ))

∫ ∞

−∞
J(ξ − η)v(ξ) dξ

]
dη.

Hence, the relevant adjoint equation is

L∗
θu

∗ := (c0d/dξ + 1)u∗ − F ′(u0(ξ − θ))(J(ξ) ∗ u∗(ξ)) = 0.

Theorem 4.3 of [11] implies that for any fixed θ ∈ R, this equation has a solution that is
unique, up to multiplication by a nonzero constant, and is sign-definite, which justifies
the normalization (2.8). Finally, (2.5) follows from taking ξ → ±∞ in (2.7) and noting
that u1ξ(±∞) = u0ξ(±∞) = u0(∞) = I(∞) = 0, u0(−∞) = 1, I(−∞) = 1, and
F ′(1) < 1.

Remark 2.3. Note that since u∗ is sign-definite, the sign of c1 is determined by
the sign of the stimulus I. If I is replaced by −I, then the sign of c1 switches, but
its magnitude remains unchanged. Thus, the theory shows that application of small
stimuli can speed up or slow down traveling fronts by equal amounts. We shall see
that this is not the case when adaptation is included in the model in the next section.

In the next three subsections, we complement our analysis with some specific
examples. In subsection 2.2, we consider the special case of a Heaviside firing rate
function that, although it is not smooth, allows us to analytically compute the ad-
joint solution and thus to estimate the possible wave speeds as given by (2.10). Next,
in subsection 2.3, we illustrate stimulus-locked front solutions of the original integral
equation (2.1), computed numerically using a smooth firing rate function for appro-
priate stimulus wave speeds. Then, in subsection 2.4, we consider a special weight
function that allows us to numerically approximate the bounds for possible stimulus-
locked wave speeds given by (2.10) and compare them to the results obtained from
direct simulations of (2.1).

2.2. A special case: Comparison to previous results. Although it does
not have a derivative with a positive bound for u ∈ [0, 1], we formally consider the
special case of a Heaviside firing rate, F (u) = H(u− σ) for a threshold σ ∈ (0, 1), so
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that we can compare Theorem 2.2 to previous results [13]. Without loss of generality,
assume that u0(0) = σ; that is, θ = 0. In this case, the adjoint equation (2.4) formally
becomes

(2.11) c0w
′ + w = δ(u0(ξ)− σ)

∫ ∞

−∞
J(ξ − η)w(η) dη.

To solve (2.11) for w(ξ), use the integrating factor eξ/c0 and integrate to obtain

(2.12) w(ξ)eξ/c0 =
1

c0

∫ ξ

−∞
eζ/c0δ(u0(ζ) − σ)

∫ ∞

−∞
J(ζ − η)w(η) dη dζ.

Since ζ ∈ (−∞, ξ), it follows that δ(u0(ζ) − σ) ≡ 0 for ξ < 0. Using this observation
and switching the order of integration in (2.12) yields, for ξ > 0,

(2.13) w(ξ)eξ/c0 =
1

c0

∫ ∞

0

J(η)w(η)

|u′
0(0)|

dη ≡ B,

where B is a constant. That is, w(ξ) = BH(ξ)e−ξ/c0 for some constant B, where H
as usual denotes the Heaviside step function.

To check the consistency of this solution, assume ξ > 0 and substitute it into both
sides of (2.13) to obtain

(2.14) B =
B

c0

∫ ∞

0

J(η)e−η/c0

|u′
0(0)|

dη.

For consistency, the right-hand side of (2.14) should equal B. This is indeed the case
for the choice J(x) = e−|x|/2 since, using the corresponding calculation

(2.15) u′
0(ξ) = −e−ξ/(2(1 + c0))

from [11] or [13] evaluated at ξ = 0, we have

B

c0

∫ ∞

0

J(η)e−η/c0

|u′
0(0)|

dη =
2B(1 + c0)

c0

∫ ∞

0

1

2
e−ηe−η/c0 dη =

B(1 + c0)

c0(1 +
1
c0
)
= B,

as desired. Note that this solution of (2.4), applied for arbitrary θ, yields

(2.16) w(ξ − θ) = BH(ξ − θ)e−(ξ−θ)/c0 .

Now, to compute B, we use the normalization equation (2.8), with u∗ = w from
(2.16) and u′

0(ξ) from (2.15), to obtain

1 = B

∫ ∞

0

e−ξ/c0u′
0(ξ) dξ = −B

∫ ∞

0

e−ξ/c0
e−ξ

2(c0 + 1)
dξ.

After some calculation, we find B = −2(1 + c0)(
1
c0

+ 1).
Finally, the speed term c1 is given by (2.10). To compare to the speed obtained

previously for a stimulus with O(ε) amplitude [13], take I(ξ) = I0H(−ξ). Note that
the lower bound for c1 is 0, obtained from (2.10) for θ > 0. For θ < 0, (2.10) becomes

(2.17)
c1 =

∫∞
−∞ 2(1 + c0)(

1
c0

+ 1)H(ξ − θ)e−(ξ−θ)/c0I0H(−ξ) dξ

= 2I0(1 + c0)(
1
c0

+ 1)
∫ 0

θ e−(ξ−θ)/c0 dξ.
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Using the fact that c0 = (1− 2σ)/(2σ) from [11], evaluation of this integral and some
algebra yield

(2.18) c1 =
I0(1− eθ/c0)

2σ2
.

Thus, the upper bound for c1 is I0
2σ2 , which is approached as θ → −∞. According

to [13], the right boundary of the existence region in the (c, I0)-plane is given by
c = 1

2(σ−εI0)
− 1. Note that this speed is approached as ξ0 → −∞. Rewriting this

expression for c as c0 + εc1 with c0 = 1
2σ − 1 and solving for c1 results in

(2.19) c1 =
I0

2σ(σ − εI0)
=

I0
2σ2

+O(ε).

Consequently, our existence regions agree within O(ε) to those of [13]; that is, for
both techniques, c ∈ [c0 = 1

2σ − 1, c0 + ε( I0
2σ2 + g(σ, I0, ε))), where g(σ, I0, ε) = O(ε)

and 0 < σ ≤ 1/2.

2.3. Numerical simulations of the front. In this subsection, we present typ-
ical numerical simulations of (2.1). These results show examples of the successful
propagation of traveling fronts that track moving stimuli as well as examples of fail-
ures to track. Of course, it is not possible to simulate (2.1) on the whole real line
in space or time. For each example, we consider the domain x ∈ [−1, 1] with even
boundary conditions, and we choose a stimulus function I(ξ) and a relevant initial
condition u(x, 0) for x ∈ [−1, 1]. In some cases, we assume that the stimulus function
I(ξ) is the Heaviside step function H(−ξ − b) for some choice of b ∈ (0, 1) and c > 0,
with ξ = x− ct, such that (2.2) is satisfied. To approximate the arrival of a traveling
front solution of (2.1) to a particular interval of x values within a larger (e.g., infinite)
spatial domain, we simulate with initial conditions u(x, 0) > 0 for x near −1 and
u(x, 0) = 0 for all other x ∈ [−1, 1]. We predict that, for this initial configuration
with stimulus εI(ξ) applied for small ε > 0, we will observe activity propagating in
the direction of increasing x with speed c, the speed of the stimulus, if and only if c
is sufficiently close to the interval [c0, c0 + εC), where C is given by (2.6). Similarly,
we also consider stimuli −εI(ξ) = −εH(−ξ − b) to follow up on Remark 2.3, and we
expect to observe propagation on (c0 − εC, c0] in this case.

For our simulations, we use F (u) = 1/(1 + exp(−20u + 5)) and J(x) =
10 exp(−20|x|) and normalize the natural, unstimulated wave speed to c0 = 1. Con-
sider first a simulation in which we start with u activated in the leftmost 5% of the
domain by using initial conditions u(x, 0) = 0.9H(−x − 0.9) and with the front of
the stimulus, which will move with speed c, slightly ahead of the activated region,
choosing b = 0.8 such that I(x, 0) = H(−x− 0.8). We find that for a stimulus magni-
tude of ε = 0.01, the interval of speeds for which stimulus-locked traveling fronts exist
is roughly c ∈ [1, 1.2). For a stimulus speed of c = 1.1, for example, the front that
is initiated by the initial conditions succeeds in tracking closely behind the stimulus
and propagating from left to right with the same speed as the stimulus front. This is
illustrated in Figure 1(a), where we plot u(x, t)+10εI(x, t) to show the close tracking
of the wave front to the stimulus front. With all the same conditions and a faster
stimulus speed of c = 1.3, the simulated wave front fails to keep up with the faster
stimulus front, falling farther and farther behind as seen in Figure 1(b).

Next, we consider the case of a negative (inhibitory) stimulus of the same mag-
nitude. That is, we replace εI(x, t) with −εI(x, t) and keep all other conditions the
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same, and we find that the existence interval for stimulus-locked traveling fronts is
roughly c ∈ [0.8, 1). This is consistent with our analysis that shows that two stimuli
of the same magnitude but opposite sign can speed up or slow down traveling fronts
by the same amount (see Remark 2.3). A successful stimulus-locked traveling front is
shown in Figure 1(c) for c = 0.9; whereas a failure to track is shown in Figure 1(d)

(a) c=1.1 (b) c=1.3

(c) c=0.9 (d) c=0.7

Fig. 1. Stimulus-locked traveling fronts. (a), (c) Successful and (b), (d) failed propagation with
(a), (b) εI(x, t) = 0.01H(−(x− ct)− 0.8) and (c), (d) εI(x, t) = −0.01H(−(x− ct)− 0.8). For these
simulations, F (u) = 1/(1 + exp(−20u + 5)) and J(x) = 10 exp(−20|x|).
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with c = 0.7, where u(x, t) − 10εI(x, t) is plotted in each case to show the relation
of the traveling front to the stimulus front. We note that the successful, stimulus-
locked fronts in Figure 1(a) and (c) correspond to the analytically computed traveling
fronts. However, the frontlike solutions in Figure 1(b) and (d) that do not lock to
the stimulus do not represent true traveling wave solutions on the entire real line but
rather provide evidence that traveling wave solutions do not exist for those values of
c outside of the existence interval.

Remark 2.4. The particular interval of speeds c for which stimulus-induced wave
propagation succeeds depends on the form of I(ξ), in addition to its amplitude, as
indicated in (2.6). For example, suppose we replace the Heaviside stimulus with a
monotone increasing sigmoidal stimulus I(ξ) = 1/(1 + exp((−ξ − b)/ρ)), ρ > 0. Suc-
cessful stimulus tracking occurs on progressively larger intervals of c as ρ increases.
Tracking does not seem to be particularly sensitive to the precise value selected for b.

Remark 2.5. We have investigated the effect of varying the sigmoidal firing rate
function of the form F (u) = 1/(1+exp(−Au+B)). Our simulations focus on firing rate
functions consistent with hypothesis (H2) from subsection 2.1 of our analysis. Namely,
we focus on choices of A and B such that F (u)−u has zeros near 0 and 1 and at a where
0 < a < 0.5. The baseline case shown in Figure 1(a)–(d) has A = 20, B = 5, a ≈ 0.17,
and c0 ≈ 1.3, with successful tracking for the given positive and negative stimuli to
within about 10% of the normalized natural wave speed. For different choices of A,B
such that 0 < a < 0.5 (e.g., A = 10, B = 4, a ≈ 0.33, c0 ≈ 0.44; A = 40, B =
10, a ≈ 0.22, c0 ≈ 1.05; A = 7, B = 3, a ≈ 0.32, c0 ≈ 0.47), we find that successful
tracking occurs to within about 10% of the normalized natural wave speed as in the
baseline case. Thus, it appears that varying the shape of the sigmoidal firing rate
function changes the absolute range of speeds for which stimulus-locked fronts exist,
but the relative range of possible speeds remains approximately the same. For choices
of A,B such that F (u)−u has no zeros (e.g., A=10, B=6), no natural waves exist, but
stimuli of very large amplitude (e.g., 0.3) are able to induce stimulus-locked fronts.
An analysis of this scenario is beyond the scope of this paper since we are interested
in relatively weak stimuli that harness the natural wave-generating capability of the
medium rather than imposing a wave on the medium through application of a large
stimulus.

2.4. Numerical approximations of the front speed. In this subsection,
we use (2.10) and a numerical computation of the adjoint to approximate possible
stimulus-locked front speeds. We consider the special weight function

(2.20) J(x) =
1

2
e−|x|,

as this will enable us to reduce the computation of the front and the adjoint to an
ODE shooting problem. We recall that the integral equation for the natural wave
((2.3) with ε = 0) is

(2.21) −c0u
′ = −u+

∫ ∞

−∞
J(ξ − η)F (u(η)) dη,

and, given u(ξ), the corresponding adjoint equation is

c0(u
∗)′ = −u∗ + F ′(u(ξ))

∫ ∞

−∞
J(ξ − η)u∗(η) dη.
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We let

w(ξ) =

∫ ∞

−∞
J(ξ − η)F (u(η)) dη = J ∗ F (u)

such that application of the Fourier transform yields ŵ(k) = [F̂ (u)](k)/(1 + k2). In
this case, [F̂ (u)](k) = (1 + k2)ŵ(k) such that inversion of the Fourier transform gives
w − w′′ = F (u). Thus, establishing the existence of an unstimulated front is reduced
to solving

−c0u
′ = −u+ w,

w′ = z,(2.22)

z′ = w − F (u),

and finding a heteroclinic orbit from (u,w, z) ≈ (1, 1, 0) to (u,w, z) ≈ (0, 0, 0). We
solve this equation numerically via shooting, taking advantage of the one-dimensional
stable manifold at (u,w, z) ≈ (0, 0, 0).

Similarly, we let

p(ξ) =

∫ ∞

−∞
J(ξ − η)u∗(η) dη

to obtain an ODE for the adjoint

c(u∗)′ = −u∗ + F ′(u(ξ))p,
p′ = r,(2.23)

r′ = p− u∗.

The adjoint solution we seek corresponds to a homoclinic solution asymptotic to
(u∗, p, r) = (0, 0, 0) that satisfies the normalization condition

∫∞
−∞ u′(ξ)u∗(ξ) dξ = 1,

which we obtain through a proper choice of initial conditions for (2.23). For specific
simulations, we use F (u) = 1/(1+exp(−20u+5)). With these parameters, integration
of the discretized integral equation (2.21) yields c0 = 1.29158 while the shooting
method gives us c0 = 1.2941. We display the solutions u(ξ), u′(ξ), and u∗(ξ) from
(2.22) and (2.23) in Figure 2(A).

With this calculation of u∗(ξ), we can compute the range of values of c such that
we can lock to the stimulus, I(ξ). Recall that c = c0 + εc1 is, up to O(ε), the velocity
of the stimulus, with tracking predicted for c1 = − ∫∞

−∞ u∗(ξ − θ)I(ξ)dξ := S(θ) for
some θ. For the step-function stimulus, I(ξ) = H(−ξ), we compute S(θ) and illustrate
it in Figure 2(B). From the figure, it can be seen that there is an upper bound to
the velocity that can be followed, and that with positive stimuli only, velocities faster
than c0 can be followed. Furthermore, since S is effectively nonzero only when θ > 0,
this means that the front will always lag the stimulus by some amount.

In Figure 2(C) and (D), we show the results of a simulation of the full integral
equation (as in subsection 2.3) with a stimulus of amplitude I0 = 0.01 moving at
velocities of c = c0 + Δc with Δc plotted along the x-axis. Figure 2(C) shows that
the time difference (lag) Δt between the stimulus front and the wave front is an
increasing function of Δc, consistent with Figure 2(B). The two curves correspond to
two different spatial locations. The fact that there is not perfect overlap is likely due
to the slow speed of convergence of the wave to the stimulus (which should be O(1/ε)).
We can also quantitatively compare the simulation results in Figure 2(C) with the
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Fig. 2. (A) Numerical simulations of u(ξ), u′(ξ), and u∗(ξ) from (2.22)–(2.23). (B) Numerical
calculation of S(θ) using u∗(ξ) from (A) and (2.10). (C) Plots of time difference (lag) Δt between
the stimulus front and the wave front versus Δc at two different spatial locations. (D) Plots of the
velocities of the front (vf ) and stimulus (vs) versus Δc, suggesting that stimulus-locking behavior
will occur with the bounds of Δc = 0 and Δc ≈ 0.15.

results from Figure 2(B). For example, if we take Δc = 0.05, then since the magnitude
of the stimulus is 0.01, this corresponds to c1 = 5. We read from Figure 2(B) that
S(θ) = 5 for θ ≈ 1.5. Since the natural wave velocity is approximately 1.3, we would
expect a time difference between the leading edge of the stimulus and the front to be
about 1.5/1.3 = 1.15; whereas Figure 2(C) gives a similar value of about 1.2–1.3.

In Figure 2(D) we plot the velocities of the front (vf ) and stimulus (vs) versus
Δc to explore the limits of the stimulus-locking behavior. It is difficult to determine
precisely the limits of locking behavior from Figure 2(D), but we estimate, based on
where the curves start to become nonparallel, that the wave can be followed up to
about Δc = 0.15, which is consistent with the simulations shown in Figure 1. Since the
maximum of S(θ) from Figure 2(B) is about 13 and I0 = 0.01, our analysis yields an
estimate of 0.13 as the upper bound on speeds that can be followed. We might get even
better estimates for smaller I0; however, the comparison would become very difficult
in that case, since the small values of Δc would take very long spatial distances to
resolve.

3. Traveling pulses with slow adaptation. We now include a slow adap-
tation equation in the neural field model under consideration and seek to extend an
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earlier singular perturbation construction of a pulse solution [20] to allow for the inclu-
sion of a small, spatiotemporally pulsatile stimulus. Unlike the analysis in subsection
2.1, our approach here is not fully rigorous. In particular, we do not have sufficient
information about the derivative of the pulse solution to draw rigorous conclusions
about the existence and uniqueness of a solution to a relevant adjoint equation. We
will nonetheless proceed formally to derive a formula for the stimulus speeds for which
traveling pulses are predicted to exist. Furthermore, for numerical experimentation
and more precise estimation of the stimulus speeds that can be tracked, we will con-
sider solutions with the particular weight function J(x) = 1

2e
−|x| and approximate

the homoclinic solution corresponding to the pulse solution with a large amplitude
periodic solution.

With adaptation, the model equations that we consider become

(3.1)
∂u(x, t)/∂t = −u(x, t) +

∫∞
−∞ J(x− y)F (u(y, t)) dy − q(x, t) + εIa(x, t),

∂q(x, t)/∂t = κ(−βq(x, t) + u(x, t)),

where 0 < κ � 1, 0 < ε � 1, and q(x, t) represents a negative feedback recovery
mechanism such as spike frequency adaptation. We introduce the moving coordinate
ξ = x − ct and assume a pulsatile stimulus with Ia(x, t) = Ia(ξ) → 0 as ξ → ±∞.
We seek traveling pulse solutions that are locked to the stimulus. Using our earlier
notation for convolutions, traveling pulse solutions to (3.1) satisfy

(3.2)
−cu′(ξ) = −u(ξ) + J ∗ F (u(ξ))− q(ξ) + εIa(ξ),

−cq′(ξ) = κ(u(ξ)− βq(ξ)),

together with the boundary conditions (u, q)(ξ) → 0 as ξ → ±∞.

3.1. Fredholm alternative gives expression for relevant wave speeds.
Write c = c0+εc1, u = u0+εu1, q = q0+εq1 to leading order in the small parameter
ε, with

(3.3) u1, q1 → 0 as ξ → ±∞.

With this notation, system (3.2) becomes

(3.4)
−(c0 + εc1)(u0ξ + εu1ξ) = −(u0 + εu1) + J ∗ F (u0 + εu1)− (q0 + εq1) + εIa,

−(c0 + εc1)(q0ξ + εq1ξ) = κ[(u0 + εu1)− β(q0 + εq1)].

We take as a given the existence of a pulse (u0(ξ), q0(ξ)) in the unstimulated case
with ε = 0, as was shown analytically to exist in the κ ↓ 0 singular limit in [20], and
we solve for the O(ε) correction terms introduced by the stimulus. At O(ε), we find

(3.5)
−c1u0ξ − c0u1ξ = −u1 + J ∗ F ′(u0)u1 − q1 + Ia,

−(c1q0ξ + c0q1ξ) = κ(u1 − βq1).

Rewrite (3.5) as

(3.6)

La

(
u1

q1

)
:=

( −c0u
′
1 + u1 − J(ξ) ∗ F ′(u0)u1 + q1
−c0q

′
1 − κu1 + κβq1

)
=

(
c1u

′
0 + Ia
c1q

′
0

)

=

(
Ia
0

)
+ c1

(
u′
0

q′0

)
.
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Let (u∗(ξ − θ), q∗(ξ − θ)) denote any solution to the adjoint equation L∗
a

(
u∗

q∗
)
= 0,

parametrized by θ ∈ R, corresponding to translation invariance of traveling wave
solutions of (3.1). According to the Fredholm alternative, system (3.6) has a nontrivial
solution if and only if for some such (u∗, q∗),

(3.7)

∫ ∞

−∞
c1(u

′
0(ξ− θ)u∗(ξ− θ) + q′0(ξ− θ)q∗(ξ− θ))dξ +

∫ ∞

−∞
Ia(ξ)u

∗(ξ− θ)dξ = 0.

Normalizing such that

(3.8)

∫ ∞

−∞
(u′

0(ξ − θ)u∗(ξ − θ) + q′0(ξ − θ)q∗(ξ − θ))dξ = 1

yields the result that traveling pulses exist for speeds c = c0 + εc1 +O(ε2), where

(3.9) c1 = −
∫ ∞

−∞
u∗(ξ − θ)Ia(ξ)dξ ≡ S(θ).

Thus, we expect to obtain a band of solutions, corresponding to c1 values between
the minimum and maximum values of S(θ), i.e., for c1 ∈ [Cm, CM ], where

(3.10)

Cm := inf
θ∈R

(
−
∫ ∞

−∞
u∗(ξ − θ)Ia(ξ) dξ

)
< c1 < sup

θ∈R

(
−
∫ ∞

−∞
u∗(ξ − θ)Ia(ξ) dξ

)
:= CM .

Remark 3.1. In subsection 3.2, we approximate the traveling pulse by a singular
periodic orbit consisting of segments along a slow manifold and fast jumps between
these segments. The adjoint solution corresponding to this periodic orbit is unique up
to constant multiplication, suggesting that the nontrivial solution (u∗, q∗) of L∗

a

(
u∗
q∗
)
=

0, appearing in (3.8) and (3.9), is unique as well.
Remark 3.2. Our subsequent calculations, in subsection 3.2, and numerical sim-

ulations, in subsection 3.3, illustrate that u∗ need not be sign-definite, unlike the case
of traveling fronts without adaptation. Hence, in the presence of a particular stimulus,
waves may exist for an interval of speeds that is not symmetric about the unstimulated
speed c0. Moreover, (3.9) and (3.10) suggest that when a stimulus is replaced with
one of opposite sign but equal amplitude, the existence interval for stimulus-locked
pulses can be obtained by a reflection about the natural wave speed. For example, an
existence interval of the form (c0 − a, c0 + b) with a, b > 0 for a stimulus εIa suggests
an existence interval of the form (c0 − b, c0 + a) for a stimulus −εIa.

3.2. Behavior of the solution to the adjoint equation. To gain more infor-
mation about our estimate of c1, given by (3.9), we seek to characterize the behavior
of nontrivial solutions (u∗, q∗) to the adjoint equation corresponding to (3.6). To do
so, it is convenient to approximate the traveling pulse solution by a periodic orbit
of large period so that we can use certain theoretical results obtained for adjoint
solutions to such periodic solutions. Previous work has established that the singular
perturbation construction of traveling pulses to a reaction-diffusion analogue of (3.1)
on the real line, in the absence of stimulation, generalizes directly to give the existence
of a periodic solution on a finite spatial domain with periodic boundary conditions
[4]. Indeed, the argument for the existence of traveling pulses in [20] shows how to
generalize the construction in [4] to the unstimulated form of (3.1), and the extension
to the periodic case follows immediately.
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Let w = J ∗ F (u), the convolution term from system (3.1). As in subsection 2.4,
we will consider the special case of

(3.11) J(x) =
1

2
e−|x|

such that application of the Fourier transform yields ŵ(k) = [F̂ (u)](k)/(1 + k2).
Recall that this case gives [F̂ (u)](k) = (1+ k2)ŵ(k) such that inversion of the Fourier
transform yields F (u) = w − w′′ for ′ = d/dξ. With this notation in place, traveling
pulse solutions to the unstimulated form of (3.1), namely, solutions to (3.2) with ε = 0,
correspond to homoclinic solutions of

(3.12)

−cu′ = −u+ w − q,

−cq′ = κ(u− βq),

w′ = z,

z′ = w − F (u),

with 0 < κ � 1. We seek periodic solutions of this system that approximate the
homoclinic solution. An example of such a solution, computed numerically and pro-
jected into (u, q)-space, is shown in Figure 3(a). To find this periodic orbit, we used
shooting with time reversed, because the spectrum of the linearization of the system
features three positive eigenvalues and one negative eigenvalue in forward time. These
become one positive and three negative eigenvalues in reversed time, rendering the
shooting problem more tractable. Two additional periodic orbits, computed similarly
but with longer periods, are shown in Figure 3(b). Note that these orbits extend closer
to the projection of the critical point of (3.12) with increasing period, supporting the
validity of the periodic approximation to the homoclinic solution.

To move forward analytically, we will use the fast subsystem defined from (3.12)
by setting κ = 0, which consists of the u,w, z equations from (3.12) together with
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Fig. 3. Numerically estimated periodic solutions of (3.12), projected to the (u, q)-plane. (a)
Periodic solution (solid), slow manifold S (dashed), and graph of (u, F (u)) (dash-dotted). Here,
c = 0.38, κ = 0.02, β = 0.25, F (u) = 1/(1 + exp(−20u + 5)). The flow along the periodic orbit with
respect to ξ or ζ is clockwise. (b) Periodic orbits of higher periods approach closer to the projection
of the critical point of (3.12), with u ≈ 0.06 and q ≈ 0.024, as marked with an asterisk.
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q′ = 0 such that q is constant. We will also use the slow formulation of system (3.12),
given by

(3.13)

−cκu̇ = −u+ w − q,

−cq̇ = u− βq,

κẇ = z,

κż = w − F (u),

where differentiation is with respect to ζ = κξ. The singular slow flow for this system
is given by setting κ = 0 in (3.13) to obtain

(3.14) −cq̇ = u− βq.

This flow is relevant on the slow manifold S defined by u−w+q = 0, z = 0, w = F (u)
or, equivalently, {(u, q, w, z) : z = 0, q = F (u) − u}, in the κ → 0 limit. Projected to
(u, q)-space, S takes the form of the dashed curve shown in Figure 3(a). Note that
the flow along the periodic with respect to ξ or ζ is clockwise, given that d/dζ =
(−1/cκ)(d/dt), if we consider the case c > 0.

Before we proceed further, we make two important observations. First, note that
the adjoint system to (3.12), reordered to put the slow q equation last, is

(3.15) (x∗)′ = M∗x∗,

where x∗ = [u∗ w∗ z∗ q∗]T and

(3.16) M∗ =

⎡
⎢⎢⎣

−1/c 0 F ′(u) κ/c
1/c 0 −1 0
0 −1 0 0

−1/c 0 0 −βκ/c

⎤
⎥⎥⎦ .

If we instead directly consider the equation La

(
u
q

)
= 0, with La from (3.6), then the

corresponding adjoint equations are

(u∗)′ = (F ′(u)J ∗ u∗ − u∗ + κq∗)/c,

(q∗)′ = (−u∗ − κβq∗)/c.

Now, let z∗ = (J ∗ u∗)/c. Using the form of J given in (3.11), the Fourier trans-
form yields û∗(k) = c(1 + k2)ẑ∗(k) such that u∗/c = z∗ − (z∗)′′. Finally, if we set
w∗ = −(z∗)′, then we recover the adjoint system (3.15) and (3.16). Thus, the (u∗, q∗)
components to solutions to the adjoint equations for system (3.12) satisfy the adjoint

equation L∗
a

(
u∗

q∗
)
= 0 that is relevant for speed estimation through (3.8) and (3.9) and

vice versa.
By construction, solutions of (3.2) with ε = 0 satisfy system (3.12). The second

observation that we make here is that all solutions to (3.12) also satisfy (3.2) with ε =
0. This can be seen by direct solution of the equation w′′−w = −F (u) with variation
of parameters. Indeed, when done on the real line, for example, this calculation yields
w(ξ) = 1

2

∫∞
−∞ F (u(ξ))e−|η−ξ| dη = J ∗ F (u), as desired.

Next, we would like to apply Theorem A.1 from [15] to characterize the limit
to which the solution (u∗(ζ), q∗(ζ), w∗(ζ), z∗(ζ)) to the adjoint equations (3.15) and
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(3.16), expressed with respect to the slow time ζ = κξ, tends as the singular pertur-
bation parameter κ ↓ 0. As it is stated, this theorem applies to a relaxation oscillation
solution that, in the singular limit, makes fast jumps from the knees of an underlying
cubic-shaped slow manifold. The theorem provides explicit formulas for the jumps
in the components of the adjoint solution that occur when the underlying relaxation
oscillation jumps up and down. These formulas depend on the direction tangent to
which the jumps originate. This direction is given by a left eigenvector of the Jacobian
matrix of a fast subsystem, corresponding to the eigenvalue λ = 0 that exists precisely
at the knees. In our notation, the knees are those points on S such that F ′(u) = 1.
However, since we consider a traveling pulse solution, the relevant jumps do not occur
where F ′(u) = 1. Nonetheless, we can easily generalize the theorem and its formulas
by picking out the tangent eigenvector to the jump directions. Further details of the
relevant calculations are given in the appendix.

Let u = gα(q) denote the solutions to q = F (u)− u on the left branch of S, with
α = L, and on the right branch of S, with α = R. Implicit differentiation on S yields

(3.17) 1 = (F ′(gα(q))− 1)g′α(q).

On S, the slow flow (3.14) becomes

q̇ = (βq − gα(q))/c.

Moreover, from the slow formulation of (3.15) and (3.16) in the κ → 0 limit and
equation (3.17), it follows that the corresponding slow adjoint equation is

(3.18) q̇∗ = −(β/c)q∗ + (1/c)g′α(q)q
∗,

with corresponding normalization condition [15]

(3.19) q∗(βq − gα(q))/c = 1.

Assume that a periodic orbit of system (3.13) has period ζp, let ζ1 < ζ2 ∈ (0, ζp)
denote the two jump times associated with the orbit, and suppose that each jump takes
off from a point aj and lands at a point bj . For any function f , let f(ζ−j ) = limζ↑ζj f(ζ)
and f(ζ+j ) = limζ↓ζj f(ζ). The generalization of Theorem A.1 of [15] implies (see the
appendix) that

(3.20) q∗(ζ+j ) = q∗(ζ−j )− c

(
G(bj)−G(aj)

G(aj)G(bj)

)
, j = 1, 2,

where G(x) = (βq − gα(q))|(u,q,w,z)=x. Moreover,

(3.21)⎡
⎣ u∗

w∗

z∗

⎤
⎦(ζ) =

⎡
⎣ 1/(1− F ′(u))

0
1/(c(1− F ′(u)))

⎤
⎦ q∗(ζ) +

⎡
⎣ c2

cλ/(1− λ2)
c/(1− λ2)

⎤
⎦(

G(bj)−G(aj)

G(aj)G(bj)

)
δ(ζ − ζj),

where λ is a certain eigenvalue of the Jacobian matrix of the fast subsystem of (3.12).
Since we are not concerned with the jumps in w∗, z∗, we do not give an explicit
formula for λ. Importantly, our original hypothesis that F ′ > 0, within (H2), implies
that λ �= 1; see the appendix for further details.

Remark 3.3. A transversality assumption is made in Theorem A.1 of [15] that
here amounts to λ �= 1. In fact, we shall see in the appendix that λ �= 1 is guaranteed
by our assumption that F ′(u) �= 0.
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At the jump up of the periodic solution,

(3.22)
G(b1)−G(a1)

G(a1)G(b1)
=

gL(q(ζ1))− gR(q(ζ1))

(βq(ζ1)− gL(q(ζ1)))(βq(ζ1)− gR(q(ζ1)))
> 0,

which yields q∗(ζ+1 ) < q∗(ζ−1 ) from (3.20). At the jump down,

(3.23)
G(b2)−G(a2)

G(a2)G(b2)
=

gR(q(ζ2))− gL(q(ζ2))

(βq(ζ2)− gR(q(ζ2)))(βq(ζ2)− gL(q(ζ2)))
< 0,

which yields q∗(ζ+2 ) > q∗(ζ−2 ). Between these jumps, q∗ experiences an exponential
ζ-dependence, as specified by (3.18). The magnitudes and signs of the jumps in u∗,
namely, u∗(ζ+i ) − u∗(ζ−i ) for i = 1, 2, will depend on the comparison of F ′(u(ζ+i ))
with F ′(u(ζ−i )), as specified in (3.21). Interestingly, it can also be seen from (3.21),
(3.22), and (3.23) that in the singular limit, the signs of the δ-function excursions of
u∗ at the two jumps will be in opposite directions to each other, and each will be in
the opposite direction to the corresponding jump of q∗.

We can get additional insight from the periodic orbit shown in Figure 3(a). In this
example, the take-offs and landings of both jumps occur from points where F ′(u) ≈ 0.
Hence, we expect that each jump in u∗ will be of a very similar magnitude to that in
q∗, since (3.21) implies that

u∗(ζ+i )− u∗(ζ−i ) =

(
1

1− F ′(u(ζ+i ))

)
q∗(ζ+i )

−
(

1

1− F ′(u(ζ−i ))

)
q∗(ζ−i ) ≈ q∗(ζ+i )− q∗(ζ−i ).(3.24)

More precisely, note (see also Figure 4) that for each jump, the landing point is closer
to a knee of S than is the corresponding take-off point. We thus have F ′(u(ζ+i )) >
F ′(u(ζ−i )) for each i. Since q∗(ζ+2 ) > q∗(ζ−2 ) from (3.20) and (3.23), corresponding to
the jump down, it therefore follows from (3.24) that u∗(ζ+2 ) > u∗(ζ−2 ). On the other
hand, since q∗(ζ+1 ) < q∗(ζ−1 ) from (3.20) and (3.22), corresponding to the jump up,
(3.24) does not allow us to analytically guarantee the direction of the jump in u∗ at ζ1.
However, each jump in u∗ is predicted to be in the same direction as the corresponding
jump in q∗ for F ′(u(ζ±i )) sufficiently small, and these values are certainly small in
Figure 3(a), so we can at least predict that these directions will agree.

3.3. Numerical simulations of the pulse. In theory, (3.20)–(3.23), together
with the exponential behavior of q∗ between jumps as given by (3.18), characterize
the function u∗(ξ − θ) for any fixed θ and, hence, fix the speed c1 through (3.9). In
this subsection, we consider some numerical simulations of traveling pulse solutions of
(3.1). In the next subsection, we turn to some simulations that illustrate the properties
of u∗ and their use in estimating the range of stimulus speeds that can be tracked,
based on (3.9).

As in the case of fronts, we perform simulations here on x ∈ [−1, 1] with even
boundary conditions, and we retain the same functions F and J used in subsection 2.3,
but we now assume that each stimulus function is a hat-shaped pulse with εI(ξ) =
I0H(−ξ − 0.8)H(ξ + 1) with I0 ∈ {±0.01,±0.05} for some choice of c > 0 and
ξ = x − ct. Also, in (3.1) we choose β = 0.25 and κ = 0.02. The parameters used
yield an unstimulated pulse speed of c0 ≈ 1.25. We activate the leftmost 5% of the
domain with initial conditions u(x, 0) = 0.7H(−x − 0.9) and initiate the stimulus
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u
F(u)

u
u uLK RK

Fig. 4. Illustration of F ′(u) at jump points. The knees of S occur at the values u = uLK and
u = uRK , where F ′(u) = 1, as indicated by the corresponding dashed segments. The directions of the
jumps up and down are illustrated by the dashed lines with arrows. The jump up shown here occurs
in the direction of increasing u, from a point below uLK to a point above, but closer to uRK , leading
to an increase in F ′(u) across the jump. The jump down occurs in the direction of decreasing u,
from a point above uRK to a point below, but closer to uLK , also leading to an increase in F ′(u)
across the jump.

pulse with its leading edge at x = −0.8, slightly ahead of the activated region. With
I0 = 0.05 and a stimulus speed of c = 1.8, for example, the pulse that is initiated by
the initial conditions appears to succeed in tracking closely behind the stimulus and
propagating from left to right with the same speed as the stimulus pulse. This result is
illustrated in Figure 5(a), where we plot u(x, t)+18εI(x, t) to show the close tracking
of the wave pulse to the stimulus pulse. With all the same conditions and a faster
stimulus speed of c = 2.0, the simulated wave pulse fails to keep up with the faster
stimulus pulse, as shown in Figure 5(b). Unlike for the case of fronts, stimulus-locked
pulses also occur for stimulus speeds that are slower than the natural wave speed. A
successful stimulus-locked pulse for c = 1.2 is shown in Figure 5(c), whereas a failure
for c = 1.1 is shown in Figure 5(d).

For a negative (inhibitory) stimulus pulse with I0 = −0.05 and all other conditions
unchanged, successful stimulus-locked traveling pulses are shown in Figures 6(a) and
(c) for c = 1.3 and c = 0.85, respectively. Failures to obtain stimulus-locked pulses
are shown in Figure 6(b) and (d) with c = 1.4 and c = 0.75, respectively. In Figure 6,
u(x, t) − 22εI(x, t) is plotted in each case to show the relation of the traveling pulse
to the stimulus pulse.

As with fronts, we note that the successful stimulus-locked pulses in Figures 5–
6 correspond to traveling pulses on the real line while the pulselike solutions that
fail to lock to the stimulus do not represent true traveling pulse solutions on the
real line but rather provide evidence that traveling pulse solutions do not exist for
those values of c outside of the existence interval. Also, as in the case of fronts,
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(a) c=1.8 (b) c=2.0

(c) c=1.2 (d) c=1.1

Fig. 5. Stimulus-locked traveling pulses with stimuli of positive amplitude. (a), (c) Successful and
(b), (d) failed propagation with εI(x, t) = 0.05H(−(x− ct)− 0.8)H(x− ct+1) for specified stimulus
speeds. For these simulations, F (u) = 1/(1 + exp(−20u+5)), J(x) = 10 exp(−20|x|), β = 0.25, and
κ = 0.02.

successful stimulus tracking occurs over larger intervals of speeds for stimuli that
are sigmoidal approximations to the Heaviside function, with interval size growing
as the slope of the sigmoid decreases. Unlike the case of fronts, we find that for
a fixed I0, pulses can track various stimuli with speeds that are slower or faster
than the unstimulated speed, consistent with the idea that u∗ is not sign-definite
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(a) c=1.3 (b) c=1.4

(c) c=0.85 (d) c=0.75

Fig. 6. Stimulus-locked traveling pulses with stimuli of negative amplitude. (a), (c) Successful
and (b), (d) failed propagation under the same conditions illustrated in Figure 5, except εI(x, t) =
−0.05H(−(x − ct)− 0.8)H(x− ct+ 1).

in (3.9). It is difficult to judge by inspection just when successful stimulus tracking
is or is not occurring in our simulations, particularly since we are restricted to a
domain of finite size. It is apparent, however, that the interval about the natural
wave speed for which stimulus-locked pulses exist when I0 = 0.05 is approximately
reflected about the natural wave speed when I0 = −0.05, as shown in Figures 5
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and 6. Furthermore, when the magnitude of I0 decreases, say from 0.05 to 0.01,
the interval of speeds for which stimulus-locked traveling pulses exist shrinks, and
progressively better agreement between intervals for positive and negative I0 emerges,
again consistent with (3.9) and Remark 3.2.

3.4. Numerical approximations of the pulse speed. For the pulse equations
(3.1), it is very difficult to compute the adjoint, and we do not know of a numerical
method for doing it since we cannot really accurately compute the pulse with shooting.
However, as in subsection 3.2, we can put the system on a large periodic domain of
length L. The idea behind this step is that the resulting wave train will be similar
to the solitary pulse if the distance between waves is sufficiently large such that the
adaptation has time to wear off, and it is as if the pulse is moving into a resting medium
each time it recurs. This approach has an additional advantage in that it allows us
to make the stimulus move around the domain at some velocity c so that it becomes
temporally periodic with period T = L/c and frequency ω = c/L. The result is that
our system becomes like an intrinsic oscillator subject to weak periodic forcing. If L
is large enough relative to c, then this system is a good approximation to the driving
of a pulse with a traveling stimulus on an infinite domain. For example, we simulated
a domain of length L = 300 and, without a stimulus, find a pulse solution with a
temporal period of T = 243. The corresponding baseline pulse velocity c0 = 1.2345679
(with frequency ω0 = 0.004115) is not too far from the front velocity of 1.3, which the
pulse velocity on the infinite domain should approach as κ ↓ 0, so we conclude that
the domain length is reasonable for our approximation.

We next apply the following stimulus:

Ia(x, t) = I0 exp(−K(1− cos(x/L− ωt))),

with K = 100. Figure 7(A) shows simulations of the pulse u(x, t) together with the
scaled stimulus εIa(x, t), with εI0=0.05 and F (u)=1/(1+exp(−20u+5)) as previously,
at a fixed spatial location for two different stimulus velocities c, one above and one
below the natural frequency c0. In these examples, for a velocity (frequency) faster
(higher) than the natural one, the stimulus leads the pulse, but only by a very short
time, as seen in the bottom of Figure 7(A). For a lower velocity, the stimulus lags
the pulse, and the wave is still able to lock to the stimulus, as seen at the top of
Figure 7(A).

We estimate the range of velocities over which tracking occurs by direct numerical
simulation and by our analysis from subsection 3.1. First, we systematically vary c
and numerically compute a solution to the full spatiotemporal wave model on the ring
of length L = 300 for each fixed value, using εI0 = 0.05. For each, we calculate the
timing difference between the arrival times of the stimulus and the pulse at a fixed
spatial location on each of several cycles on which the stimulus and pulse pass through
that location. If the pulse is tracking the stimulus, then the same time difference at
this location should arise on each cycle. The results of these simulations are displayed
in Figure 7(D). Although it is difficult to judge by eye, especially because delayed
convergence may cause some differences across cycles for values where tracking occurs,
we estimate roughly that tracking occurs over a range of velocities from cmin = 1.23
to cmax = 1.66. This means that c1 must lie between (cmin − c0)/(εI0) ≈ −0.1 and
(cmax− c0)/(εI0) ≈ 8.5. We observe that for a pulse to track a stimulus that is slower
than the natural velocity, the stimulus velocity has to be quite close to the natural
velocity, in agreement with what was found for the Heaviside case in earlier work [13].

According to the analysis in subsection 3.1, the equations for the values of c1 such
that tracking occurs for speeds c = c0+εc1+ . . . are given by the Fredholm alternative
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Fig. 7. Numerical simulations for the pulse and its adjoint. Relevant parameter values are
εI0 = 0.05, β = 0.25, κ = 0.02, with F (u) = 1/(1 + exp(−20u + 5)). (A) Pulse component u (broad
peaks) and scaled stimulus εIa (narrow peaks) from (3.1), given as functions of time. The stimulus
lags the pulse for c = 1.23 < c0 and slightly leads the pulse for c = 1.53 > c0. (B) Spatial lag θ
between the stimulus and pulse as a function of stimulus speed c at a fixed spatial location (x = 0).
The dashed line marks the baseline speed c0 (a lag occurs here because presenting a stimulus at this
speed does affect the velocity of the resulting pulse). Imperfect tracking can yield different θ values on
different cycles, as seen for the smallest and largest c values here, although this can also occur due
to transients before perfect tracking is achieved. (C) Numerically calculated S(θ), with dash-dotted
lines at θ = 0 and θ = 300, the domain period. (D) Numerically calculated u(ξ) (broad peak) and
u∗(ξ) (narrow peak) used to compute S(θ).

expression (3.7), and on the periodic domain this becomes

−c1

∫ L

0

(u∗(ξ)u′(ξ) + q∗(ξ)q′(ξ)) dξ =

∫ L

0

Ia(ξ − θ)u∗(ξ) dξ.

With the normalization condition
∫ L

0
(u∗(ξ)u′(ξ) + q∗(ξ)q′(ξ)) dξ = 1 from (3.8), we

obtain

(3.25) c1 = −
∫ L

0

Ia(ξ − θ)u∗(ξ) dξ := S(θ).

We have used XPPAUT [8] to calculate the adjoint for the long periodic orbit at a
certain location in space—say x = 0. This is the “timelike” adjoint; whereas (3.25)
incorporates the spacelike adjoint, so we use a change of variables to evaluate the
integrals in (3.25). The resulting S(θ) is shown in Figure 7(C), with corresponding
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functions u(ξ), u∗(ξ) used to compute S(θ), displayed in Figure 7(D). The maximum
and minimum of S(θ) give us theoretical bounds on the range of c1 for which there is
a spatial translation θ at which tracking occurs.

To interpret these results, consider first the case of θ = 0, or no lag. According
to Figure 7(B), this should occur at about c = 1.32, or c1 ≈ (c − c0)/(εI0) ≈ 1.71.
From Figure 7(C), S(0) ≈ 2.1, showing a good agreement between theory (C) and
direct simulation (B). Starting from θ = 0, increases in θ yield decreases in c1 = S(θ)
in Figure7(C), until eventually, S(θ) goes negative, corresponding to stimuli that are
slower than the baseline velocity c0. This result also agrees with Figure 7(B), where
we see speeds below 1.32 giving lags θ > 0, with θ growing sharply larger as speeds
become less than c0 ≈ 1.235, marked with the vertical dashed line in the Figure 7(B).
Interestingly, the size of the first negative peak in S(θ), near θ = 50, agrees with
the numerically computed lower bound c1 = −0.1. Thus, we conjecture that the part
of S(θ) from that peak up to θ ≈ 275, including the large negative peak of S(θ),
corresponds to waves that we do not observe numerically and are perhaps unstable.

Returning to θ = 0, if we decrease θ, we enter a regime where the stimulus leads
the pulse, and Figure 7(C) predicts increasing speeds c1 = S(θ) up to a peak of about
5.5. This prediction matches up with the results in Figure 7(B) for c > 1.32, where
θ becomes more negative as c increases. Although the predicted maximum c1 from
Figure 7(B) exceeds that predicted by Figure 7(C), the two agree qualitatively, and
both predict that tracking with positive c1 will involve only a very narrow range of lags
θ. Finally, the θ values below the positive peak in S(θ) were not observed numerically
and could correspond to unstable solutions.

We note that for negative stimulus pulses of equal amplitude, the graph of S(θ)
gets reflected about the θ-axis, and the theoretical bounds for stimulus-locked pulse
speeds should be reflected about the natural wave speed as noted in Remark 3.2. Our
direct simulations analogous to those in Figure 7(B) for a negative pulse of equal
magnitude are consistent with this finding. Also, the existence intervals for stimulus-
locked pulse speeds obtained by the direct simulations on the ring in this section are
consistent with those on [−1, 1] suggested by Figures 5–6.

Our numerical calculations have yielded an example of u∗(ξ), as shown in Figure
7(D). To conclude this section, we recall that we have done calculations based on
periodic solutions of system (3.12) to derive analytical expressions relating to the
adjoint solution, and we can now compare our numerical and analytical results. Figure
8 shows u∗(ξ), q∗(ξ) for our numerically computed adjoint solution; u∗(ξ) is the same
function shown in Figure 7(D). The analytical calculations in subsection 3.2, based
on (3.20)–(3.24), suggested that (1) q∗ would decrease at the front and increase at
the back, (2) the jumps in u∗ would be in the same direction as these jumps in q∗,
(3) the jumps in u∗ and q∗ would be of comparable magnitude, and (4) the δ-function
excursions in u∗ would be in the opposite directions to these jumps. In Figure 8, the
front occurs near ξ = 170 and the back near ξ = 120, where a small deflection in the
curves occurs. To a great extent, the predictions of the analysis match the numerical
results. Note in particular that, while the δ-excursion of u∗ at the front is in the
positive direction, the net change in u∗ across the front is negative, as is the jump
in q∗. The only possible discrepancies are that we cannot resolve the direction of the
jump in u∗ at the back, since it is so small and the δ-excursion cannot be cleanly
distinguished from the jump away from the singular limit, and the magnitude of the
jump in u∗ is significantly smaller than the jump in q∗ at the front, although this may
also relate to effects of the δ-excursion away from the singular limit.
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Fig. 8. Numerically computed adjoint solution components u∗(ξ) (trace with narrow peak) and

q∗(ξ) (trace with broad valley). Parameters and functions are as in Figure 7. The back occurs near
ξ = 120, where the δ-function excursion in u∗ is downward and q∗ exhibits a positive jump, and
the front occurs near ξ = 170, where the δ-function excursion in u∗ is upward and both u∗ and q∗
exhibit negative jumps.

4. Conclusions. In this work, we have considered the existence of traveling so-
lutions in continuum neuronal models that include a propagating applied stimulus
εI(x, t) = εI(x − ct), where the amplitude parameter ε is small. We work with two
forms of neuronal models, one lacking adaptation that yields traveling front solutions
and another with adaptation that supports traveling pulse solutions. Past work by
Bressloff et al. [2] and Folias and Bressloff [12, 13] analyzed traveling solutions in
stimulated neuronal media with Heaviside firing rate functions. Papers by Ermen-
trout and McLeod [11] and Pinto and Ermentrout [20] considered the existence of
traveling front and pulse solutions, respectively, in related models with more general,
smooth firing rate functions, in the absence of spatiotemporally dependent applied
stimulation. The current paper brings together these research directions, allowing for
smooth firing rate functions in the stimulated case.

Our analysis shows that the Fredholm alternative can be used to leverage the
existence of a traveling solution in a model lacking stimulation to ascertain the exis-
tence of a related, stimulus-locked traveling solution when a small amplitude stimulus
is applied. Similar methods were also used by previous authors in the study of wave
propagation in inhomogeneous media for a bistable equation [16] and for neural field
equations [1, 17], as well as to study front bifurcations in neural fields with adaptation
[3]. The range of speeds over which a solution exists, corresponding to successful track-
ing of the stimulus, can be estimated using this approach and depends on the form of
the stimulus, although a general upper bound that does not depend strongly on this
form can be derived in the traveling front case. This range of speeds also depends on
the properties of a solution to an adjoint equation. We were not able to fully char-
acterize the relevant adjoint solutions, but we do provide theoretical and numerical
results that clarify some of their properties as well as numerical examples illustrating
the intervals of speeds over which waves successfully track propagating stimuli and the
success of the analytical estimates. Interestingly, the analysis and simulations show
that the nature of these intervals differs between the case of a traveling front stimulus
in a model lacking neuronal adaptation and the case of a traveling pulse stimulus in
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a model including adaptation. In particular, in the case with adaptation, a stimulus
of positive amplitude can induce a traveling pulse with speed slower than that of the
unstimulated pulse, while positive amplitude stimuli always speed fronts up in the
absence of adaptation.

5. Appendix. Here, we extract from Theorem A.1 of [15] the specific quantities
used to compute the expressions in (3.20) and (3.21) and present a brief summary of
the corresponding calculations. For a more complete statement and discussion of this
theorem, see [15].

The vector field for the slow q equation is given by (βq−u)/c. Using u = gα(q), α ∈
{L,R}, to denote the solutions of q = F (u) − u as previously, we obtain the slow
equation q̇ = (βq − gα(q))/c on the slow manifold S. From this expression, the corre-
sponding adjoint equation is q̇∗ = −(β/c)q∗ + (1/c)g′α(q)q∗, as given in (3.18). Note
that this is the same equation as we obtain from the system (3.15) and (3.16), together
with (3.17), in the singular limit κ → 0.

To compute the jumps in the solution of (3.18), we need to find the left eigenvector
wj of the Jacobian matrix of the fast subsystem of (3.12) to which the jump take-offs
are tangent. The relevant matrix is given by

J =

⎡
⎣ 1/c −1/c 0

0 0 1
−F ′(u) 1 0

⎤
⎦ .

If we let λ denote any eigenvalue of J , then a corresponding left eigenvector is given
by

(5.1) wj = [c− cλ2 λ 1].

We shall see below that we will get the same jump directions and magnitudes no
matter what nonzero constant multiple of wj we use to compute them.

Remark 5.1. Note that the characteristic equation of J is λ3−λ2/c−λ+(1/c)(1−
F ′(u)) = 0 such that λ = 1 is an eigenvalue if and only if F ′(u) = 0. If F ′(u) =
0, then the eigenvalues of J are λ = ±1, 1/c. In fact, it can be shown that the
eigenvalue corresponding to the left eigenvector governing the jump direction, in the
limit F ′(u) → 0, tends to λ = 1. If this limit is reached, then the jump calculations
break down, since wj = [0 1 1] results, but the only q∗ dependence appears in the
u∗ equation.

Besides wj , the jump calculations also use the vector fq, corresponding to the

vector of partial derivatives of the fast subsystem vector field with respect to q, given

by fq = [1/c 0 0]T . This quantity, (5.1), and (3.19) can be substituted into the
following formula:

cj := wT
j

(
q∗(ζ−j )g(bj)− 1

wjfqg(bj)

)
=

⎡
⎣ c− cλ2

λ
1

⎤
⎦
⎛
⎜⎜⎜⎜⎜⎜⎝

G(bj)

G(aj)
− 1

[c− cλ2 λ 1]

⎡
⎣ 1/c

0
0

⎤
⎦ [ (βq − gα(q))

c

]∣∣∣∣
bj

⎞
⎟⎟⎟⎟⎟⎟⎠

= c

⎡
⎣ c− cλ2

λ
1

⎤
⎦( G(bj)−G(aj)

(1− λ2)G(aj)G(bj)

)
,(5.2)

where G(x) = (βq− gα(q))|(u,q,w,z)=x as previously. Note that multiplication of wj by
a nonzero constant does not change this result, as claimed above.
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Now, Theorem A.1 of [15] specifies that

(5.3) q∗(ζ+j ) = q∗(ζ−j )− fT
q cj = q∗(ζ−j )− c

(
G(bj)−G(aj)

G(aj)G(bj)

)
.

If we set y∗ = [u∗ w∗ z∗]T , then the theorem also gives y∗(ζ) =

−(Dyg(ζ)Dyf(ζ)
−1)T q∗(ζ) for ζ �= ζj , where Dy denotes differentiation with respect

to the fast variables (u,w, z). At the jump points ζj , y
∗(ζ) behaves as a δ-function,

in the sense that

(5.4)

∫ ζ+
j

ζ−
j

q̇∗(ζ)dζ = −
∫ ζ+

j

ζ−
j

fT
q y∗(ζ)dη.

From (5.3), the integral on the left-hand side of (5.4) evaluates to −fT
q cj such that

(3.21) results from formula (5.2).

REFERENCES

[1] P. C. Bressloff, Traveling fronts and wave propagation failure in an inhomogeneous neural
network, Physica D, 155 (2001), pp. 83–100.

[2] P. C. Bressloff, S. Folias, A. Pratt, and Y. Li, Oscillatory waves in inhomogeneous neural
media, Phys. Rev. Lett., 91 (2003), 178101.

[3] P. C. Bressloff and S. E. Folias, Front bifurcations in an excitatory neural network, SIAM
J. Appl. Math., 65 (2004), pp. 131–151.

[4] R. G. Casten, H. Cohen, and P. A. Lagerstrom, Perturbation analysis of an approximation
to the Hodgkin-Huxley theory, Quart. Appl. Math., 32 (1975), pp. 365–402.

[5] R. D. Chervin, P. A. Pierce, and B. W. Connors, Periodicity and directionality in the prop-
agation of epileptiform discharges across neocortex, J. Neurophysiol., 60 (1988), pp. 1695–
1713.

[6] B. W. Connors, D. J. Pinto, and A. E. Telfeian, Local pathways of seizure propagation in
neocortex, Int. Rev. Neurobiol., 45 (2001), pp. 527–546.

[7] S. Coombes, Waves, bumps, and patterns in neural field theories, Biol. Cybernet, 93 (2005),
pp. 91–108.

[8] B. Ermentrout, Simulating, Analyzing, and Animating Dynamical Systems: A Guide to
XPPAUT for Researchers and Students, SIAM, Philadelphia, 2002.

[9] G. Ermentrout, Neural nets as spatio-temporal pattern forming systems, Rep. Progr. Phys.,
61 (1998), pp. 353–430.

[10] G. B. Ermentrout and D. Kleinfeld, Traveling electrical waves in cortex: Insights from
phase dynamics and speculation on a computational role, Neuron, 29 (2001), pp. 33–44.

[11] G. B. Ermentrout and J. B. McLeod, Existence and uniqueness of travelling waves for a
neural network, Proc. Roy. Soc. Edinburgh Sect. A, 123 (1993), pp. 461–478.

[12] S. E. Folias and P. C. Bressloff, Breathing pulses in an excitatory neural network, SIAM
J. Appl. Dyn. Syst., 3 (2004), pp. 378–407.

[13] S. E. Folias and P. C. Bressloff, Stimulus-locked traveling waves and breathers in an
excitatory neural network, SIAM J. Appl. Math., 65 (2005), pp. 2067–2092.

[14] D. Golomb and Y. Amitai, Propagating neuronal discharges in neocortical slices: Computa-
tional and experimental study, J. Neurophysiol., 78 (1997), pp. 1199–1211.

[15] E. M. Izhikevich, Phase equations for relaxation oscillators, SIAM J. Appl. Math., 60 (2000),
pp. 1789–1804.

[16] J. P. Keener, Homogenization and propagation in the bistable equation, Phys. D, 136 (2000),
pp. 1–17.

[17] Z. P. Kilpatrick, S. E. Folias, and P. C. Bressloff, Traveling pulses and wave propagation
failure in inhomogeneous neural media, SIAM J. Appl. Dyn. Syst., 7 (2008), pp. 161–185.

[18] K. Kishimoto and S. Amari, Existence and stability of local excitations in homogeneous neural
fields, J. Math. Biol., 7 (1979), pp. 303–318.

[19] E. P. Krisner, The link between integral equations and higher order ODEs, J. Math. Anal.
Appl., 291 (2004), pp. 165–179.

[20] D. J. Pinto and G. B. Ermentrout, Spatially structured activity in synaptically coupled neu-
ronal networks: I. Traveling fronts and pulses, SIAM J. Appl. Math., 62 (2001), pp. 206–
225.



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. 

3064 G. B. ERMENTROUT, J. Z. JALICS, AND J. E. RUBIN

[21] D. J. Pinto, S. L. Patrick, W. C. Huang, and B. W. Connors, Initiation, propagation,
and termination of epileptiform activity in rodent neocortex in vitro involve distinct mech-
anisms, J. Neurosci., 25 (2005), pp. 8131–8140.

[22] K. A. Richardson, S. J. Schiff, and B. J. Gluckman, Control of traveling waves in the
mammalian cortex, Phys. Rev. Lett., 94 (2005), 028103.

[23] K. Takagaki, C. Zhang, J. Y. Wu, and M. T. Lippert, Crossmodal propagation of sensory-
evoked and spontaneous activity in the rat neocortex, Neurosci. Lett., 431 (2008), pp. 191–
196.

[24] J. Y. Wu, X. Huang, and C. Zhang, Propagating waves of activity in the neocortex: What
they are, what they do, Neuroscientist, 14 (2008), pp. 487–502.

[25] J. Y. Xu, private communication, Georgetown University, 2009.
[26] W. Xu, X. Huang, K. Takagaki, and J. Y. Wu, Compression and reflection of visually

evoked cortical waves, Neuron, 55 (2007), pp. 119–129.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


