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Abstract: In order to reach the semantic Web, approachesitmmatically extract semantic
annotations from textual documents have been pegpds this paper we propose an approach
to automatically extract annotations by taking iatount context in order to obtain a better
representation of the document content. Our conigertodelled by contextual relations built
up from both the structure and the semantics ofdkie Our approach requires text documents
and a domain ontology as input. It automaticallyneyates a set of contextual semantic
annotations represented in RDF.
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1 I ntroduction

These last years, many works have been performesknd-automatically extract
annotations from web resources in order to reaehsémantic Web. In the field of
textual semantic extraction, an important step &dvhas been realised through the
availability of automatic natural language procegsiNLP) tools. These tools are
generally based on linguistic methods such as nwegyhtactic patterns matching
[Aussenac-Gilles, 06] or on statistical methodshsas frequency of terms co-
occurrences. The approaches used so far are dgrimséd on term extraction. Some
of them enable also the extraction of relationsveen these terms. But in most cases,
the context where these terms appear is ignoret dtbserved limitation of term
extraction approaches was our main motivation toppse a new approach of
modelling and extracting annotations, which takds account the context in order to
give a better representation of the document contenthis article,semanticsis
consideredas the representation of a linguistic unit (of tjein a knowledge
representation formalism which allows inferring dhis semantics From our
particular point of view, theemantic annotation (SAY a document is considered as
a snapshot of its content done by an annotator @mor program). This SA must be
machine readableOur work was carried out in the framework of theVERIPRC
European project whose objective was to developrtaal environment annotated
semantically to design products, in order to assimineers in their new products
design and to allow the exploitation of both tekxtdacument semantics and 3D
representations.

This paper is organised as follows. First of allsection 2 we present a brief
overview of related work on textual annotation. mha section 3 we propose a
model of context and contextual relations. dection 4 we detail the contextual
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semantic annotations extraction approach and we gigase study showing how the
annotations are extracted. fection 5 we expose score results of the approach
experiments. Irsection 6 our conclusions are presented.

2 Semantic annotation

This section focuses especially on both approacemmatic and semi-automatic,
for generating annotations taking into accountrtbhgon of context. However, more
details are provided in [Uren, 06] for a more thagb understanding of semantic
annotation and a state of the art of the curremegsdion of semantic annotation
systems and platforms. There are two ways to exdénagotations. The first one relies
on the content of the document itself and the sgcone relies on external
information sources (context of redaction, extermgberlink...). For the first one,
there are two techniques to annotate document$idiy ¢contents. The classical one
usually consists in associating a set of keywoodsach document. The second one,
called semantic, annotation assigns to each dodusmmesinnotation based eoncepts
defined in an ontology and possibly their relatid@uarino, 99][Khelif, 07]. In
[Desmontils, 02], the author proposes a supendggmoach to index Web resources.
In [Vargas-Vera, 01], the author describes a seimaniotation tool for extraction of
knowledge structures from web pages through the afsesimple user-defined
knowledge extraction patterns. Other extractionhod$ are dedicated to specific
areas such as genomics [Nédellec, 04] for exampla:. the second way, the basic
idea proposed by [Njmogue, 04] is that the indexatif a document depends on the
activities of the organisation and not on the kesdsopresent in the document. In
[Abrouk, 06], the author proposes a semi-autonetitotation approach based on the
references cited in a document and without prioovkedge of its content. The
authors [Naing, 03] propose an ontology based ndettwo automatically extract
hyperlink information about relation instances frarweb site.

The challenge is to propose an approach which radtiel context for the two ways
of annotations extraction. In addition, the apploawst give a concrete process to
extract annotations for one of these ways.

3 Contextual semantic annotation modelling

We are interested in extracting contextual semaartitotations from texts. Therefore,
the objects handled are of textual type. t&xtual object (TO)is defined as a text
element ford, sentence, title, text between bracket, paapgr section, part of a
sentence.). which conveys semantics. A semantic conveyed byCais called
semantic annotatiarThe SA is represented in RDF formalism and it lsaglass(s),
triple(s) andnamed graph(s)The use of any semantics is indeed tightly dependn
the context it is located in.

McCarthy [McCarthy, 93] defines the context as gle@eralisation of a collection
of assumptions. Contexts are thus representedsa®fder formal objects. McCarthy
assumes that a propositipnis true in a context, wherec is supposed to capture
everything that is not explicit ipp but that is required to make a significant
statement, for what it is supposed to representh Qubasic relation (between the



propositionp and its context) is always given in another contéx[Brézillon, 03],
the author proposes the following definitionfhe context is the information that
characterises the interactions between humans,ens, and environments.

With regards to textual document processing, winddhe context as (Fig. 1)
" The context of a given TO is a tuple of sets <RIzs> where: the TOs are the
textual objects interacting with it and the RCseathe contextual relations
(structural, temporal and others) implied in théfelient interactions”
" The context of a given SA is a tuple of sets <SBBs> where: the SAs are the
semantic annotations interacting with it and thesR&e the contextual relations
(spatial, temporal and others) implied in the difiet interactions”
Consequently,the contextual SA is this SA with its context”.

In contrast to the relations betweeonceptswhich have been proposed to
represent knowledge, the contextual relations, ggeg here represent the relations

between TO and between SA )
Structural/Spatial

relations
Contextual Relations

Temporal relations

Other relations

Figure 1 :Three dimension representation to allow modellingtext

In addition, the notion of granularity allows usrinforce our vision on the fact
that contexts are nested within each other. Théegbnotion exists at any granularity
level. Therefore, it is possible to study the cattal relations not only between the
TOs on the same detail level, but also between B€lsnging to different levels.
Moreover, when the handled TOs are the documemmgalves, we can regard
relation among documents as contextual relationk sscited referencedyyperlink,
etc.In this paper, we focus on existing contextuatiehs within documents.

A temporal CRs a relation expressing the time notion among T{i@sp. SAS)
within the same granularity level or not. For imste, with regards to SAdéfore,
during...) and with regards to TOs, we also consider venlsésgresent, future.).

A structural (resp. spatial) CR a relation expressing the relative position 6f T
(resp. SA) among then within the same granulaetel or not. With regards to TOs,
examples of structural relations asaccession, belonging. With regards to SAs,
spatial discourse markers express a rémk{, after..) or location {n, on, under.).

Other CRthat is neither spatial/structural nor temporah i®lation expressing a
semantic notion among TOs (resp. SAs) within theesgranularity level or not. With
regards to TOs, an example of CR is the degreepbitance between a paragraph
and its title. With regards to SA, any discoursekeaexpressing either an addition
(moreover, in fact.).or an illustrationguch as.).for example is considered as a CR.
We will detail the use afiiscourse relationgn the next section.

So far, the context notion and contextual SAs aoelefied. It remains to expose
how it is possible to identify the TOs, the CRs &oav to generate SAs of TOs?



4  Extraction of contextual semantic annotations

As said above, several levels of granularity ewigh regards to SAs, depending on
the TOs chosen (sentence, paragraph...). The difficid to choose the best
granularity to produce the beSA The proposed approach focuses on a particular
level of granularity that is deemed semanticaltyriThe TOs handled at this level are
delimited by discourse relatioris Discourse relationdTaboada, 06] in Rhetorical
Structure Theory (RST) domain are also called caw® relations, conjunctive
relations or rhetorical relations. Some works haveady been done to identify these
discourse relations in the text [Marcu, 02][Teuf#][Saito, 06]. Another approach is
proposed by [Desclés, 06] to automatically annotdeeuments by using the
"semantics of speech”. This method relies on a enlgine enabling to identify the
text segments that containdafinition a cause...In our approach, we focus on the
identification of rhetorical relations explicitlyarked. In the example: [Jack failed the
exam] becauselhe was lazy], the first argument in bracketshis fact, the second
argument is thecause and becausethe explicit marker. Explicit markers existing
betweenarguments(sentences or parts of text) represent the thiewrdions of
contextual relations: temporal, spatial/structaratemantic.

4.1  Contextual semantic annotation extraction process

Two main stages constitute our procegsxtual handlin§ stages followed by the
“semantic handlingstages (see Figure 2).

, Textual handling ~ o Semantic handling
- o > o >
(] Contextual semantic
0 B £ _ _annotations _ _
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Figure 2: Contextual semantic annotation extractwacess

3 Description of the mll internal elenents

3.1 Inlet Headliners

This new design is conposed of 3 thicker bolted rings, conpared to
the original design of 2 rings. The liners have a thickness of XXmm

except for the area of nmpst wear (R 2-R/ 2+R/3), where the thickness
is YYmm

Figure 3: Text excerpt

Figure 3 shows an excerpt of document providede#cribes the components of
an industrial machine (engineering mill), and teseambling procedure.



411 Text handling stage

The aim of this stage of our exploitation proceswiidentify thetextual objectsand
the contextual relationbetween them.

The textual objects identification step consists in identifyingtitles, phrases,
discourse markers, words as well as thargumentf each discourse markers in the
text. The engineering GATE platform [Cunningham] B3s been used to identify
TOs. It is based on successive application (pipglisf transducefsto the texts. A
library of contextual relations is collected frorath thediscourse markerandother
spatial, temporal and semantic contextual relatiofsr each contextual relation of
this library, a JAPErule is generated automatically to obtain theisipions in the
text. Other heuristics are considered and mantilysformed into JAPE rules. For
instance, a JAPE rule (Figure 4) allows identifyitige numerical indicators
preceding some sentences (titles) such as “7.5.3.".

Rul e: Ti t| eNunber

({ Token. ki nd == nunber} (({SpaceToken. ki nd == control}
({ SpaceToken. ki nd == space})*)|

(({Token.lemma == "."}{Token. ki nd == nunber})+
{SpaceToken. kind == control} ({Token.lemma == "-"})*
({ SpaceToken. ki nd == space})*)))

:Titl eNunber --> :TitleNunber.TitleNunber = {kind =
"titleNunber", rul e=Titl eNunber}

Figure 4. The JAPE rule to identify the numericadicators

The JAPE rules are applied as transducers in th&Espipeline. In addition,
indications of position such astart and end in the text ofsentencesdiscourse
markers.. are used to identify th#iscourse markers argumeritsthe text.

The contextual relations identification step requires to build the text hierarchical
structure: (a) First, titles are identified by usingumerical indicatorspreceding
sentences and heuristics such@ATE transducer identifies titles as paragraphs If
paragraph contains a single sentence which stayta bnumerical indicator, then this
sentence is a title It has to be noted that the default transducevided by GATE to
identify titles is not very accuraté)) then the scope of the detected titles and in their
hierarchy (i.e. a paragraph or a subtitle beloogs title) are deducedc) finally, the
nesting between paragraphs, sentences and arguisebisilt by using position
indicators in the text. Once the hierarchical duicee of the text is built, contextual
relations are deduced. For example, the sentefitbétongs tahe paragraph “pl1”.

4.1.2 Semantic handling stage

This stage aims at identifying SAs and contexteatantic relations.

The semantic annotations generation step aims at representing the semantics of
TOs within a knowledge representation formalisme Thosen formalism is RDF(S).
RDF is based upon the notion of triplessource property, valug. To associate RDF
triples to TOs by referring to the ontology, we jpose to identifyresources(or

2 A transducer is a finite state machine which essild produce for each visited state, one or
several information.

% JAPE (Java Annotation Patterns Engine) is theuagg for expressing grammars offered by
the platform GATE (an example is given in 4.2.3tiegn).



conceptsor classey and properties in the text. Therefore, we propose to build
automatically a set of JAPE rules. Indeed, the nidéa is to use the value of the
"rdfs:label' property in a RDFS schema to build JAPE rules.

The ClassesJapeRulesBuilding algorithexplains how associated JAPE rules to
“classes” are generated:

ClassJapeRulesBuilding Algorithm {

Classes¢ ListOfClass(ontology)Rules<*”; 4
/I ListOfClass request ontology by usBigARQL
/I query to get the Class list and their Labels from
// ontology
For each Class] Classesdo {

HeadRul&HeadRuleBuilding(GetNameOf(Class));

EndRule&EndRuleBuilding(GetNameOf(Class)
BodyRule<"";
For each label GetLabelsFrom(Classlo {
BodyRul&BodyRule
“("+ BodyRuleBuilding(Label)+*)";
If (ExistNextLabel) then {BodyRule <«
BodyRule + 1}
/lin Jape language “|” is the operator “or”
}HlendFor

E

StringHeadRuleBuilding(nameOfRule){
Return Rule: JRulé+ nameOfRule

}
StringEndRuleBuilding(nameOfRule){
Return J:nameOfRule--

»:nameOfRule.Class={kind= "nameOfRul:
rule=JRulenameOfRule'}

}

StringBodyRuleBuilding(label){
Body<*"; Words € GetWordsOf(label);

For each w [0 Wordsdo {
wlemma& lemmaOf(w);
Body-Body + ‘{Token.lemma=="wlemma'

Rules¢ Rules +HeadRule + BodyRule + EndRi(gSpaceToken})j?

} llendFor
} //End of ClassJapeRulesBuilding_Algorithm

For each classhead rule and end
EndRuleBuilding functions.

The body

HlendFor
Return Body;

rule are built by HeadRuleBuilding and
rule of class is built by @sin

BodyRuleBuilding function with lemmatised words labels. If there are more than
one label for class the operator “|” is added anumangs of body rules.

The algorithm of properties rules building is tleare as for classes. In this case,
the SPARQL query returns properties list and tediels.

<rdfs: Cl ass
rdf: | D="Ri ngOf Di aphragnM | | ">
<rdfs: subd assOf rdf:resource="#lten'/>
<rdf s: 1 abel xm:lang="en">Ring of mll
di aphragm </ rdf s: | abel >
<rdf s: | abel xml :1ang="en">Ri ng of
di aphragm </ rdf s: | abel >
<rdf s: | abel
xm : | ang="en">Ri ng</rdfs: | abel >
<r df s: comment xml : 1 ang="en" >denotes a |
part of a diaphragmmll (i.e.ring).

</ rdfs: comment > )
</rdfs: C ass>

(

(
(

i
r

Rul e: JRul eRi ngCf Di aphragnM | |

?)

ken. | emma=="of "} ({ SpaceToken}) ?{ Token. | e
mma=="di aphr agni'} ({ SpaceToken}) ?)

Ri ngOf Di aphragmM || . A ass={ ki nd="Ri ngOf D

(

{Token. | erma=="Ri ng"} ({ SpaceToken}) ?
{Token. | erma=="o0f "} ({ SpaceToken}) ?
{Token. | emma =="ml|"}({SpaceToken})?
Token. | emma=="di aphr agni'} ({ SpaceToken})

{Token. | ecma=="Ri ng"} ({ SpaceToken}) ?{ To

({Token. | emma =="Ri ng"} ({SpaceToken}) ?)
:Ri ngOf Di aphragnM I | - - >:

aphragmnM 1",
ul e=JRul eRi ngOf Di aphragnM 11}

Figure 5:Domain ontology excerpt and its

Figure 5 shows an example

associated JAPEgalutomatically generated

of RDFS description ofe tlelass

"RingOfDiaphragmMill in the domain ontology. It also shows the assedidJAPE
rule". The Token.lemniarefers to all the possible variants for a wordtefwards,
JAPE rules are built to detecandidatevaluesof properties such as numbers in the

4 http://ww.w3.org/TR/rdf-sparql-query/



text. Thereafter, all JAPE rules are introducedhiapipeline to locateinstancesof
classespropertiesandcandidatevaluesof propertiesn the text. Then it is possible to
build RDF triples. However, ambiguity issues maisear Indeed, differentlasses,
properties or valuesnay be detected in a same TO. To solve this pmopbbee check
the range and thedomain constraints in order to associate the right clasgach
property. However, the opposed problem may arisenb existing class to associate
to properties of TO. To solve this issue, the glanity level is increased. These
solutions are implemented in teemantic annotations generation algorithm

Semantic annotations generation algorithm RDFTriplesGenerating Algorithm(p, TO, SA) {
TO: textual object (argument) deduced frdC < set_of classes_in(TO)gét of classes in TO
hierarchical structure; TOs : set of TO; c1 0 C(domain(p)) £1 is a class which verifies the
TO_max: The biggest TO considered (for exanppléomain constraint of the property “p” and if
all of the document, section, paragraph,...); /| several classes exist, then select in the ogjolo
INPUT : TOs, TO_max; // the class which is the most specific class and
SA: semantic annotatiothat we want to associi//which has the shortest distance with “p” in
to TO; // the text
For each TO O TOs do { c20C; 1€ set_of values_in(TO)
TO'<TO;P<set_of_properties_in(TO’); inst 1 // Select from values inst which has the
SAENU; // shortest distance with “p” in the text and
While ((TO’ < TO_max) and (B 0)) { // preferably after “p”
For each pj O Pdo { If (notNull(cl))then {
RDFTriplesGenerating Algorithm If (range(p)="literal”)then{
(pj, TO",SA); SA<SA+GenRDFtriples(cl,p,GetLabelinText(p));
If(used_for_RDF_generation(ghen  {P <P-// The label corresponds to the 'string' valuehaf t
{pi}:} //properties found in the text
} /lendFor }
If (P#0)then {TO' € TO'.IncreaseContext()| If (range(p)="float") and (notNull(instjhen {
I Increase the granularity level: from the argurhgen SA-SA+GenRDFtriples(cl,p, inst)}
I/ to the sentence, to the //paragraph, then ade |t If(range(p)=cZhen{
/I scope of subtitle, then add the scope of title.. [SA<SA+GenRDFValueOfClass(c2,GetStringInText(
} lendIf c2));
} llendWhile SA¢SA+GenRDFtriples(cl,p,
If(notNull(SA)then{AssociateObjects(TO,SA)} |GetStringInText(c2)) ;
}lendFor }
}end_of _RDFTriplesGenerating_ Algorithm

This algorithm takes as input the TO extractedhat lbwest granularity level
considereddrgumeny. For each TO, it identifies properties occurringhe text, and
subsequently, an attempt is made to match eaclegyopith the class it is a property
of and its value. If for some properties in thetteke algorithm fails to create the
triple, a larger context is sought. Figure 6 shogenerated contextual SAs
corresponding to the underlined sentence in thieetecerpt of figure 3.

The SAs are represented in RDF (XML syntax). Iniéaid, figure 6 shows the
contextual relationcompareTbdidentified between the two SAs.

The contextual semantic relations identification step of the semantic handling
stage of our extraction process aims at assignémgastic roles to the discourse
markers already detected. In [Marcu, 02][Sporled@8], authors propose to
automatically identify these rolesdntrast, continuation, explanation3..However,
some problems persist in complex ambiguous "dismunarkers”. In addition, no
automatic tool to identify semantic role exists"RST" domain. The scope of this
work is limited to the identification of discoursgarkers locations in the text.



¢ <argumentContexts>
9 <RDF>

<Design resource="Design"J >
¢ <Des=ign about="#De=ign" >

< Originalitys new < foriginality:

< fDesign=
</RDF =
¢ <RDF=

<RingOfDiaphragmMill resource="rings"/>
¢ <Design about="#Design">

<HasPart resource="#rings"/ =

< fDes=ign>
< /EDF=
¢ <RDF=

<RingOfDiaphragmmill resource="RingXfDiaphragmbill*j =

¢ <RingDfDiaphragmmMill about ="#RingOfDiaphragmb il >
< TypeThick>thicker < TypeThicks>
< fRingOfDiaphragmbill=

< JRDF=
o= <RDF>
< jargumenCantext >

¢ <contextualRelation discourseMarkers="compareto" >

¢ <argumentContext:>
¢ <RDF:=

<Design resource="Design"} >
¢ <Design about="#Design">
< originality=ariginal < fOriginalitys

< fDesign>
< /RDF>
o= <RDF =
¢ <RDF=

<RingOfDiaphragmMill resource ="RingOfDiaphragmmillj =

¢ <RingOfDiaphragmMill about ="#RingOfDiaphragmMill’ >
<TwpeThick:>bulkier < /TypeThick:
< fRingOfDiaphragrmtill =

< /RDF >

< fargumentContext s

< frontextualRelation =
< fcontextualRelation >

Figure 6: Contextual relations dependency betweemasgic

5 Experiment result

Experiments have been carried out on texts writtdenglish. The proposed approach
has been experimented on a corpus of 313 sent¢B¢68 words and 1862 other
linguistic units such as: numbers, commas, brackptsvritten by the industrial

partners of the European project SEVENPRO. 1l4sralee thus automatically
generated corresponding to 64 classes and 50 piespar the domain ontology and

annotations

80 other rules to identify discourse markers.

Identifications Total |Precision| Recall

Right Wrong existing (%) (%)
Titlesand hierarchy 26 0 26 -
Sentences/ Paragraphs 285/ 205 101/0 | 313/2qd5
JArguments 497 - -
Discourse markers 113 16 127 87,59 88,87
Properties 174 30 195 85,29 89,23
Classes 436 126 458 77,58 95,19
[Candidate values properties 413 15 413 -

Tablel: Evaluation of the extraction resu



Table 1 lists the score results of all elementsaektd from the text. The validation
(right/wrong) of all elements extracted is verifiedanually. Two parameters are
computed to identify the quality of the generatesb:Sthe precision and the recall.
Getting the best scores, involves a trade-off betwthese two parameters. All titles
and their hierarchy are identified correctly. Thentencesand paragraphs are
identified by default transducer of GATE. The scofédentificationargumentrelies
on sentencesidentification score. The wrong scores (Sesble ) of discourse
markers, propertieand classeddentifications is due to duplicate identificatiohthe
same words. For instance, the rhetorical relatias Well a8 is identified as three
rhetorical relations: twods’ and “as well a&.

Furthermore, the proposed approach has been ex@edthon large corpus of 2422
sentences. The “Table 2" compares the RDF tripidsaetion result within various
levels of granularity. The granularity is an imgontt factor. Indeed, it impacts greatly
the generated SAs. The existing classes withimtesee of title are used to generate
RDF triples in TOs to get better result. We obsethag the precision of generated
RDF triples is satisfactory when TO_max issagument.On the other side, the recall
is unsatisfactory. When the TO_max is increased pttecision decreases a little and
the recall increases. When the TO_max is increéseskction, the precision has a
significant decrease. Indeed, the precision of gged triple relies on the proximity
among property, class and value. The trade-off detwprecision and recall gives the
best RDF triples score when the TO_max is paragraph

Identifications| Total |Precision| Recall

Right [wrong| &isting | (%) (%)
Argument without title phrase| 191 29 756 86,82 25,24
Argument + title sentence 539 113 756 82,67 71,3
Generated RDF triples K
when TO_max is : Sentence + title sentence 546 118 756 82,23 72,23
Paragraph + title sentence 593 130 756 82,02 | 78,44
Section + title sentence 641 | 208 756 75,50 | 84,79

Table 2: Evaluation of semantic annotations gerieraalgorithm:
generated RDF triples

6 Conclusions

In this paper, we proposed an approach to modelt@mctract semantic annotation
by taking into account the context of textual sestcThe main steps of the proposed
approach are summarised as follow}: identification of textual objectsii)
identification of contextual relations corresporglito TOs; iii) generation of
semantics annotations represented by RDF triplgsidentification of contextual
semantic relations. All proposed steps are autamated a prototype is implemented
to assess the various steps of this contextuah&idn approach. The evaluation
results are very satisfactory. This approach ofaexibn and use of contextual
semantic annotations offers promising results @dbmain of knowledge extraction
from texts. However, two challenges remain to beroeme:

The first one is the exploitation of inference amantic discourse relations by
using semantic Web technologies. Therefore, we ggemn one hand to represent



discourse relations semantics with inference raled on the other hand to use the
proposals discussed abo8burce Declaratiohto assign a IRI (Internationalized
Resource ldentifiers) to a set of triples (nameapb) and [Corby, 07] to represent
interweaving betweesemantic annotationsy related named graphs.

The second challenge deals with the difficultyrd®iring on spatial and temporal
contextual relations. Therefore, we draw inspiratioom Geographic Information
Systemsworks. More specifically, we are looking at Allealations [Allen, 84] to
specify temporal contextual relations and Egenho&dations [Egenhofer, 91] to
specify spatial contextual relations.
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