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Abstract

LabEx and IdEx are research funding programs supported by the French government

as a part of ‘Investments for the Future’ program. Both programs encourage the best

French research centres to increase their scientific influence and to promote scientific

collaborations by bringing together different research teams. In September 2018, was

the beginning of the SNIF (Scientific Networks and IDEX Funding) project [17] that

aimed to investigate the impact of above-mentioned programs on interdisciplinary

collaborations and productivity of researchers. This Master thesis was conducted

in the scope of the above-mentioned project. The purpose of this Master thesis is

to develop an approach to define community productivity, then examine how the

productivity of communities with PhD students that were granted LabEx scholarship

for their PhD program changed over time, and finally, compare productivities of

communities with LabEx or IdEx PhD students to those that had none. This

investigation was performed on two networks: on a small network of Nice-Sophia

Antipolis scientific network (about 10 000 members) and on a larger network of

France Computer Science collaboration network (about 170 000 members). The

final results on both networks have shown that pairs of communities that supervised

PhD works are more productive than other communities.
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1 Introduction

1.1 Motivations

The purpose of multiple funding programs, such as IdEx and LabEx,

is to facilitate scientific collaborations between research teams. For

example, the idea of the LabEx program is to fund PhD students that

are supervised by different research teams to increase the number of

collaborations between those teams in the future.

This Master thesis is a part of the Scientific Networks and IdEx

Funding (SNIF) project conducted by INRIA Sophia Antipolis, I3S,

GREDEG and SKEMA Business School. The goal of SNIF project

is to measure the success of funding of the aforementioned programs

by studying their influence on the evolution of collaborations among

research teams.

In the scope of this project, it had to be investigated whether PhD

works with LabEx funding had an impact on collaborations between

communities that supervised those PhD works in the scope of a small

network. The goal is to developed approach, and investigate an impact

on France Computer Science network of other PhD works funded by

IdEx program.
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1.2 Objectives

Collaboration networks play a significant role in modern science. They

attract researchers from different fields of study, such as psychology,

sociology, economics, computer science, etc.

In our case, SNIF project [17] brings together researchers in com-

puter science, economics, management and sociology from four part-

ners of Université Côte d’Azur (INRIA Sophia Antipolis, I3S, GRE-

DEG, and SKEMA Business School) to investigate the impact of fund-

ing programs on researchers’ productivity.

We assume that promoting new international and/or interdisci-

plinary collaborations can bring new fresh ideas into collaborating

teams, which can lead to an increase in researchers’ productivity and

strong partnerships.

The main objective of this thesis is to investigate an impact of

PhD theses on collaboration network.

To achieve this goal we built collaboration network (Section 2.2),

that will represent the network of scientific authors.

Then, using existing algorithm for community detection, specifi-

cally Leiden algorithm [20], identify communities/partitions in above-

mentioned network.

It is believed that human networks tend to have community struc-

ture. This property of community clustering of the network can be

verified by computing modularity value [14] of this partition.

The high modularity value means that the nodes inside partition

are much tightly connected within community than with other nodes

from other communities, which can be observed in further sections.

When communities are identified in the network, we try different
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methods for estimating the productivity of communities. We assume

that community productivity can be reflected in probabilities to co-

author publications with other communities.

And finally, we have to compare how the probability to make

publication between communities evolved before they co-supervised

a common PhD work and after. Also, we are curious to check the

productivities of other communities without PhD theses within the

same period of time, to be able to say that there is a difference in

productivities of communities with and without PhD supervision.

1.3 Tools

For this research, we used the Python 3.9 programming language due

to the wide selection of packages for research and the brevity of the

language itself. For graph representation, we used NetworkX [13] li-

brary. It offers fast tools for working with graphs and CDlib [4] library

provides fast algorithm for community detection which is called Leiden

algorithm [20] that is compatible with NetworkX graphs.

Charts, plots, etc. were visualized with MatPlotLib [12]. and

graph visualization was made with Cytoscape tool [6].

To analyse big amount of data different libraries were used such

as pandas [15], seaborn [21] and NumPy [8].

My personal machine was used for experiments and optimizations,

which has the following characteristics.

• Processor: Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz 1.99GHz

• Installed RAM: 8.00 GB (7.89 usable)

• OS: Windows 10
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1.4 Paper Organization

This thesis consists of 3 main sections:

Section 2 provides general information on the collaboration net-

work that we were investigating, as well as the data that underlies the

structure of the network.

Next Section 3 describes the approach that was used for investiga-

tion of impact of LabEx funded PhD works on Nice Computer Science

network and obtained results. It provides general information on the

network as well as the description of community structure of this net-

work. Also, this section presents methods for analysing evolution of

community productivity through years.

The final Section 4 introduces another more effective method for

investigation of evolution of community productivity in large networks.

This new approach was used to investigate the impact of PhD works in

Computer Science on France Computer Science network and obtained

results are presented in this section.
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2 General Information

2.1 Data Origin

This Section provides the general information on the data, that was

used for this investigation. There were two main sources of data.

1. Scopus database 2.1.1, which was used for building collaboration

networks;

2. Theses.fr database 2.1.2, which was used as a source of the infor-

mation on PhD theses, that were defended in France. This data

is needed to study the impact of these works on productivities

of communities in investigated networks.

2.1.1 Scopus database

The source of the data was the Scopus [16] database, which is the

largest abstract and citation database owned by Elsevier. Scopus

database covers journals and books from various publishers across

multiple fields of science, technology, medicine, social sciences, and

arts and humanities.

The extracted data contains publications that were published be-

tween 1990 and 2018 years across multiple disciplines. Since in cur-

rent research, we need to investigate the influence of French funding
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programs, each selected publication must have at least one author

affiliated to France.

In total, there are 783 JSON files split among 27 folders. Each

folder corresponds to one field of science such as agriculture, chemistry,

computer science, etc and contains data on publications related to the

corresponding field. Directories were named with the first four letters

of the disciplines, such as COMP, MATH, PHYS, etc. JSON files also

have the name of the discipline in the title and the publishing year.

2.1.2 Theses.fr database

The objective of this thesis is to develop and test investigation methods

of evolution of productivity of pairs of communities. We expect that

there will be two kinds of such community pairs: first – that co-

supervised PhD thesis, and second – without co-supervised PhD work.

However, we had not enough data on LabEx/IdEx PhD works, which

were used for investigation of a small network (about 10 000 members).

Thus, the other source of information was used, called Theses.fr [19].

Theses.fr is an online database that is constantly evolving. It

consists of thousands of PhD theses on different disciplines that were

defended in France since 1985.

For our purposes, 16 142 PhD works on Computer Science were

retrieved from this database. These PhD works have 20 889 distinct

names in total, including students and supervisors. PhD works that

have only 1 supervisor and PhD works, where at least one of the

supervisors is missing a name in the retrieved data, were excluded

from the data that was used for analysis. In total, there were 10 200

PhD theses with two supervisors.

Thus, 5942 (36.81 % from all) PhD works were used for exper-
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iments. They have 11 067 distinct names, which includes the name

of the PhD student and names of their supervisors, which is 52.98 %

from all authors.

For further work, each author had to be found in existing data

(that we have) and to be assigned with their Scopus Id. However,

there was a problem, that sometimes there was no one to one match

of author name and Scopus Id. Because of this, the number of valid

PhD data was reduced even more till 5595.

The key date for data from Theses.fr is year 2010, since there are

only 35 PhD works before this year, and we suppose that such small

number of PhD works compared to the total number of utilized data

on PhD theses will not have significant distortion in computations,

and we still can get accurate results.

2.1.3 LabEx data

The data on PhD works that were granted with LabEx [1] scholarship

was obtained from Polytech Nice Sophia [2]. Each of these PhD works

were supervised and defended in Nice.

The key data for LabEx PhD data is year 2013, since the first

student that was granted with this scholarship appeared in 2012 but

had their first publication a year after.

2.2 Collaboration Graph

We consider a mathematical model of a collaboration network by rep-

resenting the network as a collaboration graph, where nodes represent

authors and edges represent collaborations between them (i.e., there

is an edge between two authors if they collaborated on a single publi-
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cation). Such a model allows utilising mathematical tools and various

graph algorithms to study the structure of the network and calculate

numerous metrics, such as clustering of a network, and see how it

evolves over time.

To construct a collaboration graph, we use the data about publi-

cations that was extracted from the Scopus database 2.1.1.

A pseudocode of the method of building a collaboration graph is

presented in Algorithm 1.

Algorithm 1: Build a Graph

Input: a list of publications P
Output: a graph G, an edge weight function w
1: G← an empty graph
2: w(e)← 0 . for any e
3: for all publication p in P do
4: for all pair of authors (a, b) of p do
5: G← G with an edge between a and b
6: w(ab)← w(ab) + 1,
7: end for
8: end for
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3 Impact of LABEX in Nice-

Sophia

This Section describes investigated network, applied approaches for

detection and comparison of changes in productivities of communities

through years. A small network, that corresponds to collaboration

network of Nice and Sophia-Antipolis, was used for this part of inves-

tigation.

3.1 Nice-Sophia Computer Science Net-

work

Nice-Sophia Computer Science network is the network of researchers

that was built based on Scopus papers and articles published between

1990 and 2018, where at least one of the authors was affiliated to Nice

or Sophia Antipolis. In total, we have 10 821 such publications with

14 967 distinct authors.

The resulting network has the same number of nodes as the num-

ber of authors, which is 14 967 nodes. Two author-nodes are connected

with an edge if those authors had at least one common publication,

and the total number of edges is 116 684.

However, this network is not connected. When we look deeper
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in the structure of this network we will find that there are multiple

components in the network (Figure: 3.1). This may occur due to the

fact that, there were some publications in some isolated groups that

never collaborated with “outer” world.

Figure 3.1: Shape of Nice Sophia Computer Science Network.

Such detached communities are not useful for this investigation of

future collaborations of communities with PhD students. Recall that

we are interested in communities that collaborate with other commu-

nities, and we want to investigate how collaboration changed when two

different communities supervised one PhD student that was granted

with LabEx scholarship. Thereby, these small isolated groups will be

omitted in further work.

Thus, it was decided to keep only the largest connected compo-

nent of the network. In such manner, when all nodes are assigned

to their community, each of these communities will have at least one

connection with some other community. The largest connected com-
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ponent of Nice Sophia Computer Science network has 12 901 nodes

and 109 636 edges.

Leiden algorithm [20] split all 12 901 authors into 45 disjoint com-

munities. Modularity [5] of this partition was 0.85, which indicates

that the network exhibits strong community structure. The notion

of modularity was introduced by Mark Newman and Michelle Gir-

van [14]. Its value ranges between −1
2 and 1. If the modularity value is

high, this means that the current partition of the nodes has many edges

inside the communities that makes communities very dense, while the

number of edges placed between communities is significantly lower.

Sizes of obtained communities vary from 15 till 915 members. In

figure 3.2 we can see the distribution of community sizes in partition

obtained by Leiden algorithm.

Figure 3.2: Distribution of community sizes in Nice Sophia Computer
Science Network.

Thinking ahead, when we move to the larger network there will be

much more communities and to consider all of them is not necessary to
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obtain accurate results. It was decided to work only with first largest

communities that make in total about 80% of the network and test

this approach on a smaller network.

For example, we have some network with partition of nodes as in

Figure 3.3. This network has 28 nodes, and we remove the smallest

community like in Figure 3.4, we will have about 85% of the network.

We believe that considering only the largest communities we work

also simply with the most active ones. Also, other approaches could

lead to disconnected network. For example, if we took 80% of the net-

work and then did partitioning we would break the original structure

of communities, some of them could be disconnected.

Figure 3.3: Original partition
given by Leiden algorithm.

Figure 3.4: From the original
partition, only largest commu-
nities are kept.

The number 80% is chosen because if we take less communities,

for example that make 70% of the network, we lose some communities

that had supervised PhD student with some other community, and

if we keep more communities we would have to take into account

numerous small communities, which would not have much impact on

obtained results, but it would take more computational time to process

them.
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Figure 3.5: Distribution of sizes of the largest communities in Nice
Sophia Computer Science Network. It shows what number of the
largest communities should be taken to get 80% of the network.

To get about 80% of the network according to Figure 3.5 we can

take only 20 communities, which is less than a half from all commu-

nities of the largest connected component of Nice Sophia Computer

Science Network. Due to removal of small communities now commu-

nity sizes range from 261 till 915 members in this network.

These 20 largest communities consist of 10 018 members in to-

tal. Modularity of this partition is 0.71 which is lower than original.

Decrease of modularity could be caused by changes in structure of

the network as some nodes with edges were removed, and remaining

nodes could be organized a bit differently. However, we are interested

in primary partition structure that was detected in the original net-

work. In this way, the impact of excluded nodes on partitions will be

considered.

17



3.2 Community Stability

To investigate how the productivity of the community changed in

several years, we need to identify this community in each collabora-

tion networks that correspond to network states of investigated years.

Thus, the first step was to build several networks for each of the con-

sidered years. As a reminder, in the Nice-Sophia Computer Science

investigation, the core years are 2013 when the first PhD student was

granted with LabEx scholarship (see Section 2.1.3), and 2018 – as the

most recent year to compare to find changes in collaborations (see

Section 2.1.1).

When Nice-Sophia Computer Science networks that correspond

to network states for 2013 and 2018 were built (later on Nice-Sophia-

2013 and Nice-Sophia-2018 networks for short) it was found that the

number of communities can vary from year to year. Even if after

several runs of the Leiden algorithm we could achieve the same number

of communities through all years, we could not guarantee that these

communities were the same. Thus, we needed to check whether the

communities are stable over years 2013-2018, so the same communities

from the past could be compared to their future versions.

As a first step, it was decided to try to find the best matching

communities by comparing each community from 2013 to each com-

munity from 2018.

Communities can be matched by members of this community.

This means if we take each community from 2013 we check whether

we can find a corresponding one in 2018 with the significant number

of the same members. This way we can get our match. Algorithm 2

describes this idea.
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Algorithm 2: Compare communities by members

Input: list of communities in 2013;
list of communities in 2018.

Output: M – matrix of matching coefficients
1: communities2013 ← list of communities in 2013;
2: communities2018 ← list of communities in 2018
3: M [m × n], where m – number of communities in

2013, and n – number of communities in 2018
4: for all community ci in communities2013 do
5: for all community cj of communities2018 do

6: Mi,j ← |ci∩cj |
|ci|

7: end for
8: end for

As an example in Figure 3.6 in 2013 there was one community

with members [1, 2, 3, 4, 5]. Then, in 2018 there are 2 communities. If

we compare each community from 2018 to community in 2013 we will

get the following matching coefficients:

• |[5,..,..]∩[1,2,3,4,5]|
|[1,2,3,4,5]| = 1

5 = 0.2

• |[1,2,3,4]∩[1,2,3,4,5]|
|[1,2,3,4,5]| = 4

5 = 0.8

Figure 3.6: Matching communities.

However, when matching matrix was computed the following re-

sults were obtained (see Figure 3.7). The columns of matching matrix

19



in Figure 3.7 correspond to communities detected in the network Nice-

Sophia-2013 and each column is labelled with its community number.

Same for rows, but they correspond to communities detected in the

network Nice-Sophia-2018. The values of this matrix represent match-

ing coefficient which can take value [0, 1].

Figure 3.7: Matrix of community matching 2018/2013.

Thus, for each community from 2013 we try to match it with

the community from 2018 for which the highest value of matching

coefficient was obtained.

The main problem with this approach is that there is no one to
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one matching between all communities. According to the matrix of

community matchings, there are three scenarios of evolution of com-

munities. Either there is solid matching between 2 communities with

more than 0.9 matching coefficient which is the perfect scenario, or, the

most difficult cases to process, when communities from 2013 merged

into one community, or even split among several communities in 2018.

Nonetheless, if we look deeper into underlying data of this matrix,

we can see the following: if we count the number of nodes that “stayed”

together through all years and did not move from its ”colleagues” to

another community we can see that from all 6395 members from 2013,

5658 stayed together in 2018, which is about 89% of all members of

the network.

Thence, due to this special behaviour of community members, it

was decided that we can use one community partition of 2018 through

all years. The most important feature of this approach is that even if

communities are merged together or split among several communities

in the future, we can be sure that most of the associates of each

member are the same.

3.3 Modified Stochastic Block Model

Inspired by Stochastic Block Model approach for generating random

graphs with communities firstly defined by Holland et al. [10] and

other applications of this model [3, 11] it was decided to adapt this

method for detecting changes in community structure over time.

To study changes in community collaborations before and after

communities got PhD students with Labex/IdEx funding we use non-

symmetric matrix W ∈ Rk×k, where k – corresponds to the number of

communities and wi,j ∈ R, where i, j ∈ {1, . . . , k} is an estimator of
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probability to make a publication between community i and j. Prob-

ability to make a publication for each ordered pair of communities can

be computed as follows:

wi,j =
number of common publications between ci and cj

total number of publications of community ci

note that
k∑

j=1

wi,j = 1, where i ∈ {1, . . . , k}

This way we define matrix W , that determines how often com-

munity i collaborates with community j, which also can be referred

as productivity matrix.

Remark. Since we are interested only in collaborations between com-

munities, all publications inside the community will not be counted.

Thus, all values in the diagonal of each matrix will be zero.

For example, there are 4 communities [C1, C2, C3, C4]. Then the

matrix of number of publications defined as follows (see Algorithm 3):

Algorithm 3: Matrix of number of publications

Input: list of publications P
Output: Nk×k – matrix of number of publications
1: N [k × k], where k – number of communities
2: C ← empty set;
3: for all publication p in P do
4: C ← community of each author of p;
5: for all unordered pairs of communities {Ci, Cj}

of C, where Ci 6= Cj do
6: NCi,Cj

← NCi,Cj
+ 1 ;

7: NCj ,Ci
← NCj ,Ci

+ 1 ;
8: end for
9: end for

22



In the example on the left in Figure 3.8 we can see the matrix of

number of publications for communities [C1, C2, C3, C4]. Then matrix

W is computed by dividing each value in the row by the sum of all

elements in this raw. Finally, the resulting matrix has the form as on

the example on the right in Figure 3.8.

Figure 3.8: Example of matrix of probabilities to make publication
between each pair of communities.

Since we suppose that PhD work that was supervised by two

researchers from different communities can boost future collaborations

of these communities, we hope that it will be reflected in probabilities

to make publication between them.

To find differences in productivities of communities, one more

metric was defined. Let M ∈ Rk×k be the matrix where mi,j corre-

sponds to gain in probability to make publication between communi-

ties i and j and mi,j is computed as follows:

mi,j =
wi,j(2018)− wi,j(2013)

wi,j(2018)
, where i, j ∈ {1, . . . , k}

Thus, mi,j can fall into (−∞, 1] range, where
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• mi,j < 0 – corresponds to decrease in intensity of collaboration

of communities i and j;

• mi,j = 0 – indicates that the intensity of cooperation stayed

approximately at the same level since 2018;

• mi,j ∈ (0, 1] – implies that intensity of cooperation increased and

mi,j corresponds to the gain coefficient.

Thusly, the following plan was defined:

1. Build two collaboration networks. One that corresponds to state

of the network till 2013 (Nice-Sophia-2013) and the second one

– till 2018 (Nice-Sophia-2018).

2. Detect communities on Nice-Sophia-2018 network.

3. Compute matrices of number of publications between communi-

ties using partitions from Nice-Sophia-2018 network. For matrix

for Nice-Sophia-2013, use all publications on computer science

till 2013, where at least one of the authors is affiliated to Nice or

Sophia Antipolis. Use similar approach for publications matrix

for Nice-Sophia-2018 network.

4. Compute W2013 and W2018 matrices using above-mentioned ma-

trices.

5. Compute matrix M .

6. Find and compare changes in collaborations between communi-

ties that supervised a common PhD work, and see if there really

was some significant growth, also compare changes in collabora-

tions between communities without PhD work.
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3.4 First Results on Nice-Sophia Network

When all steps and metrics were defined, experiment on Nice-Sophia

network has been conducted.

As a reminder, for Nice-Sophia investigation there are two key-

dates: 2013 – is the year, when first PhD student got LabEx scholar-

ship, and 2018 – is the latest papers from Scopus database we have,

thus this is the most recent network state we could get by building

the network based on all available data. For more information see

Section 2 and Section 3.1.

Recall that Nice-Sophia network till 2018 is:

• Graph on all data: 14 967 nodes and 116 684 edges. (10 821

publications involved.)

• Largest component: 12 901 nodes and 109 636 edges.

• Among 45 communities, only 20 of them make about 80% of the

network.

• 20 largest communities contain 10 018 authors.

In total, we have 25 PhD works with LabEx scholarship and all of

them were involved in the collaboration network till 2018. However,

there are only 13 distinct pairs of communities that supervised 14

works and other 11 works were made inside a single community.

Remark. We compute distinct pairs as all combinations of communi-

ties involved in PhD work: communities of supervisors and community

of PhD student.

The number of “LabEx” values is two times more because if you
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see definition of matrix W in Section 3.3 you can notice that wi,j 6=
wj,i.

Figure 3.9: Matrix of number
of publications till 2018.

Figure 3.10: Matrix of number
of publications till 2013.

Firstly, when communities were detected and largest of them were

picked for investigation, matrices of number of publications were built.

Figures 3.9 and 3.10 represent publications matrices till 2018 and 2013

correspondingly. Values on diagonal are zeros because we do not con-

sider productivities inside a single community. Also, for convenience

heat map visualization technique was used to highlight places with the

large number of publications, as well as ”LabEx” pairs were empha-

sized by red squares.

Secondly, matrices W2018 and W2013 were computed as well as

matrix M of differences between productivities of communities in 2013

and 5 years after when the first PhD work with LabEx grant has

started. For more information on how these matrices were build see

Section 3.3. Figure 3.11 represents the resulting matrix.
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Figure 3.11: Difference matrix M . Values in blue colour indicate
decrease of probability to make publication between two communities,
and red colours – increase of it.

Then, difference values were extracted from difference matrix M

(Figure 3.11) and organized into two disjoint groups:

• “Labex” group – a group of values that correspond to communi-

ties that supervised PhD works with LabEx grant,

• and “All” group – a group that consists of all other productivity

values, except values on diagonal of the matrix.

Finally, several metrics were computed for each group.
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Median Average

LabEx 0.178 0.277

All 0.000 -0.00021

Figure 3.12: Distribution of values of matrix M .
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Figure 3.13: Corresponding box plot for distribution of values of ma-
trix M .

Thusly, judging by the median and average values of each group

and the shape of the data in Figures 3.12, and 3.13 we can say that

“LabEx” communities have greater gain in productivity than other

communities. Median gain in “LabEx” communities is about 17.8%,

while in other communities there is almost no changes in their pro-

ductivity.

However, these results are based on a very small number of “LabEx”

samples. Among 25 PhD works there are 13 distinct pairs of commu-

nities with LabEx PhD students and 11 other LabEx PhD works were

distributed among 9 different communities but supervised only by a

single community: 11 PhD works assigned to one of 9 communities.

If we return to distribution of community sizes, they ranged from

261 till 915 members. We can expect that for the network with

10 018 nodes, 20 communities with such size range are too big and

real changes in productivities are hidden inside too big communities.
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3.5 Reducing Community Size

In order to test our suggestion that too large communities can hide

some important changes in the network, it was decided to try the

following method:

1. Take only largest communities that make about 80% of the

largest connected component as it was done in first steps.

2. Then, for each of the largest communities, treat them as an

independent network, and run the Leiden algorithm on each of

these “networks”.

In this way, the original partition is preserved and partitioning of

each large community is not affected by their neighbouring communi-

ties from original partition (see Figures 3.14 and 3.15).

Figure 3.14: From the original
partition, only largest commu-
nities are kept.

Figure 3.15: Run Leiden on
each of the partitions.

After community size reduction, 20 communities were split into

227 smaller communities. Now, community sizes range from 2 to 243

members. Figure 3.16 shows the distribution of new community sizes.
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Figure 3.16: Distribution of community sizes after splitting largest
communities.

Also, community stability had to be checked. Same approach as in

Section 3.2 was used, to find how consistent newly defined communities

are if current partitioning is applied on Nice-Sophia-2013 network.

Matrix of community matchings (Figure 3.17) shows that there is still

high number of similar communities in both networks (Nice-Sophia-

2018 and Nice-Sophia-2013). Among all members of Nice-Sophia-2013

network, about 81% of them stayed together in the same community

in 2018 (5200 out of 6395 authors).
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Figure 3.17: Matrix of community matchings after splitting largest
communities.

Among 227 communities, there are 32 distinct pairs of communi-

ties that supervised PhD works. Recall that we compute distinct pairs

as all combinations of communities involved in PhD work. Thus, if

PhD student and their two supervisors were assigned to 3 different

communities, there will be 3 distinct community-pairs that were in-

volved with this PhD. These 32 distinct pairs of communities involve

21 of 25 PhDs with LabEx scholarship. This means that such com-
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munity sizes are much closer to real life data, since LabEx funding

promotes PhDs that are supervised by at least two different research

teams or universities, etc.

When difference matrix was computed, we got the following re-

sults: (see Figure 3.18 and Figure 3.19)

Figure 3.18: Distribution of
values of difference matrix M .

Figure 3.19: Corresponding box
plot for distribution of values of dif-
ference matrix M .

Median Average

LabEx 0.375 0.343

All 0.000 0.000142

Despite the fact that we still have a small number of observable

communities with LabEx PhD students, now with smaller communi-

ties, we can better see changes in productivities of these communities.

In this way, we can suppose that such approach with community size

reduction will help us in further investigation of France Computer

Science network.
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4 Impact of PhD Works in

France Computer Science

Network

4.1 France Computer Science Network

France Computer Science network is built similarly to Nice-Sophia

network. It was built based on Scopus data on articles published

between 1990 and 2018, where at least one of the authors was affili-

ated to France. In total, 239 414 publications were used to build the

France Computer Science network. This network has 258 145 nodes

and 1 591 382 edges, and its largest component consists of 229 322

nodes and 1 533 435 edges.

On such large network, more data was needed to be used to inves-

tigate the impact of PhD theses on pairs of communities that super-

vised these PhD works. The data on PhD works were retrieved from

Theses.fr [19] online database. For more information, you can refer to

Section 2.1.2.

After preprocessing of the information on PhD works it was iden-

tified that before 2010 were only 35 PhD works with 2 supervisors,

which were present in the France Computer Science network (more
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could be excluded because some supervisors could not be uniquely

identified in the network). In total, 5595 PhD theses were used for

this investigation.

4.2 Large Community Problem

Leiden algorithm for community detection discovered 160 communities

in the France Computer Science network.

Modularity of this partition was 0.861, and sizes of these commu-

nities ranged from 15 to 15 171 members.

Figure 4.1: Distribution of sizes of the largest communities in France
Computer Science network. It shows what number of the largest com-
munities should be taken to get 80% of the network.

To get about 80% of the network, only 23 communities are needed

(see Figure 4.1). These 23 communities consist of 179 606 authors and

35



now the smallest community size is 3564 (see Figure 4.2).

Figure 4.2: Distribution of sizes of the largest communities.

As expected, too big communities lead to a problem that com-

munity productivity is hidden inside a large cluster.

(a) Matrix of number of publications.
(b) Difference matrix on largest com-
munities.

Figure 4.3: Almost every pair of communities has PhD work. Cells
emphasized with red square correspond to communities with PhD stu-
dents.
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As a result, in our case, almost every pair of communities has

supervised at least one PhD thesis (see Figure 4.3). The key metrics

in such case show that pairs of communities that supervised PhD had

a decrease in intensity of their collaborations as well as other pairs of

communities without PhD (see Figure 4.4).

Median Average

PhD 0.000 -0.0129

All 0.039 -0.002

(a) Distribution of values of difference
matrix M .

(b) Corresponding box plot of val-
ues of difference matrix M for both
groups.

Figure 4.4: Inside of difference matrix M

However, we suppose that this is not the real case for 2 reasons.

Firstly, such large communities do not represent the real state of

the researchers’ network. For example, most of the universities have

smaller academic staff than the minimum community size that we got

with the Leiden algorithm with the current network configuration (see

Section 2.2).

Also, the problem of the optimal size of human communities are

discussed in multiple works [7, 9, 18], where different real-world net-
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works were investigated, and it was shown that usually community

sizes range between 5 and 1500 members.

Secondly, when we looked into the distribution of the number of

PhD students and the number of publications that they co-authored

(see Figure 4.5), we found that 20 812 publications were co-authored

by these PhD students. We expect that such productivity of PhD

students must have some influence on community collaborations, and

it should be reflected in the difference matrix M .

Figure 4.5: Distribution of number of PhD students who co-authored
a given number of publications.

4.3 Results With Reduced Community Size

To reduce community size the same method described in Section 3.5

was used. After that, each of 23 communities was split into ≈ 41

smaller communities. As a result, from 23 large community 952 were

produced, with sizes ranged from 4 to 1370 members (see Figure 4.6).
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Note. Such community sizes appear in above-mentioned scientific works

on investigation of communities in Human Networks [7, 9, 18].

Figure 4.6: Distribution of sizes of the largest communities.

4.3.1 Smaller communities — better picture

On almost a thousand smaller communities, we got 3499 distinct com-

munity pairs that supervised PhD theses, which is 6998 PhD values

in difference matrix M .

Since the difference matrix M is too big to be presented here,

we proceed to analyse its contents. The table below shows the key

metrics of both groups of mi,j values, which were also organized in

box plot and histograms in Figure 4.7 and Figure 4.8.
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Median Average

PhD 0.000 0.0187

All 0.000 -0.00141

Figure 4.7: Box plot of distribution of mi,j values.

As you can see, that smaller communities indeed give a much

clearer picture than large ones. From this data, we can see how differ-

ent is the shape of the “progress” of the “PhD” group and All other

groups without PhD, in spite of the fact that the key metrics are very

low.

However, these picks on zeros and ones on the histogram in Fig-

ure 4.8 drew our attention. When we analysed obtained values of each

group, we got the following numbers of occurrences of 0 and 1 in each

group.
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0 1 In total

PhD 2513 1050 6998

All 855 424 16 032 898 354

In the table above one may notice that the fraction of 1’s (which

indicate the appearance of new collaboration after 2010) in case of the

“PhD” group is significantly higher than in the “All” group.

Figure 4.8: Distribution of values of difference matrix M .

4.4 New Metric

Smaller communities indeed allow us to see small changes in commu-

nity collaborations. However, it is not enough to draw some conclu-

sions with current results.

Therefore, we try another method of computing the difference

matrix M . Even though we know that this method carries the same

information as the previous one, it will be another way of representing

the same concept, but it may give us a new insight into the problem.
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According to current approach, it is possible that the difference

between probabilities to make common publication between two com-

munities can take very small negative value.

For example, in Figure 4.9 there are three communities C1, C2, C3.

For community C1, the probability to make publication with commu-

nity C2 in 2013 is 0.5. However, in 5 years community C1 collaborated

with community C3 very actively, but never with community C2 and

in 2018 the probability to make common publication of communities

C1 and C2 dropped to 0.09. Thus,

mC1,C2 =
wC1,C2(2018)− wC1,C2(2013)

wC1,C2(2018)
=

0.09− 0.5

0.09
= −4.55
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Figure 4.9: Matrices of number of publications and corresponding
matrices W of probability to make publication between communities.

In order to work with positive numbers, a new difference matrix

is introduced below.

Mnew = (mi,j)
k×k, where:

mi,j =


−1 if wi,j(2018) = 0 and wi,j(2010) = 0,

K + δ if wi,j(2018) 6= 0 and wi,j(2010) = 0,

wi,j(2018)

wi,j(2010)
otherwise,

∀i, j ∈ {1, . . . , k}
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Where K is max(
wi,j(2018)
wi,j(2010)

), for all i, j ∈ {1, . . . , k}, such that

wi,j(2010) 6= 0.

The first condition covers the case when collaboration never ex-

isted.

The second condition covers the case when a new collaboration

appeared in 8 years. Here we take the largest value in the matrix Mnew,

which indicates the highest gain in probability to make publication and

add some δ > 0 to distinguish this case, from high gain values.

And finally, the last mi,j will show the gain coefficient in produc-

tivity of communities i and j, when wi,j(2018) 6= 0 and wi,j(2010) 6= 0.

The value of mi,j in this case may be roughly interpreted as fol-

lows:

• mi,j ∈ [0, 1) – the intensity of collaboration has dropped since

2010;

• mi,j = 1 – the intensity of collaboration stayed more or less at

the same level since 2010;

• mi,j ∈ (1,+∞) – the intensity of collaboration increased since

2010 - the probability for common publication between commu-

nities ci and cj (when we take as a base the number of publica-

tions of community ci) increased mi,j times.

4.4.1 Results With New Matrix Mnew

When a difference matrix Mnew was computed according to method

described in Section 4.4, we got the following results:
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Median Average

PhD 0.622 3.716

All 0.000 0.398

According to key metrics, the intensity of collaboration increased

significantly in “PhD” group1. For communities that supervised PhD

thesis, the probability to publish in 2018 is 3.7 times higher than in

2010. While for communities without PhD students, we can interpret

that the intensity of collaboration (understood as the probability to

publish together) dropped to the 40% of the level from 2010. In fig-

ures below you can see the shape of mi,j values of both groups (see

Figures 4.10 and 4.12).

Figure 4.10: Distribution of values of difference matrix Mnew.

The Figure 4.11 is zoomed part of Figure 4.10. It shows the

distribution of values of difference matrix Mnew that fall into [0, 2].

1“PhD” group is a group of values that correspond to communities that supervised PhD works
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Figure 4.11: Zoom of interval [0, 2] of Figure 4.10. Distribution of
values of difference matrix Mnew with percent to all other values in a
group.

In Figure 4.10 we can see that the part of community pairs that

have increased their collaboration productivity is higher in “PhD”

group than in “All” group. The table below shows what fraction of

all mi,j values fall into 4 intervals.

-1 [0,1] (1, max(Mnew)) max(Mnew)

PhD 35.867% 29.765% 19.362% 15.006%

All 95.205% 2.364% 0.645% 1.786%

Let us present the above results, splitting the set of pairs of com-

munities into two subsets: pairs of communities that did not collabo-

rate before 2010 and pairs that collaborated before 2010.
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Fraction of new
collaborations

PhD 0.295

All 0.018

Table 4.1: Pairs of communi-
ties which did not collaborate
before 2010.

Fraction with increase
intencity of collaboration

(mi,j > 1)

PhD 0.394

All 0.214

Table 4.2: Pairs of communi-
ties which collaborated before
2010.

From the set of pairs of communities that did not collaborate

before 2010 (Table 4.1) we can see that among community pairs that

supervised a common PhD work there is a larger fraction of newly

appeared collaborations than in other community pairs. Moreover,

Table 4.2 shows that“PhD” groups are also leading in the proportions

of community pairs that have increased their intensity of collaboration

between 2018 and 2010.

Thus, we can say that communities that supervised PhD work

became more productive within 8 year, unlike pairs of communities

that did not.
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Figure 4.12: Corresponding box plot of values of difference matrix M
for both groups.

With such approach of investigation of community productivity,

we can see that communities that supervised PhD works continue to

collaborate more actively.
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5 Conclusion

Within this Master thesis, several approaches for measuring the evo-

lution of community productivities were developed.

The first results on the Nice Sophia Antipolis Computer Science

network showed that LabEx PhD theses had a positive influence on

future collaborations between communities that supervised these PhD

works (Section 3.4). After that, community sizes were reduced by run-

ning Leiden algorithm [20] for community detection on each commu-

nity after first partitioning (Section 3.5). This approach allowed us to

work with communities of size from 2 to 243 members instead of com-

munities from 261 to 915 members. Finally, we saw that on smaller

communities the impact is more visible than on the large ones.

Then, when we tried to reproduce the results from Nice Sophia

network on almost 18 times larger network, we encountered a problem

with large communities (from 3564 to 15 171 members), which made us

to use the same method for community size reduction. This approach

slightly improved the results, however, to draw some conclusions this

was not enough.

Finally, to improve the approach for comparing changes in pro-

ductivity of communities, another method for computing the difference

matrix was used (Section 4.4). This computation method showed that

the intensity of cooperation between communities that supervised a

common PhD thesis increased 3.7 times, while in other communities
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we can see the decrease in intensity of their cooperation to 40% of its

level at the beginning of investigated timespan.

Hence, according to the proposed method for studying the impact

of PhD theses on collaboration networks, a PhD thesis supervised by

several communities can increase the future collaborations between

these communities.

5.1 Further Work

For further work, the following problems could be considered:

1. This investigation was conducted on Computer Science network,

considering only interdisciplinary collaborations. It also would

be interesting to study multidisciplinary collaborations, and to

see whether multidisciplinary funding programs have the similar

impact on intensity of future collaborations.

2. Develop a model which would allow making predictions about

the impact of funding on future collaborations.
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