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https://www.europarl.europa.eu/stoa/en/
document/EPRS_STU(2019)624261

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2019)624261
https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


automated form of processing on personal data

Profiling Art. 4(4)
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to evaluate personal aspects of a person, 
in particular, to analyse or predict their:

performance at work 
economic situation
health
personal preferences

reliability
behaviour
location 
movements



automated form of processing on personal data

Profiling WP29

Any form of automated processing, with or without a human
making processing or inferences about the processed data

to evaluate personal aspects of a person, 
in particular, to analyse or predict their:

“Evaluate” means assessment or judgement about a person.
Example: Collecting statistics about age, gender, height of
customers for an aggregated overview without any predictions
or conclusions is not profiling.

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


• Are inferences included in profiling? 
• 3 stages of profiling (WP29):

1. Personal data collection
2. Automated analysis (also to identify correlations)
3. Apply the output of the analysis to an individual to 

identify or predict characteristics or behavior

• … in order to place an individual in a category or 
group, w.r.t
§ their ability to perform a task
§ their interests
§ likely behaviour 7

Profiling WP29
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Source: https://www.celebritysites.com/find-info-about-your-sites-visitors-habits-interests-via-google-analytics/

Example

https://www.celebritysites.com/find-info-about-your-sites-visitors-habits-interests-via-google-analytics/
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https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

Example

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


Automated Decision Making (ADM)
• Based on any type of data

§ directly provided by an individual
§ indirectly observed about the individual (tracking)
§ derived or inferred data (profile => e.g. credit score) 

§ Automated Decision Making can be done 
§ with or without profiling
§ “solely automated” or “include a human”
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ADM with or without profiling
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https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


Rights in relation to Automatic Decision Making 
(including profiling) Art. 22#71

Individual has the right not to be subject to a decision when:
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based solely on automated processing, including profiling

produces legal effects concerning her, or

significantly affects her



Automatic Decision Making: “solely 
automated” or “involving human”?
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Example

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


Rights in relation to Automatic Decision Making 

(including profiling) Art. 22#71

Individual has the right not to be subject to a decision when:

14

Cristiana Santos, Utrecht University 

based solely on automated processing, including profiling

produces legal effects concerning her, or

significantly affects her



Legal Effects

affects someone’s legal rights
eg. such as voting in an election 
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affects a person’s: legal status, 
rights under a contract

• cancellation of a contract 
• entitlement to, or denial of social 

benefit granted by law, eg. child or 
housing benefit 

• refused admission to a country, or 
denial of citizenship



Similar significantly affects a person
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Significant effects: affects the circumstances, 
behavior or choices

lead to the exclusion or discrimination

has impact that is prolonged or permanent 
on the person

• financial circumstances, refusal credit application
•access to health services
•employment opportunities, refuse e-recruiting
•access to education 



Rights in relation to Automatic Decision Making 

(including profiling) Art. 22#71

Individual has the right not to be subject to a decision when:
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based solely on automated processing, including profiling

produces legal effects concerning her, or

significantly affects her

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


Forbidden, by default (unless there are exceptions)

Requirements for Solely Automated-Decision
Making (without human involvement)
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Measures: 
• appropriate technical and organisational measures to enable 

inaccuracies to be corrected and minimise risk of errors

Transparency: 
• meaningful information about logic involved
• significance and envisaged consequences



ADM without human are 
forbidden by default 

• Local law requires it
§ Prevent fraud, tax evasion

• Necessary for a contract
§ High level of applications for job (tens of thousands) 

• Explicit consent 
§ Stronger than “consent”, 2-phase confirmation
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Exceptions when ADM is allowed:



Automatic Decision Making: “solely 

automated” or “with human”?
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Business can do a nominal involvement of 

a human to overlook/validate the decision-

making depriving an individual from her 
right not to be involved! 

29WP response:

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


Forbidden, by default (unless there are exceptions)

Requirements for Solely Automated-Decision
Making (without human involvement)

21
Cristiana Santos, Utrecht University 

Measures: 
• appropriate technical and organisational measures to enable 

inaccuracies to be corrected and minimise risk of errors

Transparency: 
• meaningful information about logic involved
• significance and envisaged consequences



Transparency

Inform about automated decision making “right to explanation” #71 
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Explain significance and envisaged consequences of the 
processing, eg. insurance tracking driving behavior

Provide meaningful information about the logic
•Not full disclosure of the algorithm 
•Person should be able to understand the reason for 
the decision, eg. loan application 



Appropriate Safeguards

Allow the persons involved the right to: 
– Obtain human intervention
– Express their point of view
– Contest the decision

• responsibility in case of harm
• decision on changing the algorithm
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Develop ways to address any prejudicial elements, including 
any over-reliance on correlations 

•Realistic worst case scenarios 
•Who are the users and vulnerable groups?

Frequent assessments on the datasets for any bias

Algorithmic auditing, reviews of accuracy/relevance of 
automatic decision making



Rights of the Data Subject in case of 
Profiling or ADM (with or without human)
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https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


• see slides on Privacy in Targeted Advertising
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Right to rectification, erasure and 
restriction of processing

• Profiling involves prediction
• Input data may be inaccurate or irrelevant
• Something wrong with the algorithm?

• In theory:
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https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=612053


In practice…
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https://www.europarl.europa.eu/stoa/en/document/EPRS_STU(2019)624261


• see slides on Criminal Machine Learning
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