ABSTRACT

A number of measures for quantifying information leakage of a program have been proposed. Most of these measures evaluate a program as a whole by quantifying how much information can be leaked on average by different program outputs. While these measures perfectly fit for static program analyses, they cannot be used by dynamic analyses since they do not specify what information an attacker learns through observing one concrete program output.

In this paper we study the existing definitions of quantitative information flow. Our goal is to find the definition of dynamic leakage – it should evaluate how much information an attacker learns when she observes one program output. Surprisingly, we find out that none of the existing definitions provide a suitable measure for dynamic leakage. We hence open a new research question in quantitative information flow area: which definition of dynamic leakage is suitable?

1. INTRODUCTION

Information flow security is an important problem in today’s information systems. It enforces limits on dissemination of secret information and is often formulated as a confidentiality property – it requires that an untrusted program should not “leak” secret information into publicly observed outputs. This requirement, formalised as noninterference, is often too restrictive in practice since it works in all-or-nothing setting: either all or none of information flows from secret to public are allowed.

To achieve a more flexible security requirement, the researchers in quantitative information flow field have proposed a number of measures to evaluate how much information about the secret a program leaks. If the quantity of information is equal to zero, then noninterference holds. Otherwise, the measure provides a number of information bits that evaluates how much information about the secret is being leaked by the public output.

The most popular definitions are based on measuring the decrease in attacker’s uncertainty about the possible values of the secret and use Shannon entropy [10], Min entropy [20], Guessing entropy and q-leakage [1]. An interesting aspect of the proposed definitions is that all of them measure a program as a whole. In other words, they evaluate how much information is leaked on average by all possible program outputs. We will call these measures “average measures”.

To analyse the leakage of a program as a whole, average measures were previously used by a number of works on static program analysis [5, 16] and even approximated by a dynamic analysis [18].

An alternative approach to measure information leakage is to reason about attacker’s accuracy in his belief about the secret [9]. This belief tracking measure evaluates the leakage for a concrete secret, and a concrete program output. Belief tracking has been used in evaluating the worse case leakage through the static program analysis [17].

We graphically show the difference in the definitions of existing measures in Figure 1. We present a program that maps secret input values into output values. The average measures (such as the ones based on Shannon entropy, Min entropy etc.) evaluate how much information from all secret input values flows into all possible output values – we graphically show it by highlighting all secret inputs and all outputs of the program. Belief tracking measure instead only evaluates the flow of information about one secret input into one concrete output – we graphically show it by highlighting only one concrete secret value and one output value.

In the past, the existing measures were used mostly by static program analysis. However, some dynamic programming languages, such as JavaScript, are very hard to analyse statically. Such languages are usually analysed either dynamically [15] through monitoring only one program execution, or through some form of hybrid analysis [14, 19] where non-executed branches can be also analysed. Such analyses have a potential capability to evaluate how much information is leaked by the current program output.

In our previous work [6, 7] we have proposed a hybrid analysis that computes the knowledge of the attacker. Our modelling of attacker knowledge is more general than the existing works on dynamic or hybrid analyses that enforce an all-or-nothing requirement of noninterference [22, 3, 11, 4, 8]. Instead, we follow the definition of knowledge from [2] and compute the attacker knowledge as a set of initial secrets that can lead to the currently observed output. We graphically show our modeling in the rightmost part of Figure 1 – the highlighted secret input values that can lead to one
concrete output should be analysed in order to measure the dynamic leakage to the attacker. We cannot use the belief tracking measure to measure the leakage associated to one output, because it applies only to a concrete secret input, which is not known to the attacker.

What we think is missing in the field of quantitative information flow is the measure of dynamic leakage associated to one program output. Intuitively, such definition evaluates an attacker’s knowledge and should not be bounded to a concrete secret since it tries to evaluate the knowledge of the attacker who does not know the secret value.

In this paper, we investigate the current definitions of information leakage and find out that

- for the static case, when the program is evaluated as a whole, many existing average measures can be applied, such as Shannon entropy, Min entropy etc.;
- for the dynamic case, when only one program output should be evaluated, only the belief tracking definition provides a suitable evaluation of leakage, but only for deterministic programs.

2. BACKGROUND

For simplicity of demonstration, in this work we consider total programs $c$ with just one input $S$, which is secret, and one output $O$, which is publicly observed by an attacker. Thus, we do not consider programs that receive both secret and public inputs, or programs that do not terminate. The attacker provides an untrusted program $c$, and her goal is to guess the secret $S$ by observing a program output $O$.

The variable $S$ ranges over some finite set of possible values $S$ and we assume that the a priori probability distribution of $S$ is correct and publicly known to the attacker. We denote the a priori distribution of $S$ by $\pi$. Similarly, an output variable $O$ ranges over a finite set of values $O$. The program $c$ may be deterministic or probabilistic.

Information leakage from the secret input $S$ to a publicly observed output $O$ is usually seen as a difference in the uncertainty an attacker has about the possible values of $S$ before and after observing the program output $O$:

$$\text{information leaked} = \text{initial uncertainty} - \text{remaining uncertainty}$$

Following [20], we can model a program $c$ using a matrix whose rows are indexed by $S$ and whose columns are indexed by $O$, where the $(s, o)$ entry specifies the conditional probability of a program output $o$ given a secret input $s$, formally

$$p(O = o | S = s).$$

Each row of the matrix has to sum up to 1. In the future notations, we will denote the program $c$ using its matrix over input $S$ and output $O$ by $p_{OS}$, therefore

$$p_{OS}(o, s) = p(O = o | S = s).$$

An a priori distribution $\pi$ on $S$ and a program $p_{OS}$ uniquely determine (i) the distribution of the possible program outputs $p(o) = \sum_s p(s, o) = \sum_s \pi(s) p_{OS}(o, s)$; (ii) a posteriori distribution of the secret $S$ given the program output value $o$, denoted by $p_{S|O}$:

$$p_{S|O}(s) = \frac{p(s, o)}{p(o)} = \frac{\pi(s) p_{OS}(o, s)}{p(o)}$$

Intuitively, information leakage should be measured as a difference in the knowledge about the secret an attacker can derive from an a priori distribution $\pi$ (initial uncertainty before observing any program output), and the knowledge she obtains from the a posteriori distribution $p_{S|O}$ (remaining uncertainty after observing a program output value $o$).

Most of the proposed definitions in the literature measure how much information is leaked for the whole program, meaning that the knowledge about the a priori distribution is compared against the knowledge an attacker may get from an a posteriori distribution, averaged among all possible program outputs. We present the mostly used definitions based on Shannon entropy and Min entropy and demonstrate that they cannot be adapted to measure leakage associated to one program output. We then discuss whether belief tracking measure is suitable for deterministic and probabilistic programs.

3. EXISTING DEFINITIONS FOR THE WHOLE PROGRAM

Shannon entropy. Several definitions have been proposed to measure the amount of information in the given distribution $\pi$. The most natural way is given by information theory – the amount of secrecy is computed as an amount of uncertainty an attacker has about the possible value of secret $S$. Shannon entropy [10] measures such uncertainty:

$$H(\pi) = - \sum_{s \in S} \pi(s) \log \pi(s).$$

After an attacker observed some program output value $o$, the remaining uncertainty is computed by a Shannon entropy of

$$H(\pi | O = o) = - \sum_{s \in S} \pi(s | O = o) \log \pi(s | O = o).$$

In all the definitions logarithms are base 2.
a posteriori distribution after observing o:

\[ H(p_{S|o}) = - \sum_{s \in \mathcal{S}} p_{S|o}(s) \log p_{S|o}(s). \]

To evaluate the remaining uncertainty of the whole program, this entropy is averaged among all possible program outputs, weighted by their corresponding probabilities:

\[ H(p_{S|\mathcal{O}}) = \sum_{o \in \mathcal{O}} p(o) H(p_{S|o}). \]

Finally, information leakage of the program is measured as a difference between the initial and final uncertainty:

\[ L(\pi, p_{S|\mathcal{O}}) = H(\pi) - H(p_{S|\mathcal{O}}). \]

**Example 1** (Deterministic Program). Consider the following program:

if \( S = s_1 \) then \( O = a \) else \( O = b \)

with three possible values of secret \( S \) that we denote by \( s_1 \), \( s_2 \) and \( s_3 \). The a priori distribution \( \pi \), and the a posteriori distributions after observing outputs \( a \) and \( b \) are:

| \( \pi \) | \( p_{S|a} \) | \( p_{S|b} \) |
|---|---|---|
| \( s_1 \) | 0.875 | \( s_1 \) | 0 |
| \( s_2 \) | 0.0625 | \( s_2 \) | 0.5 |
| \( s_3 \) | 0.0625 | \( s_3 \) | 0.5 |

Notice that after observing an output \( a \), an attacker uniquely identifies the value of the secret, which in this case is \( s_1 \). Naturally, since an attacker has learnt the secret value, or in other words, she has no doubts about the value of \( S \), the remaining uncertainty in this case is equal to zero: \( H(p_{S|\mathcal{O}}) = -1 \cdot \log 1 = 0 \) bit. In case an attacker observes output \( b \), an attacker believes that \( s_2 \) and \( s_3 \) are equally possible, therefore her uncertainty is measured to be 1 bit: \( H(p_{S|b}) = -0.5 \cdot \log \frac{1}{2} - 0.5 \cdot \log \frac{1}{2} = 1 \) bit.

These measures are very intuitive since they reflect the uncertainty of the attacker after she observes a concrete program output. However, standard Shannon entropy-based leakage metric averages among all possible outputs, thus computing \( H(p_{S|\mathcal{O}}) = p(o) H(p_{S|o}) + p(b) H(p_{S|b}) = 0.125 \) bit. This measure takes into account the probability of each output for the program, where \( p(a) = 0.875 \) and \( p(b) = 0.125 \) - this is why the final entropy is biased towards a more probable output \( a \), which leaks 0 bits. Since the initial uncertainty is \( H(\pi) = 0.67 \) bits, the leakage of the program is \( L(\pi, p_{S|\mathcal{O}}) = 0.67 - 0.125 = 0.54 \) bit.

This leakage only computes an average leakage for all program executions. We can try to apply the same reasoning and compare the initial and final entropy after one observation, proposing a definition of dynamic leakage:\(^2\)

\[ L_{\text{dynamic}}(\pi, p_{S|\mathcal{O}}) = H(\pi) - H(p_{S|o}). \]

Applying this definition to our example and output \( b \), we get the negative reduction in uncertainty:

\(^2\)By \( p_{S|\mathcal{O}} \) we denote that the measure takes into account all the possible values of \( O \), while by \( p_{S|o} \) we denote that the measure takes into account one concrete value \( o \) of \( O \).

\(^3\)For readability, we round numbers up to 2 decimal places.

\(^4\)The notion "dynamic leakage" is taken from [12], who studied this definition for min entropy.

\[ \begin{array}{c|c|c} \pi & p_{S|a} & p_{S|b} \\ \hline s_1 & 0.875 & s_1 \\ s_2 & 0.0625 & s_2 \\ s_3 & 0.0625 & s_3 \end{array} \]

\[ \begin{array}{c|c} \mathcal{H}(\pi) & \mathcal{H}(p_{S|b}) & L_{\text{dynamic}}(\pi, p_{S|\mathcal{O}}) \\ \hline 0.67 & 1 & -0.33 \end{array} \]

Since negative leakage is usually interpreted as absence of information, we conclude that this definition is not appropriate: it conveys that an attacker did not learn anything while observing output \( b \), which is not true – he now concludes that secret \( s_1 \) is impossible.

**Min entropy.** Min entropy definition [20] focuses on the vulnerability of the secret being guessed by the attacker in one try. Given a distribution \( \pi \), it is simply a maximum probability in \( \pi \) (the best strategy for the attacker is to pick the most probable secret):

\[ V(\pi) = \max_{o \in \mathcal{O}} p(o). \]

A min-entropy of \( \pi \) is given by \( H_{\infty}(\pi) = -\log V(\pi) \).

After an observation \( o \), an a posteriori distribution \( p_{S|o} \) is also measured using the notion of vulnerability, which evaluates how likely an attacker will guess the secret in one try after she observed \( o \):

\[ V(p_{S|o}) = \max_{o \in \mathcal{O}} p(o) V(p_{S|o}). \]

Similarly to Shannon entropy, in order to evaluate the leakage of the whole program, the vulnerability is averaged for all possible outputs:

\[ V(p_{S|\mathcal{O}}) = \sum_{o \in \mathcal{O}} p(o) V(p_{S|o}). \]

The final min-entropy is \( H_{\infty}(p_{S|\mathcal{O}}) = -\log V(p_{S|\mathcal{O}}) \), and the difference between the initial and final min-entropy computes the leakage of the program:

\[ L_{\infty}(\pi, p_{S|\mathcal{O}}) = H_{\infty}(\pi) - H_{\infty}(p_{S|\mathcal{O}}). \]

Coming back to Example 1, the initial vulnerability of the distribution \( \pi \) is \( V(\pi) = 0.875 \). After an observation \( a \), an attacker can efficiently guess the secret in one try, therefore \( V(p_{S|a}) = 1 \), while after observing \( b \), she will guess the secret with 50% chance: \( V(p_{S|b}) = 0.5 \).

However, if we follow the definition and average these vulnerabilities, we will get \( V(p_{S|\mathcal{O}}) = 0.975 \) which shows that there is a big chance to guess the secret (we get a bias towards output \( a \) because it’s much more likely than \( b \)). Finally, the leakage is \( L_{\infty}(\pi, p_{S|\mathcal{O}}) = 0.1 \) bit. Intuitively, the leakage is so small because it was easy to guess the secret before the program runs (vulnerability is 0.875) and also after the program runs (vulnerability is 0.9375).

Again, we can adopt this definition of leakage in order to evaluate what an attacker learns when she observes a concrete output \( o \):

\[ L_{\text{dynamic}}(\pi, p_{S|\mathcal{O}}) = H_{\infty}(\pi) - H_{\infty}(p_{S|o}). \]

And again, applying it to output \( b \) we get a negative leakage:

\[ \begin{array}{c|c|c|c} V(\pi) & H_{\infty}(\pi) & V(p_{S|b}) & H_{\infty}(p_{S|b}) & L_{\text{dynamic}}(\pi, p_{S|b}) \\ \hline 0.875 & 0.19 & 0.5 & 1 & -0.81 \end{array} \]

An intuition behind min-entropy is that an attacker should always increase his chances to guess the secret in one try after some output observation, however in this example the vulnerability of guessing the secret in one try has dropped...
from 0.9 before any observation to 0.5 after the observation b. This is the reason why the measure becomes negative. We therefore conclude that this definition is not appropriate to measure dynamic leakage of one program output.

**Channel capacity.** Given a program, and a certain average leakage measure, channel capacity evaluates the maximum leakage over all possible a priori distributions. This measure does not require a fixed a priori distribution and hence can be applied in cases where this input distribution is unknown. Channel capacity for Shannon entropy and Min entropy based leakages, $L$ and $L_{\infty}$, was proven to be equal to $-\log|\mathcal{O}|$ in case of deterministic programs [21].

For Example 1, this measure would evaluate the leakage of the whole program being equal to $-\log 2 = 1$ bit since only two output values are possible. This measure was used in the dynamic analysis [18], where another intuitive explanation two output values are possible. This measure was used in the whole program being equal to $-\log 2 = 1$ bit.

**Entropy based leakages,** $L_s$ and $L_{s,\infty}$, was proven to be equal to $-\log |\mathcal{O}|$ in case of deterministic programs [21].

We do not evaluate the leakage for $s_1$ because this input is impossible for the output $b$. Notice that the leakage for both realities where $s_2$ is the secret value and where $s_3$ is the secret value, are the same. We generalise this in the following theorem⁶.

**Theorem 1.** Given an a priori distribution $\pi$, a deterministic program $p_{O|S}$, and a concrete program output $o$, the leakage for all possible secrets $s$ that may lead to $o$, is:

$$\forall s \in \mathcal{S}, p_{O|S}(o, s) = 1 \Rightarrow L^{belief}(\pi, p_{S|O}, p_o) = -\log p(o).$$

Therefore, for deterministic programs, the belief tracking measure provides a reasonable evaluation of leakage: it does not depend on the concrete value of the secret and is positive.

Notice that for a deterministic program from Example 1, the channel capacity measure computes 1 bit of information leakage, however the amount of information an attacker actually learns when she observes an output $b$ can be much bigger in case of our a priori distribution $\pi$⁷:

$$L^{belief}(\pi, p_{S|b}) = -\log p(o) = 3 \text{ bits.}$$

We now analyse this measure for probabilistic programs.

**Example 2 (Probabilistic program).** Consider the following program, where $c' = c''$ is a probabilistic choice between commands $c'$ and $c''$ with probability $\alpha$:

$$\begin{align*}
&\text{if } S = s_1 \text{ then } O = a, s_1 \text{ [] } O = b \\
&\text{else } O = a, 0.99 \text{ [] } O = b
\end{align*}$$

where the secret variable $S$ can take only two possible values, $s_1$ and $s_2$. An a priori distribution $\pi$ and a posteriori distributions $p_{S|a}$ and $p_{S|b}$ are:

$$\begin{array}{c|c|c|c}
\pi & p_{S|a} & p_{S|b} \\
\hline
s_1 & 0.25 & s_1 & 0.75 \\
\hline
s_2 & 0.75 & s_2 & 0.25 \\
\hline
\end{array}$$

Notice that when attacker observes an output $a$, an a posteriori distribution is simply a shuffle of an a priori distribution.

---

5This distribution is denoted by $\sigma$ in [9] and is called point mass distribution.

6The proof of the theorem can be found in the appendix.

7In the notation $L^{belief}(\pi, p_{S|b})$ we do not denote a concrete reality anymore since we have proven in Theorem 1 that this leakage is equal for all possible realities in case of deterministic programs.
The beliefs tracking approach provides us with a mean to measure whether attacker’s knowledge about a concrete secret has become more accurate when an attacker has observed one program output. We therefore are obliged to choose a reality against which we want to quantify the leakage.

For Example 2, we analyse the case when an attacker has observed an output a. We show how we computed the leakage for both realities: one where the secret value is $s_1$, and another one where the secret value is $s_2$:

$$
\begin{array}{|c|c|c|}
\hline
p_a & D(\pi \rightarrow p_a) & L_{\text{belief}}(\pi, p_{S|a}, p_a) \\
\hline
p_{s1} & 2 & 0.415 & 1.58 \\
p_{s2} & 0.415 & 2 & -1.58 \\
\hline
\end{array}
$$

Interestingly, depending on the concrete value of the secret, we can have completely opposite results: in one case an attacker gains 1.58 bits in accuracy, and in the other case an attacker looses the same amount of information.

The belief approach provides a framework to reason about each concrete secret and output separately, but it does not provide any evaluation of the attacker knowledge of one program output.

Even more interestingly, if we apply the dynamic leakage definitions based on Shannon entropy for this probabilistic program, we get zero-leakage because the overall distribution of secret values remains the same after the observation a:

$$
\begin{array}{|c|c|c|}
\hline
H(\pi) & H(p_{S|a}) & L_{\text{dynamic}}(\pi, p_{S|a}) \\
\hline
0.811 & 0.811 & 0 \\
\hline
\end{array}
$$

Min entropy also gives us a zero-leakage since the probability of guessing the secret in one try did not change:

$$
\begin{array}{|c|c|c|}
\hline
V(\pi) & V_{\text{mc}}(\pi) & V_{\text{mc}}(p_{S|a}) & L_{\text{dynamic}}^\text{mc}(\pi, p_{S|a}) \\
\hline
0.75 & 0.415 & 0.75 & 0.415 & 0 \\
\hline
\end{array}
$$

Usually, zero-leakage corresponds to noninterference – that an attacked did not get any gain in reducing uncertainty, however he has definitely learnt something! We therefore conclude that none of the existing definitions is suitable for probabilistic programs.

5. CONCLUSIONS

In this paper we analysed the existing definitions of information leakage and found out that none of them can be used to evaluate the amount of information an attacker learns while observing one program output.

We therefore open a new research question in the field of quantitative information flow: which definition of dynamic leakage is suitable?
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APPENDIX

A. PROOFS

**Theorem 1.** Given an a priori distribution $\pi$, a deterministic program $p_{0|s}$, and a concrete program output $o$, the leakage for all possible secrets $s$ that may lead to $o$, is:

$$\forall s \in S, L_{belief}(\pi, p_{S|o}, p_s) = -\log p(o).$$

**Proof.** Consider an arbitrary secret $s \in S$ that leads to an output $o$, then according to the definition of belief tracking measure,

$$L_{belief}(\pi, p_{S|o}, p_s) = D(\pi \rightarrow p_s) - D(p_{S|o} \rightarrow p_s)$$

where the distance between the distributions is

$$D(\pi \rightarrow p_s) = \sum_{s \in S} p_s(s) \log \frac{p_s(s)}{\pi(s)}$$

By the definition of reality $p_s$, there exists only one secret value $s$, such that $p_s(s) = 1$ and $\forall s' \neq s$, we have $p_s(s') = 0$. Therefore,

$$D(\pi \rightarrow p_s) = 1 \cdot \log \frac{1}{\pi(s)}$$

Similarly,

$$D(p_{S|o} \rightarrow p_s) = \log \frac{1}{p_{S|o}(s)}$$

Then,

$$L_{belief}(\pi, p_{S|o}, p_s) = \log \frac{1}{\pi(s)} - \log \frac{1}{p_{S|o}(s)} = \log \frac{p_{S|o}(s)}{\pi(s)}$$

By the definition of conditional probability,

$$p_{S|o}(s) = \frac{p(s, o)}{p(o)} = \frac{p(s)p_{0|s}(o, s)}{p(o)}$$

Since the program $p_{0|s}$ is deterministic, and $s$ may lead to output $o$, we have $p_{0|s}(o, s) = 1$. Therefore, $p_{S|o}(s) = \frac{p(s)}{p(o)}$ and

$$L_{belief}(\pi, p_{S|o}, p_s) = \log \frac{p_{S|o}(s)}{\pi(s)} = \log \frac{1}{p(o)} = -\log p(o).$$

$\square$