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Nuclear Factor kB (NFxB) is known to interact with the apoptosis signaling
pathway, by promoting transcription of both pro- and anti-apoptotic genes. To
study the complex dynamics emerging from the structure of interconnections
among these two pathways, a discrete model of the full network is developed.
A qualitative approach combining a set of logical rules with a piecewise linear
system is proposed and used to evaluate and test different hypothesis on the
regulation points between the NFxB and apoptosis pathways.

1 Introduction

Programmed cell death (or apoptosis) has an essential biological function, en-
abling successful embryonic development, as well as maintenance of a healthy
living organism [6]. Apoptosis is a physiological process which enables an
organism to remove unwanted or damaged cells. Malfunctioning apoptotic
pathways can lead to many diseases, including cancer and inflammatory or
immune system related problems. A family of proteins called caspases are
primarily responsible for execution of the apoptotic process: basically, in re-
sponse to appropriate stimuli, initiator caspases (for instance, caspases 8, 9)
activate effector caspases (for instance, caspases 3, 7), which will then cleave
various cellular substrates to accomplish the cell death process [22].

Nuclear factor kB (NF&B) is a transcription factor for a large group of
genes, which are involved in several different pathways. For instance, NFxB
activates its own inhibitor (IkB) [14] as well as groups of pro-apoptotic and
anti-apoptotic genes [21]. Among the latter, NFxB activates transcription of
a gene encoding for inhibitor of apoptosis protein (IAP). This protein in turn
contributes to downregulate the activity of the caspase cascade which forms
the core of the apoptotic pathway [6, 8].
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The canonical NFkB pathway is induced, among other stimuli, by the
cytokine Tumor Necrosis Factor a (TNF«) [21]. Binding of TNFa to death
receptor TNFRI1, forms a first complex which eventually activates NFxB. A
second complex is later formed, which will activate the initiator caspase 8 [6],
and hence activate the apoptotic process. The same signal (TNFa stimulation)
thus triggers two parallel but contrary pathways: the pro-apoptotic caspase
cascade and the anti-apoptotic NFxB-IkB-IAP pathway. These two pathways,
together with the interactions among their components, form a complex net-
work which shapes the decision on cell survival or initiation of programmed
cell death. To contribute to a better understanding of the role of NF&B in
the regulation of apoptosis, we propose a qualitative study of this system and
its dynamics, based on a discrete (Boolean) model of the complex network.
This discrete model closely follows a continuous one, recently developed and
studied in [23, 24]. The model integrates the well known model for the NFxB
pathway [17] and the caspase cascade [§].

Boolean models provide a convenient formalism to describe protein and
gene networks [25]. The states of the network components (e.g., proteins or
messenger RNAs) are characterized as “expressed” or “not expressed”, and
represented by logical variables (with values 0 or 1). The interactions among
the various components are classified as “inhibition” or “activation” links
(these can generally be deduced from gene/protein expression data). Boolean
models thus describe the network structure of a system without involving any
kinetic details. The qualitative behaviour of a system can be seen as an emer-
gent property of this structure. Boolean models are especially useful in the
case of large networks [1, 9], for which kinetic parameters are often unknown,
but qualitative properties such as generation of specific gene expression pat-
terns, stability or multistability, and oscillatory modes can be studied. Several
methods have been developed for analysis of discrete and qualitative mod-
els [13, 26, 7, 2, 5]. Using an approach which combines discrete rules with
continuous degradation rates, our model reproduces many of the known prop-
erties of the system, notably the oscillatory dynamics that can be induced by
the NFxB-1xB negative feedback loop [14, 19, 15]. We explore different con-
figurations for the network structure, and predict its effects on the decision
between cell survival or apoptosis.

2 The model

The network of interactions among the NFxB pathway and the apoptosis
signaling cascade to be studied in the present work is shown in Fig. 1. The
various components of the network (here messenger RNAs, proteins, or protein
complexes) form the set of variables or nodes (X;,i = 1,...,n) of the Boolean
model. The system will evolve according to a set of logical rules which are
deduced from the interactions or links depicted in the schematic diagram
of Fig. 1. The interactions among nodes can be classified as “activation” or
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“inhibition” links: a directed arrow X; — X; means that a high concentration
of component X; activates component X;, while the symbol X; 4 X; means
that a high concentration of component X; inhibits X;.
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Fig. 1. Schematic diagram of the NFxB pathway and the caspase cascade (light
shaded regions). The oval dark grey shaded region represents the cellular nucleus.
Both pathways are activated by binding of TNFa to death receptor TNFR1 (the
resulting complex is represented simply by the rectangle TNF). Messenger RNAs are
represented by elipses, while transcriptions factors, caspases and other proteins are
represented by squares. To study the interconnections between the two pathways,
four network variants, based on different combinations of the links A, L and C, will
be analyzed and compared (see Table 2).

The components in our model and the activation or inhibition links among
them are based on existing literature data. For general aspects, the re-
views [6, 21] were used. However, some pathways of regulation among the
NFkB pathway and the caspase cascade are not yet clear, and more work is
needed to understand how these two signaling pathways are interconnected.
In this paper, we aim to investigate and test several possible hypothesis for
the combined network structure. We will consider four model variants, and
try to discriminate between them by comparing our numerical analysis with
experimental data from the literature. The four network variants (see Table 2)
are based on different combinations of three links (A, L, C in Fig. 1) which
have been suggested but are not fully established in the apoptosis literature.

The NFxB pathway follows very closely the model presented in [17]. Stim-
ulation of death receptors with TNFa leads (see for instance [6]), first, to the
formation of a complex I (T in Fig. 1) which will recruit and activate inhibitor
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of IxB kinases (IKK). Inhibitor of NF&B, or 1«B, acts by binding to NFxB
molecules and preventing their transcriptional function. Active IKK (IKKa)
phosphorylates IxkB which releases NFxB, thus enabling its translocation to
the nucleus and transcription of NFxB-dependent genes, including genes for
inhibitor of apoptosis protein (iap), inhibitor of NFkB (ikB), a protein as-
sociated with inhibition of complex Ts (flip), and a protein regulating IKK
activity (a20) [21]. Transcription of IxkB mRNA generates a negative feedback
loop in the NFxB pathway [14, 20], which may lead to oscillatory behaviour
in NFxB and IkB concentrations [19]. In a second step, after dissociation of
components of complex I from the death receptor, a second complex is formed
(T2 in Fig. 1) which will recruit and activate initiator caspase 8 (C8a). As
a result of the signaling cascade [22, 8], effector caspase 3 is also activated
(C3a). Thus complex T, activates the anti-apoptotic pathway and, after a
certain delay, complex Ts activates the pro-apoptotic pathway.

Two well documented points of regulation of the apoptotic pathway by
NF«B are inhibition of C3a by TAP and regulation of complex Ty by FLIP [6]).
Active caspase 8 was found to be negatively regulated by so called caspase-
8 and -10-associated RING proteins (CARPs) [18], which seem to play an
analogous role to IAPs, but are less well studied. It was found that CARPs
are overexpressed in tumors, and that its suppression leads to restoration of
the apoptotic pathway, with CARP being rapidly cleaved. In addition, it was
observed that inhibitors of caspase 3 block CARP cleavage. In our model,
we introduced CARP and a pre-complex CARP( which is inhibited by C3a.
Inhibition by C3a is, however, not sufficient to control CARP and there are
probably other regulators. Since CARP plays a similar role to caspases 8 and
10, as TAP plays to caspases 3 and 9 (and in the absence of further details),
we assume that the pre-complex CARPy is also regulated by a product of the
NF«B pathway (link C).

The points where the caspase cascade influences the NFxB pathway are
less well documented. We will use our model to test different hypotheses by
studying and comparing the network dynamics for the following cases (see
also Table 2): inhibition of IKKa (link L) and/or NFkB (link A) by C3a, or
neither of these links present.

To obtain the logical rules shown in Table 1, some simplifications of the
biological processes was inevitably introduced. For instance, the bound com-
plex NFxB —1xB (either in the cytoplasm or in the nucleus) was not explicitly
considered in the system, but was simply treated as an inhibition effect: the
rule for NFxB says that it vanishes whenever 1B is expressed. Thus any state
with NFkB = 0 and IxB = 1 represents in fact a high concentration of bound
complex NFxkB — I«kB, while any state with NFkB = 1 and IkB = 0 repre-
sents a high concentration of free NFxkB and low concentration of free IxB.
To translate our diagram into a set of logical rules, the convergence of two
or more arrows (either activation or inhibition) at the same node was always
treated as a logical AND, except in three cases: IkB, IAP, and CARP,. For
these proteins, the overall effect was treated as an AND in the presence of
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TNF stimulation, but treated as an OR in the absence of TNF. These three
proteins represent inhibitors whose levels should be stable in the absence of
any stimulus [8]: TAP and CARP, (or CARP) should be effective inhibitors of
the caspases, and IxB should be at approximately constant levels to control
NFkB transcriptional activity. In contrast, with TNF stimulation, the degra-
dation rates of these proteins can vary and lead to rapid changes in their
concentrations (different degradation rates in the presence or absence of TNF
have been observed, notably for bound IxB [20]). For instance, under TNF
treatment, the rule for inhibitor of NFxB is simplified to: IkBT=[ixB and not
IKKal. Suppose that IKK becomes activated at time ¢, that is IKKa(¢;) = 1.
Then, in the next iteraction of the model, the IxkB rule implies that IxkB will
degrade very fast, with IkB(¢; + A) = 0. In contrast, in the absence of TNF
stimulus, the rule is IskBT=[ixB or not IKKa)]. If IKK becomes active at time
t1, one has IkB(t; + A) = ikB(#1), meaning that 1B is only rapidly degraded
if no more of its messenger RNA is available. A similar reasoning justifies the
rules for TAP and CARPy. The rules for these three proteins with inhibiting
roles reflect the fact that their degradation rates, and hence turnover, can be
much faster in response to TNF stimulation.

3 Analysis of Boolean models

Boolean networks are a representation of a system, consisting of a set of n
variables or nodes X = (Xi,...,X,), together with a set of logical rules
(F;(X),i=1,...,n) describing the evolution of the system from the current
state (X; at time t) to the next state (X; at time £+ A). The variables or nodes
take values in the discrete set {0, 1}, where 1 (resp., 0) denote the “expressed”
(resp., “not expressed”) state of the node. The associated rules are typically a
composition of logical OR and AND functions, which can be determined from
gene/protein expression patterns (from Western blots or microarray data,
for instance). The set of rules F; given in Table 1 for the NFxB pathway
and the caspase cascade is a translation of the diagram shown in Fig. 1.
The temporal evolution of the system, X (¢), ¢ € (0,00), is determined by
successively iterating the logical rules F;, for which several algorithms are
available. Synchronous algorithms assume that all nodes are simultaneously

updated:
Xj:F;(Xl,an), 7:11177, (1)

where X; € {0,1}, X = (Xy,...,X,,) denotes the state of the system at time
t,and X+ = (X;F,..., X;5) denotes the next state (at t + A). Alternatively,
with asynchronous algorithms, at each iteration the nodes are sequentially
updated, according to a given order (which can be pre-specified or randomly
chosen).

Discrete models focus on the structure of the network (links), thus offering
a more qualitative description of the system’s dynamics. Continuous models



6 Madalena Chaves, Thomas Eissing, and Frank Allgéwer

Table 1. Boolean rules for the model of regulation of apoptosis via the NFxB
pathway. TNF is a constant input. Identification of the nodes is given in the text.
The letter “a” juxtaposed to a variable name denotes the active form of molecule.
The subscript “nuc” denotes the given component in the cellular nucleus. Alternative
rules are given for the presence/absence of links A,C,L.

Node Boolean rule

Tt TNF

Ty " T: and not FLIP

IKKa®™ {L} Ty and not A20a and not C3a  {no L} T; and not A20a
NF&B*t {A} not IxB and not C3a {no A} not IkB
NF&BI,. NF&B and not IsBuu.

ikBT NF&B,.c

kBT [T: and (ikB and not IKKa)] or [not T1 and (ikB or not IKKa)]
IkBf. 1IxB

a20"  NF&B,..

A20T  a20

A20a™ T and A20

iap™ NF&B,.c

IAPT [T: and (iap and not C3a)] or [not T1 and (iap or not C3a)]

flip* NF&Bo.

FLIP* flip

C3a* not IAP and C8a

C8at {C} not CARP and (C3aor Tz ) {no C} C3a or T,

CARP{ [T: and (NF&B,,. and not C3a)] or [not T; and (NF&B,,. or not C3a)]
CARP* CARPq

may offer more detailed descriptions of a system, but they also have the dis-
advantage of involving a large set of kinetic parameters, of which many are
unknown. A method for analysis of Boolean models was introduced in [12, 13],
which provides a bridge between discrete and continuous approaches. In this
method, each node X; of the network is represented by one continuous vari-
able (z;) and one discrete variable (X}, as before). The continous variables are
governed by ordinary differential equations, which combine a synthesis rate
(based on its Boolean rule), and a linear degradation rate:

dt

At each instant ¢, the discrete variable X; is defined as a function of the con-
tinuous variable according to a threshold value of its maximal concentration:

Xi(t) = {0’ s (3)

:7(Z,T,+b7F,(X11X2,,XN)I 7:1,1N (2)

]., T,(f) > 972—’ s

where 8; € (0,1) represents the fraction of maximal concentration which is
necessary for component X; to become “active” and perform its biological
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functions. Initial conditions are equal for discrete and continuous variables:
X;(0) = z,;(0). It is easy to see that the hypercube [0,b1/a;] x --- x [0, by, /an]
is an invariant set for system (2). The continuous variables denote concentra-
tions of molecules; they are translated into a Boolean 0/1 response, according
to 6;. The discrete variables X; represent expression (1) or not expression (0)
of species i, according to whether its continuous concentration z; is above or
below the threshold 6;b;/a;. Letting the parameters a;, b; and 6; be specific
for each node i, allows us to study different timescales for different biological
processes (for instance, transcription, translation, or post-translational pro-
cesses, as in [5]), or investigate the relative turn-over rates of two molecules.
Similar piecewise linear systems have also been studied in [26, 7].

3.1 Steady states

The steady states of a Boolean model are given by all the possible solutions
X* of the equations:

X::FZ(X;(,7X*)= Z:1=7n

n

It is easy to see that any steady state of the Boolean model yields a steady
state of the piecewise linear equations (2), since:

9T e 2= YR(X) Xoro  XN), i =1, N,
dt a;

independently of ;. Because the right hand side of this equation is discontin-
uous, it is difficult to provide general results on existence and uniqueness of
solutions. In particular, there may exist other steady states than those of the
Boolean model based on, for example, special solutions of differential inclu-
sions (see for instance [3] and [11]). In view of this difficulty, in the present
study we will assume that trajectories are well defined, and analyze their
dynamical behavior.

For the model of Table 1, the steady states depend on the value of TNF
(see Table 2). It is not difficult to check that (both with and without link A)
there are exactly two distinct steady states when TNF = 0, characterized by
the presence or absence of caspase 3 and 8, and hence corresponding to the
survival or apoptotic responses (nodes not indicated below are zero):

(Ap,) T1 =T, =0, C3a=C8a=1, IkB=1xB,,.. =1, (4)
(Lfy) Ty =T =0, IkB =1kB,,.. =1, CARPy = CARP = IAP = 1.
This is in agreement with the idea that, under typical conditions, the cell
should be capable of stably maintaining either an apoptotic or a survival

state [8, 4]. If TNF = 1, there is only one possible steady state for models
with link A:
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Table 2. Steady states of the Boolean model, for each model variant, in the presence
and absence of TNF.

Model links TNF=0 TNF=1 oscillations?
I A, C7 no L xApo7 Lty Ap1 Yes
II L,C,no A Apg, Lfy — Yes
IIT C,no A, noL Apg, Lfy — Yes
IV L,no A, no C Apg, Lfy Yes

For models with no link A, there is no possible steady state when TNF = 1,
and there are only periodic orbits of period higher than 1.

Therefore, during TNF treatment, models with link A may at any time
make a decision towards the apoptotic pathway, while models with no link
A will exhibit oscillatory behaviour and can only make a decision when TNF
treatment ceases. Upon removal of TNF stimulation, trajectories of system (2)
may be expected to converge to either the apoptotic or survival states. The
choice of one or the other states will depend on the initial condition and the
set of parameters a;, b;, and 6;. Since these parameters are very likely to
vary from cell to cell, it is reasonable to consider several (randomly chosen)
sets of parameters and then compute the probability of convergence to each
steady state. To examine the dynamics of system (2), and its dependence on
parameters and the structure of the network of interactions, several numerical
studies were performed, as described next.

3.2 Numerical experiments

To test the model and analyse the effects of links A and L (Fig. 1), system (2)
was simulated several times, with randomly chosen sets of parameters. For
simplicity, the synthesis rates and threshold constants were fixed (b; = 1 and
6; = 0.5 for all i), and only parameters a; were allowed to vary, chosen from a
uniform distribution in the interval [1/3,3] (h™!). This seems reasonable, as
degradation rates used in [17] are roughly between 0.5 and 4 h~'. Observe that
a; plays a double role: it represents a degradation rate, but also defines the
0/1 threshold concentration (0.5/a;). Hence, high degradation rates also imply
that a lower concentration is needed to achieve the 0/1 transition. Different
durations of TNF stimulation were considered, namely: 2, 6, 11, 16, and 21
hours. For these simulations, one initial condition was chosen: IxkB(0) = 1 and
all other nodes set to zero. This is based on a natural physiological starting
point of the system: previous to stimulation, IKK is in its inactive form, while
IkB is bound to NFxB, preventing transcriptional activity. Caspases reside in
the cytosol in dormant forms [22].

To understand the importance of the links A, C and L (the least well
documented), four variants of the model depicted in Fig. 1 are compared: (I)
links A and C present, (IT) link L. and C present, (IIT) only link C present and
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(IV) only link L present (as listed in Table 2). The first three aim at comparing
the effects of links A and L, and the last aims at evaluating the effect of
link C. Other alternatives gave similar results to these (for example, model
with all three links gave results very similar to I), and thus are not detailed
here. For each variant, the response of the system to each of the five TNF
durations was simulated 500 times. Since different sets of parameters {a;}
introduce different time scales, variations in the dynamics from one simulation
to another are expected. These variations may also be interpreted as a result
of natural variability in biological systems. The average response over the 500
simulations will then yield the probability of the system converging towards
each of the steady states.

Other open questions that may be studied with our model, include com-
petition between the pro- and anti-apoptotic pathways and the point of
irreversibility of the apoptotic decision. For instance, how long after cas-
pase activation is recovery from the apoptotic pathway still possible [22].
To address these questions, numerical experiments were conducted by let-
ting NFxkB(0) = 1, all others set to zero, and maintaining C3a(t) = 1 for
durations of 10, 30, 60 and 360 minutes.

For analysis of the numerical results, a “peak” in the trajectory of node X
will be defined as a time interval [Ty, T1], during which X;(¢) = 1, and such
that X;(To — A) = X;(Th + A) = 0. The period of oscillations is calculated
as the average time interval between the onset of two consecutive peaks, i.e.,

1

NP
Period = N, -1 ; Ty, — To,i-1,

where NV, is the number of peaks observed during the simulation time.

4 Results and Discussion

In the numerical simulations, it is observed that, once TNF stimulation ceases,
a steady state pattern is always achieved, corresponding to either the apop-
tosis or survival states (4), (5). In the former case IkB is bound to NFxB,
so that mRNAs and proteins downstream of NFxB are not expressed, and
the cell has chosen the apoptotic pathway. The latter case represents survival
of the cell, with TAP stably expressed preventing C3a activation, and CARP
preventing C8a activation (see Fig. 2). In the presence of TNF stimulation,
IkB, NF&kB and its dependent mRNAs/proteins may exhibit oscillatory dy-
namics, as observed experimentally in [14, 19]. In fact, computation of steady
states shows that the model with no link A has no alternative but to exhibit
oscillatory behaviour in the presence of TNF, since no possible steady states
exist (excepting possible special solutions of the associated differential inclu-
sion, as mentioned above). The oscillatory behaviour (see analysis below) is
in very good agreement to the experimental data reported in [19].
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Fig. 2. Example of network dynamics with the hybrid model (variant II), corre-
sponding to cell survival (left) or apotosis (right) solution. Numbers indicate the
degradation rates for these numerical experiments. Solid lines represent normalized
continuous variable (z;), and dashed lines represent discrete variables (X;).

Qualitatively, all model variants respond in a similar fashion to TNF stim-
ulation. As the stimulus duration increases, more cells choose the apoptotic
pathway. Testing the four model variants shows that link A is very strong:
not surprisingly, models with link A favour the aptoptic pathway, with 80%
of cells reaching the apoptotic state, as opposed to around 50% or 40% in
models IT and IV, or 30% in the model with only link C (which favours the
anti-apoptotic pathway) (Fig. 3). These values appear to be in agreement with
experimental data: Rehm et. al. [22] report that, for 8 hour treatments with
high and low concentrations of TNFa, the percentage of cells undergoing ac-
tivation of effector caspases was, respectively, 86% and 24%. The numerical
experiments with our model capture the response to high (or significant) con-
centrations of TNFq, so variants I (followed by II and IV) are closer to the
real system.

Quantitative analysis of the oscillatory behaviour reveals some interesting
facts (Fig. 4). To characterize the oscillatory dynamics, the following quan-
tities were computed for nuclear IxB: period of oscillations (approximated),
number of peaks and relative timing between peaks. First, in all cells oscil-
lations cease when TNF stimulation ceases, in agreement with observations.
Second, the timing of sucessive peaks is also in remarkable quantitative agree-
ment with experimental data [19], see Fig. 4 (bottom row). The first peak in
nuclear IkB concentration was observed about 72 minutes from start of TNF
stimulation, and the second peak appears about 4 hours later, very close to
the 75 minutes and 4.5 hours reported in [19]. It is striking that the time span
of the first peak is typically longer than that of the following peaks, and that
the time lapse between consecutive peaks decreases (see Figs. 2, 4). Third,
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Fig. 3. Percentage of surviving cells for the four model variants.

the average period of oscillations is fairly constant, but “depends” on the
apoptosis/survival decision. Statistical analysis of the period of oscillations
(calculated as indicated in Section 3.2) in nuclear IkB indicates that there
is a natural period (for TNF treatment longer than 3 hours) for cells that
eventually survived. This period is about 3.5 + 1 hours for models I, IT and
IV, and slightly higher at 4 £ 1 hours for model III. In contrast, for cells that
chose the apoptotic pathway, the period of oscillations can be much smaller.
For models with link A, essentially no oscillations are observed in apoptotic
cells (Fig. 4, top, left): this is because cell death is decided very early on, with
link A imediately preventing any further NFxB activity. For model II (links
C and L only), oscillations are observed in apoptotic cells with a natural pe-
riod which is lower (about 3 £ 1 hours) than that for surviving cells (Fig. 4,
top, middle). Results for model IV (not shown) are quite similar to those of
model II. For model variant III, there is no difference between observed pe-
riods (Fig. 4, top, right). These results provide indications for discriminating
between the four model variants, and also suggest that the period of oscilla-
tions may play a role in the survival/apoptosis decision: lower periods/higher
frequencies would lead towards the apoptotic pathway. Signaling through fre-
quency has been reported, for instance, in the p53-Mdm2 system [16], where
more peaks (higher frequency) were detected in response to higher (and more
damaging) v-irradiation doses. The p53-Mdm2 system also contains a negative
feedback loop similar to the NFxB-1xkB loop.

To address the question of irreversibility of the apoptotic decision, we
checked the capacity of the network to recover from overexpression of active
caspase 3. Fixing node C3a at its maximal value for intervals of 10, 30, 60 and
360 minutes (that is setting discrete C3a(t) = 1, for ¢ <10, 30, 60 or 360), we
calculated the percentage of surviving cells. With model I there are no surviv-
ing cells after one hour of C3a overexpression but, with model IT or TV, this
percentage drops very fast from 45% to 30% survival at 1 hour overexpression,
and remains at this value for continued C3a overexpression (see Fig. 5). This
suggests that a significant percentage of cells can still invert the apoptotic
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ing cells, as a function of TNF stimulus duration. Vertical lines represent standard
deviation, over the 500 numerical experiments. Bottom row: Relative timing of su-
cessive peaks in IxB oscillations, for apoptotic (light blue) or surviving (dark blue)
cells. The “+” signs mark the experimental peak timing in [19].

decision, while for the most part (70% of all cells) the apoptotic pathway is
chosen early on, within an hour of TNF stimulation. Not surprisingly, exam-
ination of the relative values of the parameters a; shows that two thirds of
cells that were able to recover from the apoptotic pathway had degradation
rates for C3a higher than that for NFxB or IkB.

Based on our study of regulation of apoptosis and the NFxB pathway, it
seems clear that the links A and L play quite important roles, and at least
one of these should definitely be included for faithful modeling of apoptosis
via TNF receptors. This eliminates model III. Both links contribute to the
same physiological function: down-regulation of NFxB transcriptional activity.
However, link A (direct inhibition of NFkB by C3a) achieves this objective
in a much faster way than link L (“indirect” inhibition of NFxB by C3a,
through complex IKK). The essential difference between models I and 1T is
thus the length of the pathway representing inhibition of NFxB by C3a. The
shorter path (model I, with link A) leads to much higher apoptosis rates than
the longer path (models IT or IV, with link L). The shorter path also renders
recovery from the apoptosis pathway practically impossible, with apoptosis
rates higher than 95% after only half an hour with C3a overexpression (Fig. 5).
The longer path allows a higher recovery rate from the apoptotic pathway,
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Survival rate (%)

C3a overexpression interval (mins.)

Fig. 5. Percentage of surviving cells under increasing intervals of C3a overexpres-
sion, for the four model variants and TNF treatment for 16 hours.

although the probability of apoptosis does not increase above 70%, even after
six hours of C3a overexpression. Recent experimental evidence [10] points to
the existence of a link L, that is, caspases are responsible for cleavage or
degradation of (parts of) complex TKK. To further discriminate between a
short or long pathway for the influence of caspases on the NFxB pathway, the
results shown in Fig. 4 suggest the following experiment. First, measure the
period of oscillations during TNF stimulation and then monitor cells for some
time after TNF removal. Next, compare the frequency of oscillations in cells
that survive and in cells that eventually go through the apoptotic program.
If the frequency of oscillations is similar for both groups of cells, or slightly
higher in apoptotic cells, then model II (longer pathway) provides a better
description of the system; if oscillations stopped after a short time interval (as
compared to TNF duration) in apoptotic cells, then model I (shorter pathway)
should be chosen.

5 Conclusion

The present study illustrates the usefulness of Boolean and piecewise linear
models in the analysis of large complex networks. The qualitative dynamics
that emerges from the network structure was studied, leading to predictions on
the response to increasing duration of stimulation, response to overexpression
of a given protein, or indicating which links/interactions play crucial roles in
the regulation of apoptosis. Some quantitative aspects were also analyzed, such
as the probabilities of survival or apoptosis, frequency /period of oscillations,
and shown to be in remarkable agreement with experimental data. Many other
questions can be posed and examined in this hybrid framework: for instance,
extending the set of parameters (degradation and synthesis rates, threshold
concentrations) and varying the relative strengths of anti- and pro-apoptotic
links will lead to more refined models, capturing a wider range of kinetic
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variability. Although writing the logical rules requires some simplifications
of the biological processes, discrete and hybrid models retain the essential
qualitative properties of the network. The effect of the network structure
on the qualitative dynamics of the system can be easily studied, even when
kinetic details are not well known. This class of models can thus be a powerful
method to generate predictions and test new hypothesis for complex biological
networks.
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