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1.1 Introduction

Today, it is not uncommon for the inhabitants of major cities to have a large selection
of network technologies, both wired and wireless, at their fingertips. Hence, to have
an unprecedented number of services readily accessible.

Whereas the availability of wired technologies is limited to one at a time (e.g.,
an office LAN, a residential xDSL), as far as wireless technologies are concerned,
people are usually exposed to several of them simultaneously (e.g., GSM/GPRS and
UMTS cellular networks, WiFi, Bluetooth). Although users commonly rely on one
technology at a time for a specific service, considerable research effort has been de-
voted to inter-operability among technologies, with the aim of granting more band-
width to users and, potentially, lower fees.

Among recently-developed mobile applications (e.g., the Google Mobile suite,
the Traffic Message Channel or the Intermodal Journey Planner), a widespread inter-
est is surrounding those that enable the collection and sharing of various information
contents for users on the move. The growth of such services will foster the creation
of “virtual communities” of users sharing similar interests and goals: as way of ex-
ample, students on a campus who share class material, tourists browsing through
local attractions listings, car drivers seeking and exchanging traffic information, or
pedestrians accessing their domestic or working environment via hand-held devices.

Taking into account the previous remarks, it is clear that a fundamental problem
in wireless networks is the discovery and sharing of information among users, which
can relay on more than one communication technology. While in the context of wired
networks, many algorithms and protocols have been presented for content discovery,
much fewer proposals target heterogeneous wireless environments.

In this chapter, we first review some of the most relevant solutions presented for
content discovery, in both wired and wireless contexts (Sections 1.2 and 1.3). We
focus on the well-known publish/subscribe asynchronous messaging paradigm and
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discuss the benefits of designing an overlay network relying on an underlay wireless
network. We then introduce a possible network architecture, composed on the one
hand of infrastructured nodes, such as WLAN access points and cellular system base
stations, and on the other hand of mobile nodes that are equipped with multi-interface
wireless terminals, namely, pedestrian users as well as vehicles (Section 1.4). We de-
vise how an overlay network can be created and efficiently implemented on such a
communication network using the publish/subscribe paradigm and its content-based
routing algorithms. We describe the semantics and the interaction among the log-
ical network entities as well as the possible interface selection strategies (Section
1.5). Finally, we take a heterogeneous wireless networks, including the IEEE 802.11
technology and the UMTS cellular network as a case study, and we show some per-
formance results of the publish/subscribe approach in such a scenario (Sections 1.6
and 1.7).

1.2 Content discovery in dynamic networks

The explosive growth of the information technology fosters the design of communi-
cation networks that let users discover and share information, anywhere and anytime.
In a wireless, urban environment, information sought by users can be acquired either
from server nodes belonging to the backbone infrastructure or from other users, by
exploiting cooperative mechanisms [1, 2]. Such a communication system, however,
poses several technical challenges, which have been recently addressed both within
research projects and in the scientific literature.

Examples of projects focusing on the support of innovative services within an
urban environment are IntelCities [3] and WikiCity [4]. IntelCities is a European
project that develops efficient and innovative e-government services for citizens. Wi-
kiCity, instead, is aimed at distributing and processing real-time data coming from
electronic devices scattered throughout the city and connected to the Internet infras-
tructure.

In the literature, solutions proposed for wired peer-to-peer (P2P) networks, such
as Gnutella, Freenet, Fastrack, or eDonkey, do not apply to mobile scenarios because
of the dynamic nature of the network where users continuously move and contents
may appear and disappear. A promising approach is instead the publish/subscribe
messaging paradigm [5], an asynchronous, many-to-many communication model
designed to distribute information to a large number of users adopting either a
content-based or a topic-based routing. According to the publish-subscribe messag-
ing paradigm, users can be both information providers (publishers) and information
consumers (subscribers). Consumers subscribe to the publish/subscribe system and
specify the type of information that they are interested in, while producers publish
data to the system. The system disseminates the information to all (if possible) the
consumers that are interested in receiving it, according to the interests they declared.
Having decoupled users in publishers and subscribers allows for a great flexibility
and scalability in presence of networks with a dynamic network topology (i.e., with
high node churning). The selection of messages for reception and processing is called
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filtering. There are two kinds of filtering, namely topic-based or content-based, each
associated to a specific routing. In a nutshell, topic-based routing broadcasts all pub-
lished messages (on some topic) to all users subscribed to that topic; content-based
routing delivers to subscribers only messages that exactly match subscriber-defined
attributes or contents. Many publish/subscribe systems have recently been developed
for wired networks (e.g., Xnet [6, 7], Siena [8] or Gryphon [9]), as well as for wire-
less networks [10, 11, 12, 13, 14, 15, 16, 17, 18]. In particular, the work in [11]
specifies the way consumers and producers are matched together, i.e., by applying a
cross-layer approach that leverages some routing-specific metrics, such as hop count
or node traffic load. In [12], the cooperative downloading strategy, named SPAWN,
addresses peer discovery and content selection. Peer discovery uses a centralized
approach, as in BitTorrent [19], and Slurpie [20], as well as a distributed one that
leverages the broadcast nature of the wireless medium and allows nodes to overhear
information about the content availability at neighbors. Content selection is deter-
mined by a proximity-driven piece selection strategy, where proximity estimation
is based on hop count. The work in [14] combines the publish/subscribe approach
with a content-based routing scheme. In [16], instead, the authors present a dynamic
publish/subscribe system for mobile peer-to-peer environments, which integrates an
extended on-demand multicast routing protocol and content-based messaging.

A valuable solution to effectively implement the publish/subscribe approach is
to define an overlay network, which is built on top of the physical one, such that
two neighbor nodes in the overlay may be many links apart in the physical net-
work. In general, overlay networks are capable of providing a rich spectrum of
services through the use of aggregated computational power, storage and contents
[21, 22, 23]. The main idea is therefore to achieve information discovery and re-
trieval via a seamless, geographically distributed, open-ended network of bounded
services owned by the overlay components.

In the field of wireless networks, the publish/subscribe paradigm and overlay
networks are exploited together in [24, 25, 15]. In [24, 25], service discovery pro-
tocols are based on the deployment of a virtual backbone of directories within an
infrastructure-less network. Each node composing the backbone performs service
discovery in its proximity, while global service discovery is provided by the coop-
erative action of the directories. In [15], an overlay network is conceived to operate
in a mobile ad hoc network: the overlay network that routes events from publish-
ers to subscribers dynamically adapts itself to the changing topology by means of
cross-layer interactions.

In the context of wired computer networks, an interesting solution, named Ari-
gatoni [26], has been designed to provide a large variety of services through a multi-
layer overlay network. In a nutshell, in a multi-layer overlay network, the responsi-
bility assigned to network nodes differs. Super-peers, called Brokers, act as servers
for a subset of peers (named colony). Ordinary peers, called Agents, submit queries
to their Broker and receive results from it. Brokers are also connected to each other;
they route messages across the overlay network, submit, delegate, and answer queries
on behalf of the Agents in their colony. This structure is replicated recursively, cre-
ating an n-layer topology. Arigatoni provides service discovery with variable guar-
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antees in a virtual organization, where peers can dynamically appear, disappear, and
self-organize. Furthermore, it is a fully–programmable overlay network: it dictates
how and where services are declared, discovered and orchestrated (via a simple busi-
ness language) in the overlay, allowing peers to ask, provide and use global services
and resources.

Thanks to the above features, Arigatoni appears to be a suitable choice for infor-
mation delivery and sharing in a mobile environment. We therefore define a urban
mobile network scenario, whose nodes are equipped with multiple wireless interfaces
and, inspired by Arigatoni, we devise an overlay network for information discovery
and retrieval in such an environment. For the sake of completeness, some further
details on the Arigatoni solution are provided below.

1.3 Arigatoni in a nutshell

What follows is a short overview of the activity of the main entities and of the proto-
cols involved in Arigatoni (the interested reader can refer to [27, 28, 26]).

1.3.1 Functional units

Two main logical entities (the Agent and the Broker) and two basic protocols (a
registration and a service discovery protocol) are the core of the Arigatoni overlay
network.

The Agent is a computing device with wired/wireless connectivity capabilities.
It does not necessarily need to be a high-end device, such as a supercomputer; on
the contrary, it may have limited storage and computation capabilities, and few ba-
sic installed applications (a simple editor, one or two compilers, an email client,
a mini browser). Agents are organized in Colonies, led by a Broker. Unlike the
Agent, though, the Broker is required to be a mid- to high-end device, equipped
with a high–speed wired/wireless connection and a service table, crucial to perform
the publish/subscribe content-based routing. Given the hierarchical overlay, colonies
may recursively be embedded into super-colonies, each led by a super-Broker.

The Agent

It should be able to work in local mode for all the tasks that it can manage locally or
in colony mode, by first registering itself to one or many colonies of the overlay, and
then by asking and serving colony-originated requests via the Brokers. The tasks of
an Agent can thus be summarized as:

• discovering the address of one or more Brokers, acting as colony leaders, upon
its arrival in a “connected area”;

• registering to one or many Brokers, thus entering the virtual organization;
• requesting and offering services to other Agents, through its own Broker;
• connecting directly to other Agents in a peer-to-peer fashion, and exchanging

services between each others. Note that an Agent can also be a service provider.
This symmetry is one of the key features of Arigatoni.
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The Broker

It requires higher capabilities than an Agent to store and manage the content-based
routing table of the colony it leads. Such table is essential to route queries, and the
Broker must also efficiently match and filter the routing table against a received
query. The tasks of a Broker are:

• discovering the address of another Broker, and possibly embedding its colony
into the other Broker’s;

• registering/unregistering Agents in its colony and updating the internal content-
based routing table accordingly (who offers what within the colony, its address,
and other geographical information);

• receiving Agents service requests, discovering the services that satisfy an Agent
request in its local colony, according to its content-based routing table, or dele-
gating the request to its direct super-Broker;

• in case the Agent request can be satisfied, forwarding, in a service response, all
the information necessary to allow the requesting agent to communicate directly
with the agent offering the service;

• in case the agent request cannot be satisfied, notifying the requesting agent, after
a fixed timeout period, that its service request could not be served.

There are mostly two mechanisms of service discovery, namely:

• the process of a Broker finding and negotiating services to serve an Agent request
in its own colony;

• the process of an Agent discovering a Broker, upon physical/logical insertion in
a colony.

The first discovery is processed by Arigatoni’s service discovery protocol, while the
second is processed out of the Arigatoni overlay, using well-known network proto-
cols like DHCP, SLP in Bluetooth or Active/Passive Scanning in WiFi.

The Service Discovery Protocol (RDP)

It is used by a Broker to find and negotiate services to serve agent requests in its own
colony. RDP allows the request for multiple services and service conjunctions (i.e.,
each agent may offer several services at the same time). The RDP protocol allows
Agents to:

• ask to a Broker a request for a service set S;
• reply to a Broker the availability to offer a service set S′.

The colony’s Broker handles the service request received through RDP and looks up
the service set in its routing table, filtering S against the offered set S′. If a match is
found, the Broker returns to the requesting agent the address of the agent matching,
partly or fully, the request. From then on, the two agents interact in a peer-to-peer
fashion, without further intervention of the Broker using a simple coordination lan-
guage (e.g., the BPEL language [29]).
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Each Broker maintains a content-based routing table locating the services that
are registered in its colony. The table carries one entry for each member matching
the ID of the Agent with the set of services it can offer.

The Virtual Intermittent Protocol (VIP)

It manages peers’ participation in Arigatoni’s colonies. The protocol deals with the
dynamic topology of the overlay, by allowing individuals to login/logout to/from a
colony. Registration is the act through which an agent becomes member of a colony.
An Agent is allowed to unregister when it has no pending service requests or of-
fers. Agents that abruptly unregister or behave as “free riders” (using other Agents’
services without offering or giving theirs in return) are tagged as unfair and may be
forcefully unregistered from a colony by its Broker.

An Agent registers to a colony with a list of services. If a Broker accepts an
individual in its colony, then it sends a service update to its direct super-Broker in
order to communicate the availability of the new services in its colony. This message
is then propagated from Broker to Broker until the root (if any) of the multi-layer
overlay is reached. This means a high node churn forces routing tables to be faulty
until all service updates are properly propagated. As such, service registration in an
overlay network computer is an activity that must be taken seriously into account.

1.4 A mobile, heterogeneous network scenario

Let us consider an urban area in which a mobile network is deployed by using an ad
hoc communication technology (e.g., WiFi). A further coverage of the network area
is obtained through a cellular network, such as GSM/GPRS or UMTS. Such mobile
network is populated by both mobile users, e.g., pedestrians with hand-held devices,
cars equipped with browsing/computational capabilities, public-transportation vehi-
cles and roadside infrastructures such as bus stops. All devices have multiple wireless
interfaces. Depending on their mobility, they may also be equipped with a wired in-
terface. Such is the case of wireless Points of Access (PoA), which are installed at
bus stops, in order to provide connectivity either to users waiting for a bus or to the
bus itself (hence to its passengers). PoAs are thus equipped with a wired and one
or more wireless interfaces. In such setting, devices carried by cars and pedestrians
play the role of Mobile Agents; PoAs, such as roadside infrastructures and public
transportation vehicles (buses, trams, cabs,. . . ), act as Brokers. In the urban mobile
and dynamic scenario described above, it is possible to define an overlay network
based on the publish/subscribe messaging paradigm and content-based routing. We
describe this overlay network, named Arimove, in the next section.

1.5 Content discovery in heterogeneous wireless network: the
Arimove system

Arimove, firstly introduced in [30], provides an efficient mapping between physical
devices in the wireless underlay network and virtual entities in the overlay network.
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Below, we present an overview of the overlay network followed by a description of
the main entities and their interaction.

1.5.1 Overlay overview

A Broker is implemented at a fixed infrastructure in the urban environment. A suit-
able choice could be a bus stop, since metropolitan transportation companies are
likely to bundle bus stops with electric power and, in some cases, even with fixed
network connectivity. A Broker colony is composed of Mobile Agents that have reg-
istered to it when they were within radio range of the PoA installed at the bus stop.
Therefore, a colony is a logical entity, whose members may be physically located
anywhere within the area where Arimove is deployed.

However, to take into account the high mobility of the scenario and enhance
its performance in terms of load balancing and service response time, we introduce
an additional, Arimove-specific entity, the Mobile Broker (mB). This unit may be a
public transport vehicle equipped with a scaled-down Broker-like wireless device.
Every Mobile Broker is associated to (i.e., it has the same identity of) a single Bro-
ker. Clearly, at the underlay level, connectivity between the Mobile Broker and the
associated Broker may at times be severed.

The main aim of the Mobile Broker is to introduce the novel concept of colony–
room: a small subset of Mobile Agents with a wireless connection to the Mobile
Broker (e.g., pedestrian/vehicles around a bus/cab or traveling along the same direc-
tion of the bus/cab during a traffic jam. . . ). In addition, thanks to its mobility, the
Mobile Broker can collect registrations from Mobile Agents that were too far from
the PoA of the associated Broker, and, therefore, might had never had the chance to
register to it.

The Mobile Broker collects (un)registrations, service requests and service of-
fers from the Agents within the colony–room. When a wireless connection has been
established between the Mobile Broker and a roadside PoA (not necessarily corre-
sponding to the associated Broker), the data path to the associated Broker is again
available and an information exchange takes place resulting in the updating of each
other’s data. Specifically, the following actions occur. Firstly, the associated Broker
merges the Mobile Broker’s routing table with the one it currently carries. Then, the
associated Broker handles the registration/discovery information and generates the
appropriate responses. Finally, depending on the response time, the responses are re-
turned to the Mobile Broker before it leaves the wireless PoA coverage, or the next
time it connects to a PoA.

Figure 1.1 illustrates the relationships among overlay and underlay entities. A
central coordination entity is located at a headquarter (HQ), in our case correspond-
ing to the local transportation authority building. The coordination entity plays the
role of a super-Broker and it is provided with a wired connection to each of the 4
roadside PoA at bus stops (B1 to B4). Mobile Brokers (mB1 and mB3) shuttle be-
tween bus stops, each carrying a different Broker association (to B1 and B3), while
Mobile Agents (portable devices in the figure) are either connected to Brokers or
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Fig. 1.1. An example of heterogeneous network scenario

Mobile Brokers, depending on their mobility. A base station (BS), belonging to a
cellular network system, provides a wireless coverage on the whole area.

1.5.2 Overlay entities

We can now summarize the different activities of the three main entities in Arimove,
i.e., Mobile Agents, Brokers and Mobile Brokers.

Mobile Agents

Their activity is carried out through the following main operations.

• Broker Discovery: if the underlay is a broadcast network, such as a 802.11
WLAN, HELLO messages are issued by one or more Brokers (and/or Mobile
Brokers)3; their reception allows an Agent to perform the choice of the Broker to
which to register using information stored in the HELLO message itself. Broker
discovery in a non-broadcast network may be performed through the use of a
directory service offered by a well-known host readily available on the network.

• (Un)Registration: the Agent sends a service registration (SREG) message of the
VIP protocol trying to register to a new Broker or to unregister from the current
Broker.

• Service Request/Response: these tasks require that the Agent is already registered
to a Broker and that it is part of a colony. It can send a service request (SREQ)
of the RDP protocol to its Broker or a service response (SRESP) offering some
services. The service will be then exchanged in peer-to-peer fashion.

3 namely, HELLO messages from a broker may be sent on the broadcast channel of a cellular
network, but it entails the direct cooperation of the cellular carrier/operator
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Brokers

Their activity is carried out through the following main operations.

• Colony Health: in a broadcast underlay, periodically broadcasting of HELLO
messages to let Mobile Agents discover them;

• Colony (Un)Registration: to and from a higher-level Broker;
• Colony Management: the Broker interacts with colony members, (un)registering

and handling service requests through the VIP and RDP protocols.

Mobile Brokers

The activity of a Mobile Broker is carried out through the following three main op-
erations.

• Broker Association: the process of associating to a specific Broker; the Broker
for which the Mobile Broker acts as colony-room is chosen according to some
policy (see below) and the association is held throughout the Mobile Broker’s
route.

• Colony-Room Advertising: periodical broadcasting of HELLO messages along
its whole route; HELLO messages forward information about the associated Bro-
ker for which they are acting as colony-room.

• Relaying: relaying VIP and RDP messages from (to) Agents inside the colony-
room to (from) the associated Broker. Relaying may occur at once if a wireless
connection to a PoA exists, or it may be deferred until the wireless connection is
re-established.

1.5.3 Membership policies

As a byproduct of the Arimove overlay, members of a colony will be geographi-
cally distributed, although this distribution should be carefully planned by a Broker
(accepting or refusing registration requests) for load balancing purposes.

VIP registration policies are usually not specified in the protocol itself; thus ev-
ery Broker is free to choose its acceptance policy. Different self-organization poli-
cies may be used to address issues such as load-balancing and colony specialization.
Possible policies therefore are: (i) mono-thematic: a Broker accepts an Agent in its
colony only if it offers services that the colony already owns in large quantities,
so as to increase its specialization; (ii) balanced: a Broker accepts an Agent in its
colony only if it offers services that the colony lacks, with the aim of evening out
its service offer; (iii) unbalanced: a Broker unconditionally accepts all Agent regis-
trations. Membership to a colony is also affected by the Mobile Broker association.
The choice of which Broker is associated to a Mobile Broker can be performed by a
specific load balancing algorithm that is run periodically, i.e., when the public trans-
portation vehicle leaves the deposit and sets off on its route. One possible aim of the
load balancing algorithm is to let the Mobile Broker collect Agents for a Broker with
a scarcely populated colony at the time of the Mobile Broker departure; other aims,
such as specializing the colony population, can be also envisaged.
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1.5.4 Overlay service discovery

Service discovery over a MANET, hence in Arimove, plays a crucial role in the
successful retrieval of information. There are two main concerns regarding the issue
of service discovery. The first one is to expedite the selection of the Mobile Agent
providing the service, given that Agents are nominally free to roam in and out of
their own Broker’s underlay reach. Therefore, if a service is advertised by more than
one Agent, and a request for that service is pending, a Broker should be given the
opportunity to hand the service request over to the Agent that is more likely to be
within its reach. The second concern is the suitability of the match that the Broker
is about to create. Indeed, finding a “good” Agent carrying the requested service
must also account for its ability to establish an effective communication channel
with the Agent requesting the service. The mobility of both Agents (the requesting
one and the potential provider) must be accounted for, e.g., by selecting Agents that
are either within radio range of each other, or that are likely to remain within some
PoA coverage for enough time. In publish/subscribe jargon, the “filtering” matching
function between potential subscriber and publishers must take also into account the
“reachability” at the underlay network level.

From a practical standpoint, service discovery at an Arigatoni Broker is carried
out through a table that mainly records colony member IDs and their service lists. In
Arimove, however, the table information for each Agent is integrated by a liveliness
field, indicating the time elapsed since the last contact from that Agent, and by a
mobility field, that can be used to pinpoint the position of the Agent and to infer the
direction of its movement (the latter information is provided by the Agent in its last
message sent to its Broker).

In order for these additional table parameters to be maintained up-to-date, Agents
are expected to interact with their own Broker on a regular basis. Such interaction,
in the form of a refresh SREG, should not be limited to the period when the Agent is
within its own Broker radio range. Rather, it should also be promoted when the Agent
is within any Broker range (whence it will be relayed to the Agent’s Broker). The
refresh SREG will therefore be issued by the Agent upon hearing a HELLO message
from a Broker4. The rationale is to let the Agent’s Broker know that the Agent is
within coverage of whatever wireless technology is used by any Brokers, hence it
is readily accessible if a service is requested. It should be noted that an Agent may
choose to refrain from sending refresh SREG if the underlay is charging a per-access
fee. For each Broker, the content-based routing table has the form:

Agent ID Services Liveliness Mobility
user {Si}i=1...n t (x, y, θ, v)
· · · · · · · · · · · ·

where {Si}i=1...n is the set of services it can offer, t is the time passed since the
Agent has sent a message, and (x, y, θ, v) is a quadruple denoting physical position,

4 Broadcast storms are prevented by forcing a latency period between consecutive SREG
from the same Agent.
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Table 1.1. Comparison of the three underlay networks under study in terms of various perfor-
mance metrics

Underlay Overlay connection Capacity Energy QoS Pricing

IP AP to HQ high low high low

UMTS Mobile Agent to AP med med med high

WiFi Mobile Agent to mB and AP low high low low

direction and speed (all those information easily retrievable by a GPS module, or
computed through it). The table is updated according to the dynamic registration and
unregistration of Agents in the overlay. When an Agent asks for a service, then the
query is filtered against the routing tables of its own Broker; in case of a filter-failure,
the Broker forwards the query to its direct super-Broker.

1.6 A case study: IEEE 802.11 and UMTS coexisting technologies

The underlay network we envision hinges on different PoAs. As already mentioned,
a bus stop is a suitable place for a WiFi hot spot, but it clearly is not a viable choice
to encase a UMTS base station (commonly termed a Node B). Both types of PoAs
are however expected to route incoming traffic to an IP-based fixed network that
guarantees connectivity among the different elements of the architecture. Also, the
two wireless technologies have different features in terms of QoS, energy consump-
tion and, mostly, pricing. Table 1.1 compares the three underlay networks in terms
of logical connectivity (from-to), bandwidth capacity, energy consumption, quality
of service, and pricing.

Therefore, a strategy should be devised in order to select the “appropriate” wire-
less underlay network. In many cases, one may need to switch from WiFi to UMTS
and vice-versa because of signal loss, radio hardware problems, pricing issues, or re-
quired quality of service (QoS). Moving to one underlay network wireless to another
is usually transparent to the Arimove overlay network. Indeed, in either case, RDP
and VIP traffic is routed toward the overlay peers. Switching may be automatic when
both wireless networks are available, or may be suggested or imposed by the Broker
or by the Mobile Agent. Moreover, in the registration phase, the Mobile Agent and
the Broker may agree on which underlay to use, whether it is WiFi, UMTS, or a
smooth combination of both.

At the time of the first VIP registration, the Mobile Agent communicates its phys-
ical position and speed (x, y, θ, v) to the Broker. The Broker and the user negotiate
the choice of the underlay (e.g., WiFi connection in a downtown zone until the avail-
able bandwidth is not dangerously low). The rationale of the strategy is simple and
obeys to two (natural) rules:

1. When a Mobile Agent moves to one coverage area to another, then either it con-
tinues to stay connected with the Broker (in the abandoned area) using UMTS,
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or it is invited to change colony, i.e., the Broker sends to it a SREG logout unless
it has some pending requests to serve or receive.

2. When a Mobile Agent moves from one WiFi zone to another in the same area,
then it essentially has two ways to stay connected to the Arimove virtual organi-
zation: either using ad hoc MANET protocols at the cost of poorer performance,
or switching to the UMTS network until another WiFi zone is detected. The
choice of the underlay protocol is in principle left to the mobile user unless the
Broker forces the choice of one network instead of another.

This simple strategy induces the following considerations: moving from one area
to another “forces” the Mobile Agent to change broker, while moving in the same
area “advises” the Mobile Agent to stay in the colony it is connected to. The overlay
therefore tries to limit as much as possible high node churning that, as is well-known,
contributes to slow down overlay performance.

1.7 Performance evaluation

Below, we show the performance of the Arimove architecture obtained under the case
study network introduced in Section 1.6. We first describe the simulation scenario
and then present the results.

1.7.1 Simulation scenario

We implemented Arimove in the Omnet++ [31] simulator, coding the overlay part
and exploiting the existing wireless underlay network modules. In the underlay, we
used IEEE 802.11 at the MAC layer and the DYMO routing protocol (an AODV-
like reactive routing protocol). The UMTS RACH (Random Access Channel) and
dedicated channel were also simulated.

We tested the performance of Arimove in a mobile environment. We considered
3 Mobile Brokers and 120 Mobile Agents. We assumed that the nodes are randomly
scattered in a 1-km-wide square city section and move around according to the ran-
dom walk mobility model. Every node is assigned a speed of v m/s, randomly se-
lected in a specified interval (see below).

Upon entering the topology, a node acting as Mobile Agent owns a set of S uni-
tary services (e.g., files, traffic information, point of interests) randomly chosen from
a set of C services. A service is included in a node subset with probability p, equal
for all services and all nodes, so that each node owns an average of S = p·C services.
In our simulations, we choose C = 20 while p is a varying parameter.

A Mobile Agent issues a (SREQ) for a service it is missing. The inter-request
time of each missing service is supposed to be exponentially distributed with param-
eter λ. It entails that the larger the number of services a node is lacking, the more
frequently it issues an SREQ message. To further clarify, using the above notation, p
is inversely proportional to the average SREQ rate.

If an SREQ is successful (i.e., the Broker returns to the requesting Agent the
address of another Agent who is willing to provide the requested service), the two
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peers establish a connection and a download is started. We will assume that a peer
engaged in a download (either as sender or receiver) rejects any SREQ or any further
connection request coming from the same type of underlay until the download is
complete. In our simulations, the size of a downloaded file is set to 500 Kbytes.

The simulated city topology features six 802.11 PoAs, each corresponding to a
Broker. A single UMTS cell covers the entire simulated area. The wireless channel
is considered as always reliable, and no obstacles (such as high-rise buildings) are
assumed to be present. Brokers apply the unbalanced acceptance policy and filter the
routing table against a received SREQby using the liveliness information only.

1.7.2 Simulation results

Although the number of parameters that can potentially be analyzed is quite high,
we focus on few selected sets of results that highlight the performance of the system
in presence of either 802.11 coverage or UMTS coverage, as well as in a scenario
featuring both technologies in the same area.

We initially address the success probability of a service request in an 802.11-only
coverage scenario, i.e., the probability that a service request is positively answered by
a Mobile Agent either in the requester’s colony or in another colony (after delegation
to the super-Broker). Figure 1.2 carries a comparison of success probabilities for
an Arimove system as a function of p. The top plot shows results for two different
inter-request times (the node speed is set between 0 and 1 m/s), while the bottom
plot allows us to examine different node speeds (with a 600 s inter-request time).
As expected, higher content availability entails more successful retrievals, regardless
of request rate or node speed. As expected, a longer inter-request time, hence less
congested underlay network, results in a higher retrieval success probability. Also,
it is quite meaningful to underscore that higher speeds negatively affect the retrieval
due to nodes leaving the 802.11 coverage more frequently and thus being unable to
complete a request/response cycle that they may have initiated.

We point out that some underlay-related events are responsible for missing re-
sponses: for example, a miscue from the routing protocol may lead an Agent to
wrongly believing that it is within radio range of a Broker (or that a Broker may
be reachable in multi-hop fashion through other nodes); an SREQ will therefore be
issued but never delivered to the Broker, negatively affecting the success probability.

Another metric of interest is the average time after which a response to an SREQ
is returned to the requesting Agent (Figure 1.3). Again, we first look at an 802.11
scenario. As can be expected, some of the trends already observed for the success
probability are found in the response times as well. However, all curves peak around
p = 0.4. As can be recalled, p and SREQ rates are inversely proportional, so values
lower than p = 0.4 counterbalance the scarcity of resources with a high SREQ
message rate that “keeps alive” many routing paths; this avoids the high overhead
of the path setup process typical of reactive routing protocols (such as DYMO). In
addition to it, a smaller success probability results in fewer peer-to-peer downloads
overloading the network. On the contrary, values higher than p = 0.4 exhibit a lower
discovery time thanks to the wealth of services available throughout the network.
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When the attention shifts to a scenario featuring UMTS-only coverage, the un-
derlay becomes less of an issue. The probability of successful retrieval is very close
to 1, the only failures being due to connection requests towards Agents that have
already become engaged in a download with another Agent. Similarly, the discovery
time is very low, as shown in Figure 1.4, since the only significant latency comes
from RACH access (and no multihop connection, along with its routing overhead, is
involved).

Finally, we look at a scenario that combines a spotty 802.11 coverage and an
“umbrella” UMTS coverage. Clearly, if the UMTS operator charges a per-access
fee, while the 802.11 access is free or available at reasonably hourly fees, Agents will
strive to connect to the latter. Therefore, in areas where both coverages are available,
Agents will try and connect through the 802.11 underlay. If an Agent cannot connect
to an 802.11 PoA (either directly or through a multihop path), it will use UMTS to
access the Arimove system. In our simulations, we considered one of the setups used
in previous tests, (i.e., Agent speed between 1 and 2 m/s, p = 0.6) and analyzed
three cases, each with a different 802.11 coverage of the overall area (either 25% or
75%).

Interestingly, the probability of resorting to the UMTS network is directly mapped
onto the coverage percentage for higher loads (i.e., inter-request times equal to 100
ms), as can be seen in Figure 1.5. Therefore, if, on average, 75% of the Agents are
outside the 802.11 PoA coverage (802.11 coverage = 25% in the figure), the proba-
bility of switching onto UMTS matches such figure. However, as the load decreases,
the number of Agents who successfully complete an SREQ cycle on 802.11 becomes
larger, since multihop connectivity even outside the radio range of a PoA is no longer
hindered by high traffic on the underlay network.

Figure 1.6 presents the probability of successful retrieval observed for SREQ
cycles that are performed on 802.11 only (lower curves, with 25% and 75% cover-
age), and the one observed for all SREQ cycles, i.e., including those that are routed
over the UMTS network (higher curves). In the 802.11-only message exchanges, be-
side the usual increase in success probability as the inter-request time increases, we
also observe that smaller coverages yield a better success rate than larger coverages.
This is due to fewer downloads on the underlay network (most occur over UMTS,
therefore they do not hinder SREQs on 802.11). Clearly, the very high completion
probability under UMTS positively affects the overall performance.

The last set of results, shown in Figure 1.7, attains to the average time to satisfy a
service request, computed over all SREQ cycles. Depending on the coverage, the use
of UMTS rather than 802.11 boosts the performance, lowering the discovery time
for 802.11 coverage at 25% (when the majority of Agents is forced to use UMTS).

Conclusions

This chapter addressed the problem of content discovery in heterogeneous mobile
networks. It focused on a network architecture, composed on the one hand of infras-
tructured nodes, such as WLAN access points and cellular system base stations, and
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on the other hand of mobile nodes, that are equipped with multi-interface wireless
terminals. The study adopts the well-known publish/subscribe paradigm and designs
an overlay network, relying on the underlay wireless network, to implement such a
messaging paradigm. The chapter described the semantics and the interaction among
the logical network entities, as well as the possible interface selection strategies. Fi-
nally, the benefits of using multiple wireless technologies for content retrieval in a
mobile environment were highlighted through some performance results. The results
were obtained for a case study including WiFi hot spots and UMTS base stations as
network infrastructure entities.
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Fig. 1.2. Success probability of a service request as a function of the initial content availability
at each user. Results are derived for different request rates (top) and different user speeds
(bottom). 802.11 scenario
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Fig. 1.3. Average time to satisfy a service request as a function of the initial content availability
at each user. Results are derived for different request rates (top) and different user speeds
(bottom). 802.11 scenario
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