Classification of Content and Users in BitTorrent by
Semi-supervised Learning Methods

Konstantin Avrachenkov Paulo Goncgalves Arnaud Legout
INRIA Sophia Antipolis, France INRIA Rhone-Alpes, France INRIA Sophia Antipolis, France
K. Avrachenkov@ophia.inria.fr paul 0. goncal ves@nria.fr arnaud. |l egout @nria.fr
Marina Sokol

INRIA Sophia Antipolis, France
mar i na. sokol @nri a. sophia.fr

Abstract—P2P downloads still represent a large portion of to operate with the user graph constructed from a single
today’s Internet traffic. More than 100 million users operate snapshot. The content graph is smaller and we were able to

BitTorrent and generate more than 30% of the total Internet

. O construct an aggregated content graph from several sniapsho
traffic. Recently, a significant research effort has been dom to di %g thg Kl % P i nesp
develop tools for automatic classification of Internet trafic by corresponding _0 _(_3 W(?e -long observa 'C_m' o
application. The purpose of the present work is to provide a  The general intuition is that the users with similar intéses

framework for subclassification of P2P traffic generated by he download similar contents. This intuition can be rigorgusl
BitTorrent protocol. The general intuition is that the users with  formalized with the help of graph based semi-supervised
similar interests download similar contents. This intuition can learning approach [13]. In particular, we have chosen tokwor

be rigorously formalized with the help of graph based semi- . - . ;
supe?vised éaming approach. We hapve cﬁos%n to work with With PageRank based semi-supervised learning method [3],

PageRank based semi-supervised learning method, which sea [4], [12]. It has been demonstrated in [4] that the PageRank
well with very large volumes of data. We provide recommen- based semi-supervised learning method has implemengation

dations for the choice of parameters in the PageRank based with quasi-linear complexity and produces robust resuita w
§em|-supewlsed learning method. In palrtlcula.r, we show tht it respect to the method’s parameters.
is advantageous to choose labelled points with large PageRa . .
score. We have three goals in the present work. The main goal
is to provide a robust graph based semi-supervised learning
|. INTRODUCTION approach for content and user classification of BitTorre2f P
P2P downloads still represent a large portion of todaytgansfers. The second goal is to demonstrate that the PageRa
Internet traffic. More than 100 million users operate Bit€ot based semi-supervised learning method, thanks to its -quasi
and generate more than 30% of the total Internet traffic [4jnear complexity, can deal with classification of very larg
According to the Wikipedia article about BitTorrent [2],eth datasets. Some datasets used in the present paper is several
traffic generated by BitTorrent is greater than the traffin-georders of magnitude larger than datasets typically usetdn t
erated by Netflix and Hulu combined. Recently, a significafiterature on graph based semi-supervised learning. Tiné th
research effort has been done to develop tools for automajimal is to test the impact of the choice of the labelled nodes
classification of Internet traffic by application [9], [8]11]. on classification result. In particular, we test the follogi
The purpose of the present work is to provide a framewotkree options for the choice of the labbelled points: rangom
for subclassification of P2P traffic generated by the Bit@otr chosen labelled points, labelled points with large Pag&Ran
protocol. Unlike previous works [9], [8], [11], we cannofye values and labelled points with large degrees. We demadastra
on packet level characteristics (packet size, packetdantgal that in the context of P2P classification the choice of lathele
time, etc). Instead we make use of the bipartite user-cont@oints with large PageRank values gives good results in the
graph. This is a graph formed by two sets of nodes: the safjority of classification tasks.
of users (peers) and the set of contents (downloaded files)The article is organized as follows: In the next Section I
From this basic bipartite graph we also construct the usee describe the PageRank based semi-supervised learning
graph, where two users are connected if they download threethod. Then, in Section Il we give detail description of
same content, and the content graph, where two files aner datasets and method implementation. In Section IV we
connected if they are both downloaded by at least one ugeerform topic based and language based classificationsof th
Using methodology developed in [7] we were able to use thehole collection of the P2P traffic based on the content graph
shapshots of P2P downloads from the whole Internet. Evand user graph, respectively. Then, we examine our method
a snapshot corresponding to half an hour duration representsmaller subsets of content. In Section V we analyse the
a huge among of data. Without some filtering techniquepntent classification of the video plus music subgraph. In
which will be explained in Section 3 we were even not abl8ection VI we study the classification of the untagged cdnten



in the “other video” category. Again the graph based semiumber of visits to nodej starting from nodei until the
supervised learning method performed very well and pravideandom walk restarts with probability — «. This observa-
good suggestions for finer subcategorization. In Sectidmél tion provides the following probabilistic interpretatidor the
give conclusions and provide directions for future researc PageRank based method. In the PageRank based method with
normalized labeling functiondy;;. gives up to a multiplicative
constant the expected number of visits to ngédéthe random
Let us present some basic facts about PageRank based sealk starts from a uniform distribution over the labeled asd
supervised learning method. An interested reader can fioficlassk.
more theoretical results in [4] and in related works [3],][12 The choice of the labelled points can potentially have a
Suppose we need to classily data points intok classes significant influence on classification results. Thereforéhe
and P data points are labelled. In particular, this means thptesent work we study this influence. Specifically, we cosrsid
for a labelled point = 1, ..., P the functionk(i) € 1, ..., K is  the following options for the choice of labelled points:
defined. Graph based semi-supervised learning approash use) randomly chosen labelled points, that is, in each class
a weighted graph connecting data points. The weight matrix, = \ye take several samples of random labelled points;
or similarity matrix, is denoted bj". Here we assume that the 2) labelled points are chosen among points with large

Il. PAGERANK BASED CLASSIFICATION

weight matrix|¥ is symmetric. Each element; ; represents values of Standard PageRank; (with large valuesof
a degree of similarity between data pointand j. Denote by i =1,..., N, wherer; are elements of a solution of the
D a diagonal matrix with itg3, ;)-element equals to the sum equationt = raD~'W + (1 — a)/N17);

. . . N . = )
of th?Z'th row of matrixW: d; ; = > ._, w; ;.DefineN x K 3) labelled points are chosen among points with large
matrix Y as degree (with large values af; ;).

Y. = {1’ it X 'S_ labeled ad(i) = k, [1l. DATASETS AND METHOD IMPLEMENTATION
0, otherwise. DESCRIPTION

We refer to each columb;, of matrix Y as labeling function.  We have several snapshots of the Torrents collected from
Also defineN x K matrix F' and call its columng”;, clas- the whole Internet using methodology described in [7]. Each
sification functions. A general idea of the graph-based semihapshot contains half an hour of P2P transfers. In total,
supervised learning is to find classification functions i ih we have about one week of observations. We have also an
the one hand they will be close to the corresponding labeliaggregate representing the transfers observed duringitblew
function and on the other hand they will change smoothlyeek. To test the effect of NATSs, to save memory and to reduce
over the graph associated with the similarity matrix. Thisformation noise, the following filtering has been applied
general idea can be expressed by means of the optimizatigimch we denote by (X,Y): we filter out all IP addresses
formulation with more than or equal to X ports (X = 0 means no filtering),
N N N and we filter out all contents with less than or equal to Y
. Fz Fj. 2 1 2 H —
argmmZZwinI — ?H +“ZIHFZ’~ -Yi|* @ IP a}ddr_esses seen down_loadmg the content (Y = 0 means
Foo =1 it 33 =1 i no filtering). Two users with the same IP addresses but with
ij‘ferent ports could be the same user. So the filtering byspor
Ips us to reduce the influence of counting the same user as
ifferent ones. The second filter by IP address helps to remov
unpopular contents which were downloaded less than or gqual

1 represents a trade-off between the closeness of the clas
cation function to the labeling function and its smoothness
Proposition 1: The classification functions for the PageR

where s is a regularization parameter. In fact, the parametg

ank based semi-supervised learning are given by to Y times.
1 9 -1 TABLE I: The content graphs after preprocessing.
— —1
Fp=+—(I-——WD Y, 2
24+ 24+ Graph | # nodes| # edges
g(2,10) | 200413 | 50726946
fork=1,.. K. 9(0,10) | 200487 | 174086752
Let us now explain why the following framework corre- g(2,0) | 624552 92399318
sponds to the PageRank based clustering method. Denote
a=2/(2+ p) and write /', in a transposed form We use the whole aggregate to create the content graph.
FT = (1—a)YT(I—aD ‘W)L, Some files are tagged with information about name, language,

topic, login of the person who inserted these files. Those tag
If the labeling functions are normalized, this is exactly aoorrespond to the classification made by popular torreas sit
explicit expression for PageRank [10]. This expression wéke ThePirateBay [7]. If two files are downloaded by the same
used in [3] but no optimization framework was provided. user, we create an edge between these two files. The weight of
Note thatD~1W represents the transition probability matrixhe edge shows how many users downloaded these two files.
for the random walk on the similarity graph. Then, ttigj)- We filter out all links with the weight equal to one to reduce
th element of the matrixI —aD~1W)~! gives the expected the noise and memory usage. Without this filtering even the



PageRank based method with quasi-linear complexity cannoOur base line expert classification is based on P2P content
be applied on a standard desktop computer. tags if they are available. For instance, in the case of ifilass

We start with the smallest aggregated datgé2t10) which cation by language we consider that the content is in English
contain information with small noise. To evaluate the intpad it has only tag “English”. And we consider a user to be an
of the noise with respect to user identification we have alémnglish language user, if he or she downloads only English
made experiments with datasetd, 10) and g(2,0). language content.

The graph forg(2,0) dataset after preprocessing contains We have implemented PageRank based classification
three times more nodes and two times more edges thaethod in the WebGraph framework [6]. The WebGraph
the datasetg(2,10). The graph forg(0,10) dataset after framework has a very efficient graph compression technique
preprocessing contains two times more edges than the tatagech allows us to work with very large graphs.

9(2,10).
IV. RESULTS OF CLASSIFICATION OF CONTENT AND USERS

TABLE II: The quantity of language base line expert classifi- o
cations. Using PageRank based classification method, we have per-

formed four classification experiments. We have used the

Language | #content | #user ;
English 5465 57632 gggregated graph of ponteg(2, 10) to classify the content
Spanish 5481 | 2856 into 5 classes accord|_ng to the languages (see Table Il) and
French 1824 2021 into 7 classes according to the content type (see Table III).
Italian 2450 | 3694 The classification of the aggregated content graph has taken
Japanese 720 416

approximately 15 minutes on a 64-bit computer with Intel-
Core7i processor and 6GB RAM. The results of the clas-
sification evaluated in terms of accuracy are presented in
TABLE IlI: The quantity of topic base line expert classificaTables IV and V. Then, we have performed the classification

tions. of users also into 5 classes of the languages and into 7 slasse
Topic # content | # user of the content prefgrred by users (see Tables VI and Viljast h
Audio Music 23639 | 13950 taken about 20 minutes on the same computer. However, the
W$$/° ';]/'OV'eS igggg ‘2‘3‘2‘2(2) preprocessing of a single snapshop of the user graph was much
shows ) .
BOIR TOVies 8376 =082 more demanding than Fhe preprocessing of the aggregated
App. Windows 2831 2874 content graph. Our main conclusion is that the PageRank
Games PC 4527 8707 based classification method scales remarkably well withelar
Books Ebooks| 1185 281 volumes of data. Then, our second important observation is

that by using a very little amount of information, we are able
Let us now describe how we construct the user graptlassify the content and users with high accuracy. Formtsta
The user graph is constructed with the help of HADOO the dataset of 126 670 users, using only 50 labelled points
realization of MapReduce technology [1] from the basic usefor each language, we are able to classify the users acgprdin
content bipartite graph from a single half an hour snapsha. their preferred language with 88% accuracy.

The aggregated user graph is too large to work with. In all four classification experiment, we have tried three
The snapshot contains information on which content walifferent options for the choice of the labelled points. We
downloaded by whom. In the user graph an edge with ti@ve chosen the labelled points: (a) with largest standard
weight M signifies that two users downlodd same files. The PageRank values; (b) with largest degree; and (c) randomly.
user graph ha8 228 410 nodes and 436 442 577 edges. The When evaluating the performance with the randomly chosen
number of edges with weight one is equal809965972. labelled points we have averaged the accuracy over 10 random
Also we have noticed that some users downloaded musiéimples (because of the size of the data, making more than 10
more files than a normal user would do. One user who hgamples for each of many experimental setups was very time
downloadeds55 727 files for sure is a robot. Thus, we havedemanding) and we have also reported the worst (rand min col-
decided remove all edges with weight one and the user-robaian) and the best (rand max column) accuracy. With respect

The modified user graph hdsi26 670 nodes and 24 753 790  to the choice of the labelled points, our conclusion is thahée
edges. This filtering significantly reduces required conmgut majority of cases the labelled points with large values @f th
and memory resources. In fact, by doing this filtering we alsfgandard PageRank are the best picks (see topPR columns). In
remove some information noise. If two users download ontjie case of classification with the aggregated content gthph
one common item it could be by pure chance, if they bothbelled points with large degrees give results companaitie
download more than two same files - it is more likely thathe results obtained with the labelled points chosen adugrd
they share same interests. to PageRank. However, it was interesting to observe théian t
We classify contents and users by both language aodse of the classification of users, the classification based
topics. The considered languages and topics are giventlie labelled points with large degrees does not perform atell
Tables Il and Il all. Our explanation is that in that dataset the nodes witly ve



large degrees are not representative. There is an independemusic”. In Table VIII we see the results of classification
confirmation of this idea given in [5]. “music’+“audio” against “video"+“movie”. The results are
We would like to note that there is not much difference ifjuite good (accuracy 90% against accuracy 63.4% in the case
one considers weighted or unweighted graph for contensielasof 50 labelled points chosen according to the top PageRank
fication. As one can see from Table 1V, the accuracy of contevalues, see Tables V and VIII). The good classification is
classification by languages in the case of unweighted gaplprobably due to the fact that the dataset is smaller and the
66.3% (choosing 50 labbelled points for each class accgrdiclasses are balanced. In particular it is interesting teeokes
to top PageRank values). We have repeated the experimeot the files tagged “Music Video Clips” are classified. 143
with the weighted graph and have obtain 68.9% accuracy. Wach files are classified into “music”, and 45 files are classifi
explain the relatively small difference in accuracies by flact into “video”. This is quite in agreement with intuition that
that 88.3% of edges have weight 1 and then 7.1% of eddesusic video clips” are better related to music than to video
have weight 2. So the majority of edges have weight 1 ai@h opposite only 20 “video movie clips” are classified as
the other edges have also small weight. “music” and 125 “video movie clips” are classified as “video”
Finally, we have observed that the classification usirithis also agrees with our intuition since most of “video n&ovi
9(2,10) filtering is one or two percent better in terms otlip” files are short extracts from movies.
accuracy than the classification usig@, 10) filtering. Thus,

by doing the filtering we not only reduce the amount of data # Sé%eds Acgtggcy — C\éorgggix .
required for processing, but also we reduce the information topPR ' video | 4775 | 50862
noise. 500 0.938 | music [ 32008 | 3162
To understand better how the graph based semi-supervised tfl’ggg S video 322471(?5 523:126159
. . . . . music

learning works let us consider in the next two sections small {opPR video | 2474 | 53163
subsets of content. 500m/I000v| 0.942 | music | 32423 | 2747
topPR video | 2510 | 53127

TABLE |V: Accuracy of the classifications for theg(2, 10)

dataset by languages. TABLE VIII: Accuracy and Cross-Validation (CV) matrix for

music&audio vs video&movies classification,= 0.5.

# seeds| topPR | topDeg | rand (10Exp) | rand min | rand max
5 0579 | 0573 0.51 0.44 0578
50 0.663 | 0.647 0.634 0.614 0.649 VI. CLASSIFICATION OF UNTAGGED CONTENT
500 | 0.688 | 0.676 0.658 0.653 0.663

We have also created “other video” subgraph from the whole
content graph. We have taken all nodes for which we have

TABLE V: Accuracy of the classifications for thg(2,10) topic tags as “other video” and all edges induced by the

dataset by topics. supergraph. The subgraph contains 1189 nodes and 20702
7 seeds| TopPR | TopDeg | Tand(l0Exp) | Tand min | Tand max edges. We made the e>_<pert evaluation marjually by popular
5 0504 | 051 048 036 0546 categories: “Sport Tutorials” [ST] (116), “Science Lecs’t
50 06344 06276 06278 0.604 0.645 [SL] (127), “Japanese Cartoons” [JC] (93), “Porno” [P] (81)
500 | 0.7279] 0.7182 0.6562 0.6525 0.6595 | “Software Tutorials” [SFT] (113), “Movies” [M] (129).

The results of the semi-supervised classification are pre-
- sented in Tables IX, X, XI. In Table IX we demonstrate the
TABLE VI: Accuracy of the classifications for the user datasffect of the choice of the labelled points. As expected the

by languages. more labelled points we take the better. In Table XII we
# seeds| TopPR | topDeg | rand (10Exp) | rand min | rand max | compare in detail the random choice of labelled points with
5 0.788 | 0.765 0.732 0.613 0.817 the labelled points chosen according to their PageRanlevalu

50 0.88 0.78 0.834 0.82 0.85 . ; ;
=5 e e R - 007 Specifically we average the results over 100 experiments wit

random labelled points. We can see that the precision corre-
sponding to the labelled points chosen by PageRank is better
than the average precision corresponding to the randoneehoi
of the labelled points. The coefficient of variation (CoVY fo
‘ the random choice of the labelled points is significant (atbu
# Sseeds tg%zg t%p?%‘zg ra”%%oa'i"p) ’agdSS”?:” ra’adsg“sax 20%), which means that if we choose labelled point randomly
0] 0757 T 0477 0767 0757 0777 the result of the classification is much less reliable than th
500 0.789 | 052 0.86 0.858 0.865 result of the classification according to the labelled point
with large PageRank values. It was surprising to observe tha
choosing labelled points with large degree does not helghmuc
V. CLASSIFICATION OF VIDEO PLUSMUSIC SUBGRAPH  \ay be here we also face the phenomenon described in [5].
We have constructed a subgraph which consists of allln Tables X, Xl we present the Cross-Validation matrices for

files which have in their tags “video”, “movie”, “audio” or experiments with 10 and 15 labeled points chosen according

TABLE VII: Accuracy of the classifications for the user datas
by topics.




to large PageRank values. In both tables we see stroRige proposed method have appeared to be highly scalable. We
diagonal domination. It is nice to observe that we have goekre able to deal with all world-wide torrents active in some
classification despite the fact that nearly the half of thesfdo point in time. With very few labelled points we have achieved
not belong to any of the mentioned above six classes. This cary high precision. One of our principal recommendatians i
be interpreted as robustness of graph based semi-supkrvisechoose labelled points with large values of PageRank. We
learning approach with significant presence of noisy data. have also demonstrated that the graph-based semi-sugzrvis
Furthermore, it is interesting to observe that most of theethod is very robust with respect to various types of noise
“other video” files with the content as “Dance Tutorials” (2in the data. As a future research direction we suggest to
from 27) are classified into “Sport Tutorials” [ST], whichconsider a combination of graph-based unsupervised anid sem
seems to be indeed related category. And all tutorials afpout supervised methods to produce an automatic or computer-
shooting (13) are classified in “Sport Tutorials”, even thou aided categorization of P2P traffic.
they have not initially been classified as “Sport Tutorials”
This automatic classification appears to be quite logica an
suggests the possibility of application of graph based semi The work has been supported by the joint INRIA Alcatel-
supervised learning for refinement of P2P content categorizucent Laboratory. A part of this work has been presented at
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We have proposed to apply the PageRank graph-based semi-
supervised learning method to classify P2P content anduser



