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Abstract

We analyze the Two Level Processor Sharing (TLPS) scheduling discipline with the hyper-
exponential job size distribution and with the Poisson arrival process. TLPS is a convenient
model to study the benefit of the file size based differentiation in TCP/IP networks. In the case
of the hyper-exponential job size distribution with two phases, we find a closed form analytic
expression for the expected sojourn time and an approximation for the optimal value of the
threshold that minimizes the expected sojourn time. In the case of the hyper-exponential job
size distribution with more than two phases, we derive a tight upper bound for the expected
sojourn time conditioned on the job size. We show that when the variance of the job size
distribution increases, the gain in system performance increases and the sensitivity to the
choice of the threshold near its optimal value decreases.

1The work was supported by France Telecom R&D Grant “Modélisation et Gestion du Trafic Réseaux

Internet” no. 46129414.
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It has been known for a long time that a clever scheduling of tasks can significantly improve
system performance. For instance, Shortest Remaining Processing Time (SRPT) scheduling
discipline minimizes the expected sojourn time (Schrage 1968). However, SRPT requires to
keep track of all jobs in the system and also requires the knowledge of the remaining processing
times. These requirements are often not feasible in applications.

The Two Level Processor Sharing (TLPS) scheduling discipline (Kleinrock 1976) helps to
overcome the above mentioned requirements. It uses the differentiation of jobs according to
a threshold on the attained service and gives priority to the jobs with small sizes. The TLPS
scheduling mechanism could be applied in file size based differentiation in TCP/IP networks
(Avrachenkov, et al. 2004, Feng & Misra 2003) and Web server request differentiation (Guo
& Matta 2002, Harchol-Balter, et al. 2003). A detail description of the TLPS discipline
is presented in the ensuing section. Of course, TLPS provides a sub-optimal mechanism in
comparison with SRPT. Nevertheless, as was shown in (Aalto & Ayesta 2006), when the job
size distribution has a decreasing hazard rate, the performance of TLPS with appropriate
choice of threshold is very close to optimal.

In the present paper we characterize the optimal value of the threshold when the service
time is hyper-exponential. The motivation to study TLPS with the hyper-exponential service
time is as follows. The distribution of file sizes in the Internet often can be modelled with
a heavy-tailed distribution. It is known that heavy-tailed distributions can be approximated
with hyper-exponential distributions with a significant number of phases (Baccelli & McDon-
ald 2006, Feldmann & Whitt 1998). Also in (Khayari, et al. 2003), it was shown that a
hyper-exponential distribution models well the file size distribution in the Internet.

The paper organization and main results are as follows. In Section 1 we provide the model
formulation, main definitions and equations. In Section 2 we study the TLPS discipline in
the case of the hyper-exponential job size distribution with two phases. It is known that the
Internet connections belong to two distinct classes with very different sizes of transfer. The
first class is composed of short HTTP connections and P2P signaling connections. The second
class corresponds to downloads (PDF files, MP3 files, MPEG files, etc.). This fact provides
motivation to consider first the hyper-exponential job size distribution with two phases.

We find an analytical expression for the expected sojourn time in the TLPS system. Then,
we present the approximation of the optimal threshold which minimizes the expected sojourn
time. We show that the approximated value of the threshold tends to the optimal threshold
when the second moment of the job size distribution function goes to infinity.

We show that the ratio between the expected sojourn time of the TLPS system and the
expected sojourn time of the standard PS system can be arbitrary small for very high loads.
For realistic loads this ratio could reach 1/2. We also show that the system performance is
not too sensitive to the choice of the threshold around its optimal value.

In Section 3 we analyze the TLPS discipline when the job size distribution is hyper-
exponential with many phases. We provide an expression of the expected conditional sojourn
time as the solution of a system of linear equations. Also we apply an iteration method to find
the expression of the expected conditional sojourn time and using the resulting expression
obtain an explicit and tight upper bound for the expected sojourn time function. In the
experimental results we show that the relative error of the latter upper bound with respect
to the expected sojourn time function is 6-7%.

We study the properties of the expected sojourn time function when the parameters of
the job size distribution function are selected in a such a way that with the increasing number
of phases the variance increases. We show numerically that with the increasing number of
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phases the relative error of the found upper bound decreases. We also show that when the
variance of the job size distribution increases the gain in system performance increases and
the sensitivity of the system to the selection of the optimal threshold value decreases.

We put some technical proofs in the Appendix.

1 Model description

1.1 Main definitions

We study the Two Level Processor Sharing (TLPS) scheduling discipline with the hyper-
exponential job size distribution. Let us describe the model in detail.

The jobs arrive to the system according to a Poisson process with rate λ. We measure the
job size in time units. Specifically, as the job size we define the time which would be spent
by the server to treat the job if there were no other jobs in the system.

Let θ > 0 be a given threshold. When a new job arrives to the system, it goes to the
high priority queue, where it is served until it receives the amount of service θ. If the job
is still in the system and needs more service than θ, the rest of the job, which is not yet
served, goes to the low priority queue. So, the jobs which attain amount of service more
then θ are accumulated in the low priority queue. The low priority queue is served when the
high priority queue is empty. Both queues are served according to the PS discipline, namely,
the server equally divides its capacity among all jobs present in the queue. When the high
priority queue is empty, the jobs which are accumulated in the low priority queue arrive to
the server in a batch. Thus, we can consider the low priority queue as a queue with batch
arrivals, see also

Let us denote the job size distribution by F (x). By F (x) = 1 − F (x) we denote the
complementary distribution function. The mean job size is given by m =

∫
∞

0 xdF (x) and the
system load is ρ = λm. We assume that the system is stable (ρ < 1) and is in steady state.

It is known that many important probability distributions associated with network traffic
are heavy-tailed. In particular, the file size distribution in the Internet is heavy-tailed. A
distribution function has a heavy tail if eεx(1 − F (x)) → ∞ as x → ∞, ∀ε > 0. The heavy-
tailed distributions are not only important and prevalent, but also difficult to analyze. Often
it is helpful to have the Laplace transform of the job size distribution. However, there is
evidently no convenient analytic expression for the Laplace transforms of the Pareto and
Weibull distributions, the most common examples of heavy-tailed distributions. In (Baccelli
& McDonald 2006, Feldmann & Whitt 1998), it was shown that it is possible to approxi-
mate heavy-tailed distributions by hyper-exponential distribution with a significant number
of phases. A hyper-exponential distribution FN (x) is a convex combination of N exponents,
1 ≤ N ≤ ∞, namely,

FN (x) = 1 −

N∑

i=1

pie
−µix, µi > 0, pi ≥ 0, (i = 1, ..., N), and

N∑

i=1

pi = 1. (1)

In particular, we can construct a sequence of hyper-exponential distributions such that it
converges to a heavy-tailed distribution (Baccelli & McDonald 2006). For instance, if we
select

pi =
ν

iγ1

, µi =
η

iγ2

, (i = 1, ..., N),

γ1 > 1,
γ1 − 1

2
< γ2 < γ1 − 1,
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where ν = 1/
∑

i=1,...,N i−γ1 , η = ν/m
∑

i=1,...,N iγ2−γ1 , then the first moment of the job size
distribution is finite, but the second moment goes to infinity when N → ∞. The first and the
second moments m and d for the hyper-exponential distribution are given by:

m =

∫
∞

0
x dF (x) =

N∑

i=1

pi

µi
, d =

∫
∞

0
x2 dF (x) = 2

N∑

i=1

pi

µ2
i

. (2)

Let us denote

F i
θ = pie

−µiθ, (i = 1, ..., N). (3)

We note that
∑N

i=1 F i
θ = F (θ). The hyper-exponential distribution has a simple Laplace

transform:

LF (x)(s) =

N∑

i=1

piµi

s + µi
.

We would like to note that the hyper-exponential distribution has a decreasing hazard rate.
In (Aalto & Ayesta 2006) it was shown that when a job size distribution has a decreasing
hazard rate, then with an appropriate selection of the threshold the expected sojourn time of
the TLPS system can be made close to optimal.

Thus, in our work we use hyper-exponential distributions to represent job size distribution
functions. In the first part of our paper we look at the case of the hyper-exponential job size
distribution with two phases and in the second part of the paper we study the case of more
than two phases.

1.2 The expected sojourn time in TLPS system

Let us denote by T
TLPS

(x) the expected conditional sojourn time in the TLPS system

for a job of size x. Of course, T
TLPS

(x) also depends on θ, but for expected conditional
sojourn time we only emphasize the dependence on the job size. On the other hand, we
denote by T (θ) the overall expected sojourn time in the TLPS system. Here we emphasize
the dependence on θ as later we shall optimize the overall expected sojourn time with respect
to the threshold value.

To calculate the expected sojourn time in the TLPS system we need to calculate the time
spent by a job of size x firstly in the high priority queue and secondly in the low priority
queue. For the jobs with size x ≤ θ the system will behave as the standard PS system where
the service time distribution is truncated at θ. Let us denote by

Xn
θ =

∫ θ

0
nyn−1F (y)dy (4)

the n-th moment of the distribution truncated at θ. In the following sections we will need

X1
θ = m −

N∑

i=1

F i
θ

µi
, X2

θ = 2

N∑

i=1

pi

µ2
i

− 2θ

(
m −

N∑

i=1

F i
θ

µi

)
− 2

N∑

i=1

F i
θ

µ2
i

. (5)

The utilization factor for the truncated distribution is

ρθ = λX1
θ = ρ − λ

N∑

i=1

F i
θ

µi
. (6)
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Then, the expected conditional response time is given by

T
TLPS

(x) =





x

1 − ρθ

, x ∈ [0, θ],

W (θ) + θ + α(x − θ)

1 − ρθ

, x ∈ (θ,∞).

According to (Kleinrock 1976, Sec.4.7, pp.181-184), here θ/(1 − ρθ) expresses the time
spent in the high priority queue, where the flow is served up to the threshold θ and W (θ)/(1 − ρθ)

is the time spent waiting for the high priority queue to empty. Here W (θ) = λX 2
θ /(2(1 − ρθ)).

The remaining term α(x − θ)/(1 − ρθ) is the time spent in the low priority queue. According
to Kleinrock (Kleinrock 1976, Sec.4.7, pp.181-184) the low priority queue could be interpreted
as an interrupted PS queue with batch arrivals. Then, α′(x) = dα/dx is the solution of the
following integral equation

α′(x) = λn

∫
∞

0
α′(y)B(x + y)dy + λn

∫ x

0
α′(y)B(x − y)dy + bB(x) + 1. (7)

Here n = F (θ)/(1 − ρθ) is the average batch size, B(x) = F (θ + x)/F (θ) is the complementary
truncated distribution and b = b(θ) = 2λF (θ)(W (θ) + θ)/(1 − ρθ) is the average number of
jobs that arrive to the low priority queue in addition to the tagged job. The expressions for
parameters n, b(θ) are explicitly explained in (Kleinrock 1976, Sec.4.7, pp.181-184).

The expected sojourn time in the system is given by the following equations:

T (θ) =

∫
∞

0
T

TLPS
(x)dF (x),

T (θ) =
X1

θ + W (θ)F (θ)

1 − ρθ

+
1

1 − ρθ

T
BPS

(θ), (8)

T
BPS

(θ) =

∫
∞

θ

α(x − θ)dF (x) =

∫
∞

0
α′(x)F (x + θ)dx. (9)

2 Hyper-exponential job size distribution with two phases

2.1 Notation and motivation

In the first part of our work we consider the hyper-exponential job size distribution
with two phases. In particular, the application of the hyper-exponential job size distribution
with two phases is motivated by the fact that in the Internet TCP connections belong to two
distinct classes with very different sizes of transfer. The first class is composed of short HTTP
connections and P2P signaling connections. The second class corresponds to downloads (PDF
files, MP3 files, MPEG files, etc.).

According to (1) the cumulative distribution function F (x) for N = 2 is given by

F (x) = 1 − p1e
−µ1x − p2e

−µ2x,

where p1 + p2 = 1 and p1, p2 > 0. The mean job size m, the second moment d, the parameters
F i

θ , X1
θ , X2

θ and ρθ are defined as in Section 1.1 and Section 1.2 by formulas (2),(3),(5), (6)
with N = 2.

We note that the system has four free parameters. In particular, if we fix µ1, ε = µ2/µ1,
m, and ρ, the other parameters µ2, p1, p2 and λ will be functions of the former parameters.
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2.2 Explicit form for the expected sojourn time

To find T
TLPS

(x) we need to solve the integral equation (7). To solve (7) we use the
Laplace transform based method described in (Bansal 2003).

Theorem 1. The expected sojourn time in the TLPS system with the hyper-exponential job
size distribution with two phases is given by

T (θ) =
X1

θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)
(
µ1µ2(m − X1

θ )2 + δρ(θ)F 2(θ)
)

2(1 − ρ)F (θ)
(
µ1 + µ2 − γ(θ)F (θ)

) , (10)

where δρ(θ) = 1 − γ(θ)(m − X1
θ ) = (1 − ρ)/(1 − ρθ) and γ(θ) = λ/(1 − ρθ).

Proof. We can rewrite integral equation (7) in the following way

α′(x) = γ(θ)

∫
∞

0
α′(y)F (x + y + θ)dy + γ(θ)

∫ x

0
α′(y)F (x − y + θ)dy + b(θ)B(x) + 1,

α′(x) = γ(θ)
∑

i=1,2

F i
θe

−µix

∫
∞

0
α′(y)e−µiydy + γ(θ)

∫ x

0
α′(y)F (x − y + θ)dy + b(θ)B(x) + 1.

We note that in the latter equation
∫
∞

0 α′(y)e−µiydy, i = 1, 2 are the Laplace transforms of
α′(y) evaluated at µi, i = 1, 2. Denote by Lα′(s) =

∫
∞

0 α′(x)e−sxdx the Laplace transform of
α′(x) and let Li = Lα′(µi), i = 1, 2. Then, we have

α′(x) = γ(θ)
∑

i=1,2

F i
θLie

−µix + γ(θ)

∫ x

0
α′(y)F (x − y + θ)dy + b(θ)B(x) + 1.

Now taking the Laplace transform of the above equation and using the convolution property,
we get

Lα′(s) = γ(θ)
∑

i=1,2

F i
θLi

s + µi
+ γ(θ)

∑

i=1,2

F i
θLα′(s)

s + µi
+

b(θ)

F (θ)

∑

i=1,2

F i
θ

s + µi
+

1

s

=⇒ Lα′(s)


1 − γ(θ)

∑

i=1,2

F i
θ

s + µi


 = γ(θ)

∑

i=1,2

F i
θLi

s + µi

+
b(θ)

F (θ)

∑

i=1,2

F i
θ

s + µi

+
1

s
.

Then, we substitute into the above equation s = µ1 and s = µ2 and get L1 and L2 as a solution
of the linear system

L1 =
1(

µ1 + µ2 − γ(θ)F (θ)
)
δρ(θ)

(
b(θ)

2F (θ)

(
µ2(m − X1

θ ) + δρ(θ)F (θ)
))

+
1

µ1δρ(θ)
,

L2 =
1(

µ1 + µ2 − γ(θ)F (θ)
)
δρ(θ)

(
b(θ)

2F (θ)

(
µ1(m − X1

θ ) + δρ(θ)F (θ)
))

+
1

µ2δρ(θ)
.

Next we need to calculate T
BPS

(θ).

T
BPS

(θ) =

∫
∞

0
α′(x)F (x + θ)dx =

∫
∞

0
α′(x)

∑

i=1,2

F i
θe

−µixdx =
∑

i=1,2

F i
θLi

T
BPS

(θ) =
1 − ρθ

1 − ρ


m − X1

θ +
b(θ)

(
µ1µ2(m − X1

θ )2 + δρ(θ)F 2(θ)
)

2F (θ)
(
µ1 + µ2 − γ(θ)F (θ)

)
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Finally, by (8) we have (10).

2.3 Optimal threshold approximation

We are interested in the minimization of the expected sojourn time T (θ) with respect
to θ. Of course, one can differentiate the exact analytic expression provided in Theorem 1
and set the result of the differentiation to zero. However, this will give a transcendental
equation for the optimal value of the threshold. In order to find an approximate solution of

T
′

(θ) = dT (θ)/dθ = 0, we shall approximate the derivative T
′

(θ) by some function T̃ ′(θ) and

obtain a solution to T̃ ′(θ̃opt) = 0.
Since in the Internet connections belong to two distinct classes with very different sizes

of transfer (see Section 1.1), then to find the approximation of T
′

(θ) we consider a particular
case when µ2 << µ1. Let us introduce a small parameter ε such that

µ2 = εµ1, p1 = 1 −
ε (mµ1 − 1)

1 − ε
, p2 =

ε (mµ1 − 1)

1 − ε
.

We note that when ε → 0 the second moment of the job size distribution goes to infinity.

Lemma 2. The following inequality holds: µ1ρ > λ.

Proof. Since p1 > 0 and p2 > 0, we have the following inequality mµ1 > 1. Then, m > 1
µ1

.

Taking into account that λm = ρ we get ρ
λ

> 1
µ1

. Consequently, we have that µ1ρ > λ.

Proposition 3. The derivative of T (θ) can be approximated by the following function:

T̃ ′(θ) = −e−µ1θµ1c1 + e−µ2θµ2c2,

where

c1 =
ρ(mµ1 − 1)

µ1(mµ1 − ρ)(1 − ρ)
, c2 =

ρm(mµ1 − 1)

(mµ1 − ρ)2
. (11)

Namely,

T
′

(θ) − T̃ ′(θ) = O(µ2/µ1).

Proof. Using the analytical expression for both T
′

(θ) and T̃ ′(θ), we get the Taylor series for

T
′

(θ) − T̃ ′(θ) with respect to ε, which shows that indeed

T
′

(θ) − T̃ ′(θ) = O(ε).

Thus we have found an approximation of the derivative of T (θ). Now we can find an

approximation of the optimal threshold by solving the equation T̃ ′(θ) = 0.

Theorem 4. Let θopt denote the optimal value of the threshold. Namely, θopt = arg minT (θ).
The value θ̃opt given by

θ̃opt =
1

µ1 − µ2
ln

(
(µ1 − λ)

µ2(1 − ρ)

)
(12)

approximates θopt so that T
′

(θ̃opt) = o(µ2/µ1).
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Proof. Solving the equation

T̃ ′(θ) = 0,

we get an analytic expression for the approximation of the optimal threshold:

θ̃opt = −
1

µ1(1 − ε)
ln

(
ε
µ1(1 − ρ)

(µ1 − λ)

)
=

1

µ1 − µ2
ln

(
(µ1 − λ)

µ2(1 − ρ)

)
.

Let us show that the above threshold approximation is greater than zero. We have to show
that (µ1−λ)

µ2(1−ρ) > 1. Since µ1 > µ2 and µ1ρ > λ (see Lemma 2), we have

µ1 > µ2

=⇒ µ1(1 − ρ) > µ2(1 − ρ)

=⇒ λ < µ1ρ < µ1 − µ2(1 − ρ)

=⇒ (µ1 − λ) > µ2(1 − ρ).

Expanding T
′

(θ̃opt) as a power series with respect to ε gives:

T
′

(θ̃opt) = ε2(const0 + const1 ln ε + const2 ln2 ε),

where consti, i = 1, 2 are some constant values2 with respect to ε. Thus,

T
′

(θ̃opt) = o(ε) = o(µ2/µ1),

which completes the proof.

From the formula (12) we can see that θ̃opt is of the same order as 1/µ1 ln (1/ε). As a

consequence θ̃opt goes to infinity when ε → 0. Also the formula (12) indicates that the value
of the threshold should be chosen between 1/µ1 and 1/µ2.

In the next proposition we characterize the limiting behavior of T (θopt) and T (θ̃opt) as

ε → 0. In particular, we show that T (θ̃opt) tends to the exact minimum of T (θ) when ε → 0.

Proposition 5.

lim
ε→0

T (θopt) = lim
ε→0

T (θ̃opt) =
m

1 − ρ
− c1,

where c1 is given by (11).

Proof. We find the following limit, when ε → 0:

lim
ε→0

T (θ) =
m

1 − ρ
− c1 + c1e

−µ1θ,

where c1 is given by (11). Since the function limε→0 T (θ) is a decreasing function, the optimal
threshold for it is θopt = ∞. Thus,

lim
ε→0

T (θopt) = lim
θ→∞

lim
ε→0

T (θ) =
m

1 − ρ
− c1.

On the other hand, we obtain

lim
ε→0

T (θ̃opt) =
m

1 − ρ
− c1,

which proves the proposition.

2The expressions for the constants consti are cumbersome and can be found using Maple command “series”.
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Let us denote g(ρ) =
T

PS
−T (eθopt)

T
PS the relative gain of the TLPS system with the optimal

threshold approximation (12) with respect to the PS system. In the next proposition we
study the limiting behavior of g(ρ) when ε → 0 and when the load of the system ρ → 1.

Proposition 6. The gain of the TLPS system according to the standard PS system has the
following properties:

lim
ε→0

g(ρ) =
T

PS
− limε→0 T (θ̃opt)

T
PS

=
ρ(mµ1 − 1)

mµ1(mµ1 − ρ)
,

lim
ρ→1

lim
ε→0

g(ρ) =
1

mµ1
.

The limit limε→0 g(ρ) is an increasing function of ρ.

Proof. Follows from the previous derivations.

One can see that the limit limε→0 g(ρ) can be made arbitrarily close to one by choosing
µ1 sufficiently close to 1/m and the load sufficiently close to one. This in turn implies that

the ratio limε→0 T (θ̃opt)/T
PS

can be made as close to zero as one wants.
This is a striking result as it shows that the performance of the TLPS system could be

arbitrarily better than the performance of the PS system for some selection of the parameters.
However, in the next session with the numerical results we show that this set of parameters
is very small and for realistic parameters the gain is in the order of 50%.

2.4 Numerical experiments

For plots in Figures 1-2 we use the following parameters: ρ = 10/11 (default value),
m = 20/11, µ1 = 1, µ2 = 1/10, so λ = 1/2 and ε = µ2/µ1 = 1/10. Then, p1 = 10/11 and
p2 = 1/11.

In Figure 1 we plot T (θ), T
PS

and T (θ̃opt). We note that the expected sojourn time in

the standard PS system T
PS

is equal to T (0). We observe that T (θ̃opt) corresponds well to
the optimum even though ε = 1/10 is not too small.

Let us now study the gain that we obtain using TLPS, by setting θ = θ̃opt, in comparison

with the standard PS. To this end, we plot the ratio g(ρ) =
T

PS
−T (eθopt)

T
PS in Figure 2. The gain

in the system performance with TLPS in comparison with PS strongly depends on ρ, the load
of the system. One can see that the gain of the TLPS system with respect to the standard
PS system goes up to 45% when the load of the system increases.

To study the sensitivity of the TLPS system with respect to θ, we find the gain of the TLPS

system with respect to the standard PS system, we plot in Figure 2 g1(ρ) =
T

PS
−T ( 3

2

eθopt)

T
PS and

g2(ρ) =
T

PS
−T ( 1

2

eθopt)

T
PS . Thus, even with the 50% error of the θ̃opt value, the system performance

is close to optimal.
One can see that it is beneficial to use TLPS instead of PS in the case of heavy and

moderately heavy loads. We also observe that the optimal TLPS system is not too sensitive
to the choice of the threshold near its optimal value, when the job size distribution is hyper-
exponential with two phases. Nevertheless, it is better to choose larger rather than smaller
values of the threshold.
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3 Hyper-exponential job size distribution with more than two phases

3.1 Notation and motivation

In the second part of the present work we analyze the TLPS discipline with the hyper-
exponential job size distribution with more than two phases. Using hyper-exponential distri-
bution with more than two phases we obtain a more realistic representation of the file size
distribution in the Internet. In particular it was shown in (Baccelli & McDonald 2006, Kha-
yari et al. 2003, Feldmann & Whitt 1998) that the hyper-exponential distribution with a
significant number of phases models well the file size distribution in the Internet. Thus, we
will use

F (x) = 1 −

N∑

i=1

pi e
−µi x,

N∑

i=1

pi = 1, µi > 0, pi ≥ 0, (i = 1, ..., N), (1 < N ≤ ∞).

It appears that in the case of many phases finding an explicit expression for the opti-
mal threshold value is quite a challenging problem. In order to deal with a general hyper-
exponential distribution we proceed with the derivation of a tight upper bound on the ex-
pected sojourn time function. The upper bound has a simple expression in terms of the
system parameters and can lend itself to efficient numerical optimization.

In the following we shall write simply
∑

i instead of
∑N

i=1.

The mean job size m, the second moment d, the parameters F i
θ , X1

θ , X2
θ and ρθ are

defined as in Section 1.1 and Section 1.2 by formulas (2),(3),(5), (6) for any 1 ≤ N ≤ ∞. The
formulas presented in Section 1.2 can still be used to calculate b(θ), B(x), W (θ), γ(θ), δρ(θ),

T
TLPS

(x), T (θ). We shall also need the following operator notations:

Φ1(β(x)) = γ(θ)

∫
∞

0
β(y)F (x + y + θ)dy + γ(θ)

∫ x

0
β(y)F (x − y + θ)dy, (13)

Φ2(β(x)) =

∫
∞

0
β(y)F (y + θ)dy, (14)
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for any function β(x). In particular, for some given constant c, we have

Φ1(c) = c γ(θ)(m − X1
θ ) = c q, (15)

Φ2(c) = c (m − X1
θ ), (16)

where

q = γ(θ)(m − X1
θ ) =

λ(m − X1
θ )

1 − ρθ

=
ρ − ρθ

1 − ρθ

< 1. (17)

The integral equation (7) can now be rewritten in the form

α′(x) = Φ1(α
′(y))+

b(θ)

F (θ)
F (x + θ) + 1 (18)

and equation (9) for T
BPS

(θ) takes the form

T
BPS

(θ) = Φ2(α
′(x)). (19)

3.2 Linear system based solution

Similarly to the first part of the proof of Theorem 1, we obtain the following proposition.

Proposition 7. The following formula holds:

T
BPS

(θ) =
∑

i

F i
θLi,

with

Li = L∗

i +
1

δρ(θ)µi
,

where the L∗

i are the solution of the linear system

L∗

p

(
1 − γ(θ)

∑

i

F i
θ

λp + µi

)
= γ(θ)

∑

i

F i
θL

∗

i

λp + µi
+

b(θ)

F (θ)

∑

i

F i
θ

λp + µi
, (p = 1, ..., N). (20)

Unfortunately, the system (20) does not seem to have a tractable finite form analytic
solution. Therefore, in the ensuing subsections we proposed an alternative solution based on
an operator series and construct a tight upper bound.

3.3 Operator series form for the expected sojourn time

Since the operator Φ1 is a contraction (Avrachenkov et al. 2004, Avrachenkov, et al.
2005), we can iterate equation (18) starting from some initial point α′

0. The initial point
could be simply a constant. As shown in (Avrachenkov et al. 2004, Avrachenkov et al. 2005)
the iterations will converge to the unique solution of (18). Specifically, we make iterations in
the following way:

α′

n+1(x) = Φ1(α
′

n(x))+
b(θ)

F (θ)
F (x + θ) + 1, (n = 0, 1, 2, ...). (21)
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At every iteration step we construct the following approximation of T
BPS

(θ) according to
(19):

T
BPS

n+1 (θ) = Φ2(α
′

n+1(x)). (22)

Using (21) and (22), we can construct the operator series expression for the expected sojourn
time in the TLPS system.

Theorem 8. The expected sojourn time T (θ) in the TLPS system with the hyper-exponential
job size distribution is given by

T (θ) =
X1

θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)

F (θ)(1 − ρθ)

(
∞∑

i=0

Φ2

(
Φi

1(F (x + θ))
)
)

. (23)

Proof. From (21) we have

α′

n = qnα′

0 +
n−1∑

i=1

qi +
b(θ)

F (θ)

n−1∑

i=1

Φi
1(F (x + θ)) +

b(θ)

F (θ)
F (x + θ) + 1,

and then from (22) and (15) it follows that

T
BPS

n (θ) = (m − X1
θ )

(
qnα′

0 +
n−1∑

i=0

qi

)
+

b(θ)

F (θ)

(
Φ2

(
n−1∑

i=0

Φi
1(F (x + θ))

))
.

Using the facts (see (17)):

1. q < ρ < 1 =⇒ qn → 0 as n → ∞,

2.

∞∑

i=0

qi =
1

1 − q
=

1 − ρθ

1 − ρ
,

we conclude that

T
BPS

(θ) = lim
n→∞

T
BPS

n (θ) = (m − X1
θ )

(
1 − ρθ

1 − ρ

)
+

b(θ)

F (θ)

(
∞∑

i=0

Φ2

(
Φi

1(F (x + θ))
)
)

.

Finally, using (8) we obtain (23).

The resulting formula (23) is still difficult to analyze. Therefore, in the next subsection
using (23) we find an approximation, which is also an upper bound, of the expected sojourn
time function in a more explicit form.

3.4 Upper bound for the expected sojourn time

Let us start with auxiliary results.

Lemma 9. For any function β(x) ≥ 0 with βj =
∫
∞

0 β(x)e−µixdx,

if
d(βjµj)

dµj
≥ 0, (j = 1, ..., N) it follows that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .

Proof. See Appendix.
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Lemma 10. For the TLPS system with the hyper-exponential job size distribution the follow-
ing statement holds:

Φ2

(
Φ1(α

′(x))
)
≤ qΦ2

(
α′(x)

)
. (24)

Proof. We define α′

j =
∫
∞

0 α′(x)e−µjxdx, (j = 1, ..., N). As was shown in (Osipova 2007),
α′(x) has the following structure:

α′(x) = a0 +
∑

k

ake
−bkx, a0 ≥ 0, ak ≥ 0, bk > 0, (k = 1, ..., N).

Then, we have that α′(x) ≥ 0 and

α′

j =
a0

µj
+
∑

k

ak

bk + µj
, (j = 1, ..., N),

=⇒
d(α′

jµj)

dµj
=
∑

k

ak

bk + µj
−
∑

k

akµj

(bk + µj)2
=
∑

k

akbk

(bk + µj)2
≥ 0, (j = 1, ..., N),

as ak ≥ 0, bk > 0, (k = 1, ..., N). So, then, according to Lemma 9 we have (24).

Let us state the following Theorem:

Theorem 11. An upper bound for the expected sojourn time T (θ) in the TLPS system with
the hyper-exponential job size distribution function with many phases is given by Υ(θ):

T (θ) ≤ Υ(θ) =
X1

θ + W (θ)F (θ)

1 − ρθ

+
m − X1

θ

1 − ρ
+

b(θ)

F (θ)(1 − ρ)

∑

i,j

F i
θ F j

θ

µi + µj
. (25)

Proof. According to the recursion (21), we consider α̃′(x) as a candidate for the approxima-
tion of α′(x). Namely, α̃′(x) satisfies the following equation:

α̃′(x) = α̃′(x)Φ1(1) +
b(θ)

F (θ)
F (x + θ) + 1.

Then, using (15), we can find the analytical expression for α̃′(x):

α̃′(x) = qα̃′(x) +
b(θ)

F (θ)
F (x + θ) + 1,

=⇒ α̃′(x) =
1

1 − q

(
b(θ)

F (θ)
F (x + θ) + 1

)
.

We take Υ
BPS

(θ) = Φ2(α̃
′(x)) as an approximation for T

BPS
(θ) = Φ2(α

′(x)). Then

Υ
BPS

(θ) = Φ2(α̃
′(x)) =

(m − X1
θ )

1 − q
+

b(θ)

F (θ)
Φ2(F (x + θ)) =

(m − X1
θ )

1 − q
+

b(θ)

F (θ)

∑

i,j

F i
θ F j

θ

µi + µj

.

Let us prove that

T
BPS

(θ) ≤ Υ
BPS

(θ),

or equivalently

T
BPS

(θ) − Υ
BPS

(θ) = Φ2(α
′(x)) − Φ2(α̃

′(x)) ≤ 0.
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Let us look at

Φ2(α
′(x)) − Φ2(α̃

′(x)) =

= Φ2(Φ1(α
′(x))) + Φ2

(
b(θ)

F (θ)
F (x + θ) + 1

)
−

(
qΦ2(α̃

′(x)) + Φ2

(
b(θ)

F (θ)
F (x + θ) + 1

))

= Φ2(Φ1(α
′(x))) − qΦ2(α

′(x)) + q
(
Φ2(α

′(x)) − Φ2(α̃
′(x))

)

=⇒

Φ2(α
′(x)) − Φ2(α̃

′(x)) =
1

1 − q

(
Φ2(Φ1(α

′(x))) − qΦ2(α
′(x))

)
.

Now from Lemma 10 and formula (8) we conclude that (25) is true.

In this subsection we found the analytical expression of the upper bound of the expected
sojourn time in the case when the job size distribution is a hyper-exponential function with
many phases. In the experimental results of the following subsection we show that the ob-
tained upper bound is also a close approximation. The analytic expression of the upper
bound which we obtained is more clear and easier to analyze than the expression (25) for
the expected sojourn time. It can be used in efficient numerical optimization of the TLPS
performance.

3.5 Numerical experiments

We calculate T (θ) and Υ(θ) for different numbers of phases N of the job size distribution
function. We take N = 10, 100, 500, 1000. To calculate T (θ) we find the numerical solution
of the system of linear equations (20) using the Gauss method. Then using the result of
Proposition 7 we find T (θ). For Υ(θ) we use equation (25).

As was mentioned in Subsection 1.1, by using the hyper-exponential distribution with
many phases, one can approximate a heavy-tailed distribution. In our numerical experiments,
we fix ρ, m, and select pi and µi in a such a way that by increasing the number of phases we
let the second moment d (see (2)) increase as well. Here we take

ρ = 10/11, m = 20/11, pi =
ν

i2.5
, µi =

η

i1.2
, (i = 1, ..., N).

In particular, we have

∑

i

pi = 1, =⇒ ν =
1∑

i i
−2.5

,

∑

i

pi

µi
= m, =⇒ η =

ν

m

∑

i

i−1.3.

In Figure 3 one can see the plots of the expected sojourn time and its upper bound as
functions of θ when N varies from 10 up to 1000. In Figure 4 we plot the relative error of the
upper bound

∆(θ) =
Υ(θ) − T (θ)

T (θ)
,

when N varies from 10 up to 1000. As one can see, the upper bound (25) is very tight.
We find the maximum gain of the expected sojourn time of the TLPS system with respect

to the standard PS system. As previously we denote the gain by g(θ) = T
PS

−T (θ)

T
PS , where T

PS
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Figure 3: The expected sojourn time T (θ)
and its upper bound Υ(θ) for N = 10, 100,
500, 1000.
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Figure 4: The relative error
∆(θ) = (Υ(θ) − T (θ))/T (θ) for N = 10, 100,
500, 1000.

is the expected sojourn time in the standard PS system. The data and results are summarized
in Table 1.

N η d θopt maxθ g(θ) maxθ ∆(θ)

10 0.95 7.20 5 32.98% 0.0640
100 1.26 32.28 12 45.75% 0.0807
500 1.40 113.31 21 49.26% 0.0766

1000 1.44 200.04 26 50.12% 0.0743

Table 1: Increasing the number of phases

We can make the following conclusions when increasing number of phases:

1. the maximum gain maxθ g(θ) in expected sojourn time in comparison with PS increases;

2. the relative error of the upper bound ∆(θ) with the expected sojourn time decreases
after the number of phases becomes sufficiently large;

3. the sensitivity of the system performance with respect to the selection of the sub-optimal
threshold value decreases.

Thus the TLPS system produces better and more robust performance as the variance of
the job size distribution increases.

4 Conclusion

We analyze the TLPS scheduling mechanism with the hyper-exponential job size distri-
bution function.
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In Section 2 we analyze the system when the job size distribution function has two phases
and find the analytical expressions of the expected conditional sojourn time and the expected
sojourn time of the TLPS system.

Connections in the Internet belong to two distinct classes: short HTTP and P2P signaling
connections and long downloads such as: PDF, MP3, and so on. Thus, according to this
observation, we consider a special selection of the parameters of the job size distribution
function with two phases and find the approximation of the optimal threshold, when the
variance of the job size distribution goes to infinity.

We show that the approximated value of the threshold tends to the optimal threshold,
when the second moment of the distribution function goes to infinity.

We found that the ratio between the expected sojourn time of the TLPS system and the
expected sojourn time of the standard PS system can be arbitrary small for very high loads.
For realistic loads this ratio could reach 1/2. Also we show the system is not too sensitive to
the selection of the optimal value of the threshold.

In Section 3 we have studied the TLPS model when the job size distribution is a hyper-
exponential function with many phases. We provide an expression of the expected conditional
sojourn time as a solution of the system of linear equations. Also we apply the iteration
method to find the expression of the expected conditional sojourn time in the form of operator
series and using the obtained expression we provide an upper bound for the expected sojourn
time function. With the experimental results we show that the upper bound is very tight
and could be used as an approximation of the expected sojourn time function. We show
numerically that the relative error between the upper bound and expected sojourn time
function decreases when the variation of the job size distribution function increases. The
obtained upper bound could be used to identify an approximation of the optimal value of the
optimal threshold for TLPS system when the job size distribution is heavy-tailed.

We study the properties of the expected sojourn time function, when the parameters of
the job size distribution function are selected in such a way that it approximates a heavy-
tailed distribution as the number of phases of the job size distribution increases. As the
number of phases increases the gain of the TLPS system compared with the standard PS
system increases and the sensitivity of the system with respect to the selection of the optimal
threshold decreases.

5 Appendix: Proof of Lemma 9

Let us take any function β(x) > 0 and define βj =
∫
∞

0 β(x)e−µjxdx, (j = 1, ..., N). Let
us show for β(x) ≥ 0 that if

d(βjµj)

dµj
≥ 0, (j = 1, ..., N), then it follows that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) .

As ∫
∞

0

∫ x

0
β(y)F (x − y + θ)F (x + θ)dydx =

∫
∞

0

∫
∞

0
β(y)F (x1 + θ)F (x1 + y + θ)dx1dy

and

Φ2(Φ1(β(x))) = γ(θ)

∫
∞

0

∫
∞

0
β(y)F (x + y + θ)F (x + θ)dydx

+γ(θ)

∫
∞

0

∫ x

0
β(y)F (x − y + θ)F (x + θ)dydx,
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then

Φ2(Φ1(β(x))) = 2γ(θ)

∫
∞

0

∫
∞

0
β(x)F (x + θ)F (x + y + θ)dydx =

= 2γ(θ)

∫
∞

0
β(x)

∑

i,j

F i
θF

j
θ

µi + µj

e−µjxdx = 2γ(θ)
∑

i,j

F i
θF

j
θ

µi + µj

βj .

Also for Φ2 (β(x)), taking into account that q = γ(θ)
∑

i

F i
θ

µi
, we obtain

qΦ2 (β(x)) = γ(θ)
∑

i

F i
θ

µi

∑

j

F j
θ

∫
∞

0
β(x)e−µjxdx = γ(θ)

∑

i,j

F i
θF

j
θ

µi
βj .

Thus, a sufficient condition for the inequality Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)) to be satisfied
is that for every pair i, j:

2

µi + µj

βj +
2

µj + µi

βi ≤
1

µi

βj +
1

µj

βi ⇐⇒ −(βjµj − βiµi)(µj − µi) ≤ 0.

The inequality is indeed satisfied when βjµj is an increasing function of µj. We conclude
that Φ2 (Φ1(β(x))) ≤ qΦ2 (β(x)), which proves Lemma 9.
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