Benchmarking biologically inspired spatio-temporal filter based
optical flow estimation on modern datasets
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e Visual motion information is useful for a multiplicity of tasks. » Parameters » Visualization: Velocity color code Proposed in ECCV-2012, contains longer synthetic sequences that match statis-
tics of natural images and includes challenging effects such as blur, transparency

e Analysis of it is of great interest both in machine vision for developing ap- V1 y | oo
and specular reflections.

plications and biological vision as is it subserves several functional needs.
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has also received a lot of attention from the computer vision and robotics * Temporal filter support: 7 frames 5 >4

researchers, see [3, 12| reviews. o7 = 2.5 frames Sequence | AAE Std. AAE | End-Point Std. End-Point
e One of the best practice in the computer vision community is benchmarking * Orientation tuning: 8 in [0 to 7] Frame 512451 26.95 10.60 9.5

of various algorithms on publicly available datasets for e.g. Middlebury [2], Frame 25/60.21 ) 42.75 61.23 17.75

MPI-Sientel [5] which played a crucial role in rapid development of algorithms MT Frame 40/53.16| 42.13 20.06 4.91

with increasing accuracy ® Velocity tuning: [-0.9,-0.4, 0.0, 0.4, 0.9] ppf » lllustration: Results on training sequence
o !\Ieural mechanisms underlying motion analysis have been studied extensively e Orientation tuning: [0, /2] Image sequence Ground truth Model output Error Map

in the past 2 decades, see [11, 7, 4] for reviews. -
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e Mathematical models describing the neural mechanisms [1, 10, 13| have £

received little attention in terms of their performance on computer vision L

datasets, » Multi-scale helps solving motion integration problem

— How do these models perform on the modern benchmarking datasets? Image sequence  #Scales = 1 #Scales = 3 HScales = 6
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— Are they scalable? |
e \We begin to look into this question by examining feedforward spatio-temporal
filter based models proposed by Heeger [10]. -

» Using Yosemite video sequence

» Overview of the model for velocity estimation Image sequence Ground truth Model output Error Map
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motion energy uni Vnm EO_J c;ls g ., e Spatio-temporal energy features have been very recently demonstrated
{T_,g & -1 e @ MT linear output MTpatteran 2 oINS " to be effective in high level vision applications such as Dynamic video

w0 s b TR 4 °elcls 1 L segmentation[8], human action recognition[9], region tracking [6].
| P | | g U:M’dl | AAE = 7.12 Std AAE = 5.36, End-Point = 0.35, 5td. End-Point = 0.37. e They have also been successful in modeling works in neurophysiology and
oo 1 | o | _ _ - - psychophysics, so they truly lie at the interface of both understanding biol-

U}‘id1 N » Non linear filtering helps_ in §mooth|ng Whl|.e preserving dlSCOﬂjEInUItIeS ogy and developing scalable computer vision applications.
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e Even though early models such as [10] have been proposed for dense optical
flow estimation, very little is known in terms of their performance on modern
computer vision datasets.
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e |n this we have benchmarked one model as a starting point.
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Step 1 " Step 2 ’Step§ AAE=7.89, 581 AAE= 6.80, 5.26 AAE= 553, 5.31
EPE= 0.36, 0.32 EPE= 0.3, 0.28 EPE= 0.26, 0.43

e Public domain datasets and code sharing practices have proved to be very

» Step 1 : V1 (Motion energy estimation and normalization) effective in advancing computer vision algorithms.

Proposed in ICCV-2007, contains sequences with non-rigid motion where e Developing code repository for biologically inspired models and benchmarking
EVl( £ 0,0, ) — E(x,y,t;0,v° o) . ground truth is obtained by tracking fluorescent texture and realistic synthetic them on computer vision datasets.
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" 1 o e Handling low energy regions using diffusion mechanism.
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e Changes in velocity with-in support of temporal filter leads to erroneous
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