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Abstract

This thesis investigates coercive inequalities, such as the logarithmic Sobolev and spec-
tral gap inequalities, for generators defined as the sum of squares of degenerate and non-
commuting vector fields (such generators are said to be of Hörmander type). Situations
in which the sum is both finite and infinite are considered. Particular attention is paid to
the setting of H-type groups, which are naturally equipped with such generators and an
associated sub-Riemannian geometry. The bulk of the monograph consists of three self-
contained but strongly related projects. In the first of these projects the spectral properties
of some Hörmander-type generators on H-type groups are examined via coercive inequali-
ties. In another direction, it is shown that certain non-trivial Gibbs measures with quadratic
interaction potentials on an infinite product of H-type groups satisfy logarithmic Sobolev
inequalities. The thesis concludes with a study of the ergodicity of an infinite particle sys-
tem described by a highly degenerate generator, in which coercive inequalities again play
a role.
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Chapter 1

Introduction

The central idea of this thesis is to investigate the behaviour of certain classes of Markov
generators which take the following form:

L =
∑

i∈R

X2
i (1.1)

where {Xi : i ∈ R} is a given family of degenerate and non-commuting vector fields, and
R is either a finite or infinite (but countable) index set. Such generators are of Hörmander
type. This description is a rather broad one, since in fact several more specific problems
are dealt with which fit into this general framework. The behaviours we are interested
in will be primarily expressed in the form of coercive functional inequalities. Loosely,
these are “forcing” inequalities which, when satisfied, necessitate that the generator and
associated semigroup behave in a certain way. We will be particularly interested in the
so-called logarithmic Sobolev and spectral gap inequalities, which have been extensively
studied over the past 30 years (see Chapter 2 for a brief review of this body of work). For
generators given by (1.1), establishing these inequalities pose interesting problems, since
the degeneracy severely restricts the methods available.

One of the simplest settings in which families of non-commuting vector fields naturally
occur is that of an H-type group. It is for this reason, combined with the fact that such
groups have attracted a lot of attention recently (see [9, 51, 52, 53, 69, 91, 99]), that we
concentrate, at least to start with, on this setting. On an H-type group, the canonical Lapla-
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cian operator (called the sub-Laplacian) takes the form (1.1) whereR is a finite set and |R|
is strictly less than the dimension of the space. The sub-Laplacian is therefore not elliptic,
but it is hypoelliptic by Hörmander’s celebrated result i.e. the associated heat kernel is
smooth. This is because the set of fields {Xi : i ∈ R} together with all the commutators
span the tangent space at every point.

In the work that follows, generators on H-type groups are explored in both finite and
infinite dimensional set-ups. In finite dimensions, coercive inequalities are used to gain in-
formation about the spectra of the associated generators. More specifically it is shown that
certain generators of Hörmander-type on H-type groups have a spectral gap, and in some
cases have entirely discrete spectra. For an infinite dimensional environment, we consider
an infinite product of H-type groups. In this context we again study coercive inequalities
for Hörmander-type generators and their associated symmetric measures, which are now
defined on an infinite dimensional space.

An alternative infinite dimensional setting is introduced in the final strand of this mono-
graph, where R in (1.1) is taken to be the lattice ZD, and the family of vector fields Xi to
be even more degenerate than in the case of H-type groups, so that not even Hörmander’s
condition is satisfied. We analyse in detail a situation when the vector fields are specifically
given, and use coercive inequalities to show that the associated interacting particle system
is ergodic with an explicit rate of convergence.

The majority of the author’s own work is contained in Chapters 4, 5 and 6. Chapter
6 can be thought of as a stand-alone chapter, and it is for this reason that we include very
little directly relevant background material in Chapters 2 and 3 for the work presented there,
preferring instead to include an expanded introduction at the beginning of Chapter 6 and
an appendix.

The outline of this thesis is thus as follows. In Chapter 2 we review the literature
surrounding the subject area dealt with in Chapters 3–5, which has provided both the moti-
vation and the inspiration for the work described there. The necessary notation, definitions
and basic results are then set out in Chapter 3.

Chapter 4 is concerned with proving results about the spectra of certain operators on H-
type groups. Two approaches are taken — the first one uses a unitary representation of the



Chapter 1. Introduction 13

sub-Laplacian in the special case of the Heisenberg group, while the second more general
one proceeds through functional inequalities. The chapter finishes with an investigation
into an interesting class of generator which does not fit into the preceding framework, but
for which we are still able to prove the existence of a spectral gap.

The main result of Chapter 5 is that certain infinite dimensional Gibbs measures with
unbounded quadratic interaction potentials on an infinite product of H-type groups satisfy
logarithmic Sobolev inequalities. The necessary finite dimensional material is prepared
in Section 5.3, before the passage to infinity is described in Section 5.4. An alternative
interaction potential is considered in the final section. The ideas of this chapter formed part
of a joint work with I. Papageorgiou.

Finally, in Chapter 6 we deal with the specific situation when the generator L is given
by

L =
∑

i,j∈ZD

i∼j

X2
i,j

where the sum is taken over all nearest neighbours i ∼ j in the lattice ZD, and

X2
i,j = (∂iV ∂j − ∂jV ∂i)

2 ,

with ∂iV indicating some linear coefficients. Such generators are interesting, since they
appear in physical models of heat conduction and are highly degenerate. Moreover, it can
be shown that they do not have a spectral gap. Despite this fact we prove that the system
is still ergodic, with polynomial rate of convergence, via some coercive inequalities. This
was part of a joint work with M. Neklyudov and B. Zegarliński.
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Chapter 2

Background for Chapters 3–5

The purpose of this chapter is to put the contents of Chapters 3–5 into context, by giving an
overview of the related work that appears in the literature. It is important to view the results
stated in the ensuing chapters in this context for two reasons: firstly because it makes the
actual contributionmade in this thesis more apparent, and secondly because the background
material provides the essential motivation for the investigations we engage in. With this
in mind, we offer here a discussion of the literature without any precise definitions or
statements of results in the name of clarity and readability, leaving the necessary formalities
until Chapter 3.

Due to the volume of work that has been carried out, we cannot hope for completeness
in this overview. Instead we aim to describe key results that have had a direct influence on
the work that follows.

A central concept will be the logarithmic Sobolev inequality, so we begin in Section
2.1 with a discussion of the origins of this inequality and the development of sufficient
criteria for it to hold. In the next section (Section 2.2) we describe generalisations and
related inequalities that have been well studied, together with some applications to areas
such as isoperimetry and spectral theory. Section 2.3 attends to the recent trend of inves-
tigating these inequalities in sub-elliptic settings, while in the final section of this chapter
we recount the use of logarithmic Sobolev inequalities in the study of spin systems and sta-
tistical mechanics, leading to efforts to prove that they hold in various infinite dimensional
settings.
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2.1 The logarithmic Sobolev inequality and the curvature condition

In his seminal work [64] of 1975, L. Gross showed that, for the Gaussian measure µ on Rn,
it holds that

∫

Rn

f 2(x) log f 2(x)dµ(x) ≤ 2

∫

Rn

|∇f(x)|2dµ(x) + ‖f‖2
2 log ‖f‖2

2 (2.1)

where ‖f‖p denotes the Lp(µ) norm of f , and∇ is the standard gradient on Rn. Inequality
(2.1) asserts that

∫

f 2 log f 2dµ is finite whenever f and ∇f are in L2(µ), and was des-
ignated a logarithmic Sobolev inequality. Although these inequalities had been formally
considered in [54], it was only in [64] that their importance was highlighted with two key
observations, which opened the door to further research. The first remarkable fact is that
the inequality is uniform with respect to the space dimension n, and therefore extends eas-
ily to infinite dimensions. Secondly, Gross proved that if L is the non-positive self-adjoint
operator on L2(µ) such that

(−Lf, f)L2(µ) =

∫

Rn

|∇f(x)|2dµ(x),

then the logarithmic Sobolev inequality (2.1) is equivalent to the fact that the semigroup
generated by L is hypercontractive, that is for Pt = etL and q(t) ≤ 1 + (q − 1)e2t with
q > 1 we have

‖Ptf‖q(t) ≤ ‖f‖q (2.2)

for all f ∈ Lq(µ). Hypercontractivity thus provides detailed information about the smooth-
ing properties of the semigroup Pt, and has many important applications.

Given the potential usefulness of these inequalities, a natural question was whether or
not (2.1) holds in any other situations. The first major breakthrough in this direction, which
tremendously enlarged the class of probability measures known to satisfy such inequalities,
was due to D. Bakry and M. Emery who in [12] generalised the concept of a logarithmic
Sobolev inequality, before giving a sufficient condition for the inequality to hold.
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To be more precise, given a non-positive and self-adjoint Markov generator1 L acting
on L2(µ), where (Ω, µ) is some probability space, we say that µ satisfies a logarithmic
Sobolev inequality if there exists a constant c such that

µ

(

f 2 log
f 2

µf 2

)

≤ cµ(f(−Lf)) (2.3)

for all f ∈ D(L), where µ(f) ≡
∫

fdµ. The proof of Gross showing that a logarithmic
Sobolev inequality is equivalent to hypercontractivity of the associated semigroup carries
over to this more general situation too, as does the observation that such inequalities are
uniform in the dimension of the space (see for example Chapters 2 and 3 of [5]).

An important fact is that the logarithmic Sobolev inequality implies the well-known
Poincaré or spectral gap inequality, that is

µ(f − µf)2 ≤ cµ(f(−Lf)). (2.4)

To see this implication one can replace f by 1 + εf in (2.3) and let ε → 0. These types
of inequalities date back to Poincaré, and imply exponential convergence of the associated
semigroup to the invariant measure (see for example [66]).

Given this general set-up, Bakry and Emery (following P. A. Meyer) introduced the
so-called carré du champ operator as the symmetric bilinear form Γ given by

Γ(f, g) :=
1

2
(L(fg)− fLg − gLf) ,

and the Γ2 operator as the symmetric bilinear form given by

Γ2(f, g) :=
1

2
(LΓ(f, g) − Γ(f,Lg) − Γ(Lf, g)) .

1An operator L on a Banach space B is a Markov generator if it generates a Markov semigroup (Pt)t≥0

i.e. if Lf = limt→0
1
t
(Pt − I)f for a Markov semigroup (Pt)t≥0. Such operators are characterised by the

Hille-Yosida Theorem (see for example Theorem 1.7 of [66]).
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Their idea was then to study the condition

Γ2(f, f) ≥ ρΓ(f, f) (2.5)

for some constant ρ ∈ R, which has become known as the CD(ρ,∞) condition, or the
“curvature-dimension” condition (for reasons that will become clear). Their renowned
result is that, under the condition that L is a diffusion2, the CD(ρ,∞) condition with
ρ > 0 is sufficient to ensure that the symmetric measure µ satisfies a logarithmic Sobolev
inequality (2.3) with constant 2

ρ . TheCD(ρ,∞) condition with ρ > 0 is sometimes referred
to as the Bakry-Emery condition.

It is instructive to illustrate the meaning of this condition in a concrete set-up. A fun-
damental example considered by Bakry and Emery in [11] is the situation of a smooth
Riemannian manifold M , equipped with standard gradient ∇ and Laplace-Beltrami oper-
ator ∆. It can be noticed that the Markov generator L = ∆ − ∇U · ∇ is symmetric and
non-positive in L2(µU), where µU(dx) = Z−1e−U(x)dx is a probability measure on M ,
with dx the standard Riemannian volume element and Z =

∫

e−U(x)dx the normalisation
constant. In this case it can be calculated that Γ(f, f) = |∇f |2, and by Bochner’s formula

Γ2(f, f) = Ric(∇f,∇f) + |Hessf |2 + 〈Hess(U)∇f,∇f〉.

Thus the Bakry-Emery condition is satisfied if infx∈M k(x) > 0 where

k(x) = inf{Ric(X, X) + 〈Hess(U)X, X〉 : X ∈ TxM, |X| = 1}, ∀x ∈ M,

so that for the condition to be satisfied we need some control over the curvature of the
space. TheCD(ρ,∞) condition therefore establishes a deep and fundamental link between
coercive inequalities (and all their consequences) and the geometry of the underlying space.
This relationship has proved extremely useful and has provided the basis for a huge amount
of further research.

It is worth making a few remarks at this point:

2The operator L acting on a Banach space B is a diffusion if for all smooth functions f on B and Ψ on R

we have that LΨ(f) = Ψ′(f)Lf + Ψ′′(f)Γ(f, f).
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• One case of particular interest is whenM = Rn. In this setting the curvature is zero,
so that by the Bakry-Emery criterion µU satisfies a logarithmic Sobolev inequality
whenever Hess(U) is bounded from below by a positive constant, in the sense of
quadratic forms. In this case the measure µU is often described as being log-concave.
It is thus clear that the Bakry-Emery condition includes the result of Gross.

• The Bakry-Emery condition is not necessary for a logarithmic Sobolev inequality.
Indeed, even if ρ ≤ 0 in (2.5), in some cases we can still conclude that the invariant
measure satisfies a logarithmic Sobolev inequality. For information in this direction
we refer to [123, 125] and references therein.

• If we are working in a space where the Ricci curvature is not bounded from below,
the CD(ρ,∞) condition will not hold. This will be important for us, since our focus
will be on such settings (see Section 2.3 for details).

• The methods of Bakry and Emery rely heavily on semigroup techniques, and it turns
out that that the CD(ρ,∞) condition is also extremely useful for proving related
inequalities involving the associated semigroup. Indeed, under the CD(ρ,∞) condi-
tion (now for any ρ ∈ R), it can be shown that when L is a diffusion,

√

Γ(Ptf) ≤ e−ρtPt(
√

Γ(f))

for all t ≥ 0, where Pt := etL. In the fundamental example described above, this
translates into a commutation relation between Pt and ∇: |∇Pt| ≤ e−ρtPt|∇f |,
which is a well-studied and important relationship.

For a thorough review of the CD(ρ,∞) condition we refer the reader to [5], which
includes all the details and important results, although one can also consult [7] and [114].
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2.2 Applications and generalisations

2.2.1 Isoperimetric inequalities

One reason why the logarithmic Sobolev inequality has received so much attention is be-
cause it has many applications and connections to other areas. To illustrate this we begin
this section by mentioning one of these, namely the role of the logarithmic Sobolev inequal-
ity in the study of isoperimetric problems. Although such problems will not be considered
below, we include this discussion because in a forthcoming paper co-authored with V. Kon-
tis and B. Zegarliński ([77]) we use methods related to those used in this thesis to prove
isoperimetric inequalities in a sub-elliptic setting.

The isoperimetric problem is concerned with controlling the volume of a given set in
terms of its surface area. More precisely, given a probability measure µ on a metric space
(M, d), we would like to estimate the largest function Iµ : [0, 1] → R+ such that

Iµ(µ(A)) ≤ µ+(A)

for all measurable sets A, where µ+(A) is the µ-surface area of A, defined by

µ+(A) := lim
ε→0

µ(Aε) − µ(A)

ε
,

with Aε := {x ∈ M : ∃y ∈ A such that d(x, y) < ε}. In pursuing this goal, it turns out
that the following two inequalities are of special interest:

µ+(A) ≥ c min{µ(A), 1 − µ(A)} (2.6)

µ+(A) ≥ c U(µ(A)). (2.7)

Here c > 0 is a constant and U = ϕ ◦ Φ−1, where Φ is the distribution function of the
normal distribution on R, with Φ′(t) = ϕ(t) = (1/

√
2π)e−

1
2 t2 for t ∈ R. Inequalities

(2.6) and (2.7) are important because the isoperimetric profile Iµ(t) = min{t, 1 − t} for
the exponential measure on the real line (see [120]) while Iµ(t) = U(t) when µ is the
Gaussian measure (see [39, 119]).
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These kinds of isoperimetric inequalities were first associated with functional inequal-
ities by J. Cheeger in 1970 ([45]), where it was noted that an inequality of the form (2.6),
which is sometimes referred to as a Cheeger inequality, implies a Poincaré inequality. In-
equality (2.7) is stronger than Cheeger’s inequality, and in [88] M. Ledoux connected it
with a logarithmic Sobolev inequality, by showing that if (2.7) holds then so does a loga-
rithmic Sobolev inequality. This connection was further strengthened by Bakry and Ledoux
in [13], in which they showed that, in a space with Ricci curvature bounded from below,
the isoperimetric inequality (2.7) is actually equivalent to the logarithmic Sobolev inequal-
ity. Subsequently a large volume of work has been done detailing the role of functional
inequalities in isoperimetry, see for example [15, 27, 29, 30, 32, 26, 56, 87, 100] and [113].

2.2.2 q-logarithmic Sobolev inequalities

The first generalisation of the logarithmic Sobolev inequality that will be important for us
is the so-called q-logarithmic Sobolev inequality,

µ

(

|f |q log
|f |q

µ|f |q

)

≤ cµ|∇f |q (2.8)

where q ∈ (1, 2] and, if we are on a metric space, |∇f | comes naturally via the identity

|∇f |(x) = lim sup
d(x,y)→0

|f(x) − f(y)|
d(x, y)

.

For example, given a number p ∈ (1,∞), we may equip Rn with the lp-metric d(x, y) =

‖x − y‖p ≡ (
∑n

i=1 |xi − yi|p)
1
p , and then obtain

|∇f |(x) =

(

n
∑

i=1

∣

∣

∣

∣

∂

∂xi
f(x)

∣

∣

∣

∣

q
)

1
q

where 1
p + 1

q = 1.
Inequality (2.8) was introduced in [31], and was shown to hold for probability measures

on Rn with “sufficiently log-concave” densities, for example µ(dx) = Z−1e−|x|pdx with
p > 2. The study was then taken up by S. Bobkov and B. Zegarliński in [32] where it was
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shown that a q-logarithmic Sobolev inequality with q ∈ (1, 2) serves as a certain sharp-
ening of the standard inequality. Indeed, they proved that under a q-logarithmic Sobolev
inequality one gets a much stronger decay of tails estimate than in the classical “Gaussian”
case when q = 2 (see Proposition 3.1.5). Moreover, under some weak conditions, it also
implies a stronger contractivity property of the associated semigroup Pt than the hyper-
contractivity one gets when q = 2, in that when the dimension of the space is finite, Pt is
ultracontractive i.e. ‖Ptf‖∞ ≤ ‖f‖p for all t ≥ 0 and p ∈ [1,∞) (see Theorem 3.1.13).
The q-logarithmic Sobolev inequality is introduced rigorously in Chapter 3.

2.2.3 Related inequalities and their applications

Another generalisation of the logarithmic Sobolev inequality is the so-called Φ-entropy in-
equality, which, when we are in the general set-up with a non-positive self-adjoint Markov
generator L acting on L2(µ) for some measure µ, takes the form

µ(Φ(f)) − Φ(µ(f)) ≤ cµ (Φ′′(f)f(−Lf)) . (2.9)

Here Φ is a smooth convex function on an interval I . The left-hand side of this inequality,
which is positive by Jensen’s inequality, is called the Φ-entropy of f and is often written as
Ent

Φ
µ (f).
The Φ-entropy inequality includes many interesting inequalities as particular cases. In-

deed, when Φ : [0,∞) → R is given by Φ(x) = x log x, (2.9) is nothing but the loga-
rithmic Sobolev inequality, while if Φ(x) = x2 we recover the Poincaré inequality. When
Φ(x) = xp for p ∈ (1, 2] the Φ-entropy describes another important family of inequalities
called the Beckner inequalities (see [19]), which were later generalised in [86]. Beckner
inequalities interpolate between the Poincaré and logarithmic Sobolev inequalities.

A general framework for Φ-entropy inequalities was proposed in [43, 44], though the
concept of a Φ-entropy dates back at least to I. Csiszár in the early ’70s ([48]). In this
framework the additional assumptions that Φ′′ > 0 and −1

Φ′′ is convex are made, which then
allow one to show that Φ-entropy inequalities are tensorisable i.e. that if two measures
µ1, µ2 satisfy (2.9) with the same constant c, then so does the product measure µ1 ⊗ µ2

(extending the result for the standard logarithmic Sobolev inequality). It is further noted
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that one can perturb the measure by a bounded function, and the inequality remains valid,
which generalises an idea of R. Holley and D. Stroock described in [72] (see Proposition
3.1.8 below).

The literature concerning Φ-entropy inequalities is large — see for example [6, 8, 35,
74, 111] and references therein. In particular, in [6] and the recent work [35], they have
been used as a tool in studying the convergence to equilibrium of Fokker-Planck-type equa-
tions.

It should be noted that in general the Φ-entropy inequality is not homogeneous. For
this reason, amongst others, it is useful to introduce a slightly different inequality which is
homogeneous. We say that µ satisfies a homogeneous F -Sobolev inequality if there exist
constants c1 and c2 such that

µ
(

f 2F (f 2)
)

≤ c1µ(f(−Lf)) + c2, µ(f 2) = 1, (2.10)

where F : [0,∞) → [0,∞) with F (∞) := limx→∞ F (x) = ∞. These inequalities appear
in the work of F. Y. Wang ([61, 124, 126, 127]), and more recently in [14] where they are
studied in relation to contractivity properties, capacity and the Φ-entropy inequality.

In particular in [124], (2.10) was studied with regards to the spectral properties of the
generator −L. It is well known that the Poincaré inequality (2.4) is equivalent to the fact
that the operator−L has a gap at the bottom of its spectrum (hence the alternative name for
the inequality). The idea was to extend this equivalence, and show that under the stronger
inequality (2.10) one can conclude something more about the nature of the spectrum. Wang
proved the striking result that, under some conditions, inequality (2.10) holds if and only if
the essential spectrum of −L is empty.

This idea is studied by the introduction of an intermediate inequality designated a super-
Poincaré inequality:

µ(f 2) ≤ rµ(f(−Lf)) + β(r) (µ|f |)2 , ∀r > r0, (2.11)

where β : (r0,∞) → (0,∞) is a positive and decreasing function. The author first shows
that (2.11) is equivalent to the fact that σess(−L) ⊂ [r−1

0 ,∞), before proving that (2.11)
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with r0 = 0 is in turn equivalent to the homogeneous F -Sobolev inequality (2.10), for a
properly chosen F . A similar result was obtained independently by F. Cipriani in [47],
where the emphasis was on a specific class of operators and Sobolev embeddings. We
summarise their results in more detail in Theorem 4.4.4 below.

2.3 Inequalities for Hörmander-type generators in the sub-Riemannian

setting

Recently, a lot of attention has been given to investigating coercive inequalities and their
consequences in sub-Riemannian settings, which can be thought of as spaces in which “one
can only move in certain directions”. These spaces are especially interesting in terms of
functional inequalities since the natural Laplacian is no longer elliptic, but is of Hörmander-
type and has some degeneracy. Because of this degeneracy theCD(ρ,∞) condition cannot
hold, so that the methods of Bakry et al. do not apply.

Following [9], to illustrate this we consider one of the simplest sub-Riemannian set-
tings, namely the Heisenberg group H. This group is introduced rigorously in Section
3.2.2, but can be thought of as R3, equipped with the vector fields

X = ∂x −
y

2
∂z, Y = ∂y +

x

2
∂z.

The sub-Riemannian structure is then generated by only considering paths in R3 which are
integral curves of X and Y . The natural sub-Laplacian is given by L = X2 + Y 2, which
is self-adjoint for the Lebesgue measure on R3. The matrix of second order derivatives
associated to L is degenerate, and thus L is not elliptic. One should also note that

Z := [X, Y ] = ∂z, and [X, Z] = [Y, Z] = 0,

so that X, Y and [X, Y ] span the tangent space of H at every point, or in other words
that Hörmander’s condition is satisfied. Thus L is hypoelliptic in the sense of Hörmander,
which means that, despite being non-elliptic, the heat semigroup (Pt)t≥0 = (etL)t≥0 still
admits a smooth density with respect to the Lebesgue measure on R3 i.e. there exists a
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smooth function pt such that

Ptf(x) =

∫

f(xy)pt(y)dy.

For this operator L, one can easily calculate that

Γ(f, f) = X(f)2 + Y (f)2 =: |∇Hf |2

and

Γ2(f, f) = X2(f)2 + Y 2(f)2 +
1

2
(XY + Y X)(f)2 +

1

2
Z(f)2

+ 2(XZ(f)Y (f) − Y Z(f)X(f)).

The presence of Y Z(f) and XZ(f) in the above expression forbids the existence of a
constant ρ such that the CD(ρ,∞) is satisfied. In other words, by the considerations of
Section 2.1, the Ricci tensor is everywhere−∞.

Despite this degeneracy, B. Driver and T. Melcher heightened interest in this setting by
proving in [51] the existence of a constant Cp such that

|∇HPtf |p(x) ≤ CpPt|∇Hf |p(x) (2.12)

for all p > 1, x ∈ H and smooth functions f . As in the elliptic case, such a gradient bound
with p = 2 implies that the heat kernel measure satisfies a spectral gap inequality, that is

Pt(f
2) − (Ptf)2 ≤ 2tC2Pt|∇Hf |2.

Driver and Melcher noticed that, due to the group action and homogeneity, it is sufficient to
prove (2.12) at the identity and for t = 1. The proof then follows using methods fromMalli-
avin calculus. Their result was later extended by Melcher in [99] to include all finite dimen-
sional Lie groups G, where {Xi}k

i=1 generates the Lie algebra and∇G = (X1, . . . , Xk).
Unfortunately the probabilistic approach of Driver and Melcher could not handle the

important case p = 1. However, using very different methods, H. Q. Li verified in [91] that
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(2.12) does indeed hold for p = 1, and as a corollary it follows that

Pt

(

f 2 log
f 2

Ptf 2

)

≤ C2
1 tPt|∇Hf |2.

The key to proving Li’s result is two very precise estimates on the heat kernel pt, namely
that

p1(x) ∼ e−
1
4d2(x)

(1 + ‖x‖d(x))
1
2

(2.13)

and
|∇Hp1(x)| ≤ Cd(x)p1(x), (2.14)

where d is the natural distance function on H (see Section 3.2). The proofs are given in
[91], though they rely on results from [75] and [18]. These precise bounds are strictly nec-
essary; indeed an explicit example was given in [69] showing that the standard exponential
bounds on the heat kernel, as described in [49, 122], are not enough for the logarithmic
Sobolev inequality to hold. Other simplified proofs of Li’s result, which also make use of
the estimates (2.13) and (2.14), have since been given in [9], where the symmetry of the
group was exploited, and in [77].

An investigation into these types of precise heat kernel bounds on more general H-type
groups was undertaken by N. Eldredge in [52], which was then used to obtain gradient
estimates with p = 1 on such groups in [53].

A slightly different approach to proving coercive inequalities in a sub-Riemannian set-
ting, in particular on H-type groups, was developed by W. Hebisch and B. Zegarliński in
[69]. This approach is described in more detail in Section 3.2.5 below and provides some
of the main motivation for the work presented here. In this paper an effective technol-
ogy to study coercive inequalities on very general measure metric spaces was introduced,
which does not require a bound on the curvature of the space. Their method is based on
so-called U-bounds, which, given that we are working on a general metric space equipped
with a collection of possibly non-commuting vector fields {X1, . . . , Xk}, are estimates of
the form

∫

|f |qU(d)γqdµ ≤ Aq

∫

|∇f |qdµ + Bq

∫

|f |qdµ, (2.15)
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where dµ ≡ Z−1e−U(d)dλ is a probability measure, with U(d) a function having suitable
growth at infinity, and dλ a natural underlying measure. Here q ∈ (1,∞), γq is a constant
depending on q and U , and d is a metric associated to the gradient ∇ := (X1, . . . , Xk).
The main result of this paper is that, under some weak conditions on the measure dλ,
(2.15) implies that the measure µ satisfies both a spectral gap inequality and a q-logarithmic
Sobolev inequality. Moreover, in the case when U(d) = αdp for p ≥ 2 and α > 0, an
inequality of the form (2.15) holds with 1

p + 1
q = 1 and γq = 1 whenever

1

σ
≤ |∇d| ≤ σ (2.16)

almost everywhere, for some σ > 0, and

∆d ≤ K (2.17)

outside the unit ball, where∆ :=
∑k

i=1 X2
i . It happens that conditions (2.16) and (2.17) can

be shown to be satisfied in the setting of H-type groups. It thus follows that the measure
dµ = Z−1e−αdp

dλ with p ≥ 2 and α > 0 on an H-type group satisfies a q-logarithmic
Sobolev inequality, with 1

q + 1
p = 1. Another consequence is that, using the heat kernel

bounds (2.13) and (2.14) (and their generalisations), one can use the U-bound to recover
the gradient bounds of [9, 53] and [91].

To conclude this section we remark that the question of coercive inequalities and gra-
dient bounds of the type (2.12) for p = 1 on groups other than of H-type remains largely
open. Some progress has been made on other groups of step 2, including SU(2) and SL(2)

(see [10]), but apart from the work of Melcher, almost nothing has been done on groups
with step greater than 2.

2.4 Logarithmic Sobolev inequalities in infinite dimensions

In the final section of this chapter we aim to describe a particularly fruitful application of
the theory of logarithmic Sobolev inequalities, namely to the infinite dimensional setting
of statistical mechanics and spin systems. These considerations provide strong motivation
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for the work of Chapter 5.
Let µ be a probability measure on a manifoldM which satisfies a logarithmic Sobolev

inequality with a constant c. Let Ω = MZD . By the tensorisation property of the loga-
rithmic Sobolev inequality, it follows that the product measure µΛ := µ⊗Λ also satisfies
the inequality with constant c for all Λ ⊂ ZD. In particular, the inequality makes sense
for ν = µ⊗ZD . We would, however, like to be able to handle more non-trivial situations,
when the infinite dimensional measure is not a product measure. Such situations appear in
the setting of statistical mechanics and spin systems, where one is often given a family of
conditional expectations {Eω

Λ} indexed by the finite subsets Λ ⊂ ZD and ω ∈ MΛc , where
Eω
Λ is a function of the boundary conditions ω and integrates over the coordinates in Λ.
Typically the measures Eω

Λ take the following form

dE
ω
Λ =

e−Uω
Λ

Zω
Λ

dµΛ. (2.18)

Under some mild conditions, it can be shown that there exists a probability measure ν on
Ω, the so-called Gibbs measure, which has Eω

Λ as its finite volume conditional measures.
The Gibbs measure ν is therefore characterised by the condition

ν(E.
Λf) = ν(f)

for every finite subset Λ of ZD and bounded measurable function f . This is known as the
Dobrushin-Lanford-Ruelle (DLR) equation. The conditional measures model the evolution
of an interacting particle systemwhose equilibriummeasure is the Gibbs state ν. Originally
the purpose of studying such systems was to gain a better understanding of phase transition,
though as time has passed it has been noted that very similar mathematical structures can
also be naturally formulated in other contexts— neural networks and the spread of infection
for example — which illustrates the importance of this type of scheme (see [93] for a
comprehensive review of this topic).

A fundamental question within this framework is: when is the system ergodic (i.e.
when does it converge to its equilibrium state), and if so how fast and in what sense? This
question was addressed byM. Aizenmann and R. Holley in [3] (see also references therein),
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where it was shown that the associated dynamics is in fact ergodic in the uniform norm with
an exponential rate of convergence. The conditions they assumed, however, turned out to
be too strong for many meaningful and interesting models, in which their method broke
down. Fortunately the theory of logarithmic Sobolev inequalities came to the rescue: a
clever new strategy based on the hypercontractivity property was developed in [72, 73]
and [116] which overcame these difficulties. The main idea was to deduce the uniform
ergodicity from L2(ν) ergodicity and hypercontractivity, which we have if and only if the
Gibbs measure ν satisfies a logarithmic Sobolev inequality. In view of this work it thus
became important to determine in what situations the infinite dimensional measure ν does
in fact satisfy a logarithmic Sobolev inequality.

This problem has attracted a lot of attention over the years. The first non-trivial class
of examples of non-product Gibbs measures in infinite dimensions which satisfied the log-
arithmic Sobolev inequality was given in [41]. Later the theory was extended and applied
to spin systems when the underlying space is compact by B. Zegarliński [133, 132], D.
Stroock and B. Zegarliński [117, 118], S. L. Lu and H. T. Yau [94] and F. Martinelli and
E. Olivieri [97, 98]. It has since been reviewed in [66]. The more delicate case of non-
compact systems with unbounded interactions was considered by B. Zegarliński [134], N.
Yosida [129, 130, 131], B. Helffer [70, 71], B. Helffer and T. Bodineau [33, 34] and others.
A self-contained review of this material, which simplifies some of the proofs, was provided
by M. Ledoux in [90]. More recently a new criterion in a special setting was given in [104].

It is useful to give an example of a commonly considered unbounded spin system,
since we will try to emulate such systems in the new setting examined in Chapter 5 below.
Following [90], suppose we are in the situation described at the beginning of this section,
with M = R. We take µ(dx) = Z−1e−V (x)dx with V strictly convex at infinity (for
instance V (x) = x4−βx2 with β ∈ R), so that µ does indeed satisfy a logarithmic Sobolev
inequality by the Bakry-Emery criterion combined with the stability of the inequality under
bounded perturbations. Let {Eω

Λ} be given by (2.18), where, for finite subsets Λ ⊂ ZD and
ω ∈ RZD ,

Uω
Λ (x) = J

∑

i,j∈Λ:i∼j

xixj + J
∑

i∈Λ,j )∈Λ:i∼j

xiωj , (2.19)

with x = (xi)i∈Λ ∈ RΛ, J ∈ R and where the summation is taken over the nearest neigh-
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bours i ∼ j in the lattice ZD. Results in the preceding references assert that the logarithmic
Sobolev inequality holds for Eω

Λ uniformly in both Λ and ω when |J | is small enough, so
that it also holds for the Gibbs measure ν by a convergence argument.

To conclude this chapter, we mention that some efforts have been made by B. Ze-
garliński and P. Ługiewicz in [95] to prove similar infinite dimensional results when we
are in a set-up in which there is a given family of degenerate vector fields on the underly-
ing space. To be more specific, in this work the authors concentrate on the situation when
the underlying spin space M is a compact manifold without boundary, equipped with a
family of degenerate vector fields {X1, . . . , Xk} satisfying Hörmander’s condition. Under
some assumptions, they are able to prove that the Gibbs measure corresponding to finite
volume conditional measures Eω

Λ defined with bounded interactions satisfies a logarithmic
Sobolev inequality involving a gradient purely defined in terms of the fields X1, . . . , Xk.
The authors finish by using the proven inequalities to deduce some uniform decay to equi-
librium of infinite-dimensional semigroups generated by Hörmander type generators, with
exponential rate of convergence.

The work of Chapter 5 below extends this idea of using an underlying spin space nat-
urally equipped with families of Hörmander fields, by trying to combine the techniques
for proving coercive inequalities in the sub-Riemannian setting recounted in Section 2.3,
with those for proving them for non-trivial Gibbs measures in infinite dimensions. It offers
something different to the work of Ługiewicz and Zegarliński in that we consider the more
difficult and intriguing case of non-compact spin spaces and unbounded interactions.
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Chapter 3

Definitions and Basic Facts

In this chapter we present the definitions, notation and basic facts that will be used in
Chapters 4 and 5. At the end of each section we include some notes containing references
together with some discussion of the origin of these results. We give proofs where they
are sufficiently short and self-contained, and refer the reader to the references given in the
notes at the end where they are not.

3.1 Logarithmic Sobolev inequalities

3.1.1 Definitions

In all of what follows, we will be working in measure metric spaces, and therefore we
restrict ourselves to this setting.

Indeed, let (Ω, µ) be a probability space equipped with a metric d : Ω × Ω → [0,∞).
Then for all non-negative measurable functions f : Ω → R, we define the entropy func-
tional

Entµ(f) :=

∫

f log fdµ −
(
∫

fdµ

)

log

(
∫

fdµ

)

,

which is positive by Jensen’s inequality.
Furthermore, for a measurable function f we will write

µ(f) ≡
∫

fdµ,
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and as usual denote byLp(µ) the set of all measurable functions such that ‖f‖p := (µ|f |p)
1
p <

∞ for p ≥ 1, and by L∞(µ) the set of all essentially bounded functions.
Given that we are working on a metric space, we can also introduce the “modulus of

the gradient” via the natural identity

|∇f(x)| ≡ lim sup
d(x,y)→0+

|f(x) − f(y)|
d(x, y)

.

Definition 3.1.1. For q ∈ (1, 2] we say that µ satisfies a q-logarithmic Sobolev inequality,
or an LSq inequality for short, if there exists a constant c ∈ (0,∞) such that

Entµ(|f |q) ≡ µ

(

|f |q log
|f |q
µ|f |q

)

≤ cµ|∇f |q (LSq)

for all locally Lipschitz functions f . Moreover, we say that µ satisfies a defective q-
logarithmic Sobolev inequality, or a DLSq inequality, if there exist constants c1, c2 ∈
(0,∞) such that

Entµ(|f |q) ≤ c1µ|∇f |q + c2µ|f |q (DLSq)

for all locally Lipschitz functions f .

The following q-spectral gap inequality will also play an important role.

Definition 3.1.2. For q ∈ (1, 2] we say that µ satisfies a q-spectral gap inequality, or an
SGq inequality for short, if there exists a constant c0 ∈ (0,∞) such that

µ|f − µf |q ≤ c0µ|∇f |q (SGq)

for all locally Lipschitz functions f .

3.1.2 Basic results

As in the previous section, suppose we are working in a probability space (Ω, µ) equipped
with a metric d. The first result gives two equivalent elementary formulations of the entropy
functional, together with an associated inequality.
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Lemma 3.1.3. For all positive measurable functions f we have that

Entµ(f) ≡ sup {µ(fg) : µ (eg) = 1}

≡ inf
t>0

µ (f log f − f log t − f + t) .

In particular we have the following relative entropy inequality:

µ(fg) ≤ 1

t
µ(f) log µ

(

etg
)

+
1

t
Entµ(f) (3.1)

for all t > 0 and measurable functions f ≥ 0 and g.

Proof. The first identity follows from the elementary inequality uv ≤ u log u − u + ev for
u ≥ 0 and v ∈ R. Indeed, for f ≥ 0 such that µ(f) = 1 we then have that

µ(f log f) ≥ µ(fg) + 1 − µ(eg)

so that µ(f log f) ≥ sup {µ(fg) : µ(eg) = 1}. Furthermore µ(elog f ) = 1 so that

sup {µ(fg) : µ(eg) ≥ 1} ≥ µ(f log f).

The assumption that µ(f) = 1 can then be removed by replacing f with f
µ(f) .

The second identity simply follows by calculating the minimum of the functional

t 4→ µ (f log f − f log t − f + t)

and noting that x 4→ x log x is twice differentiable and convex.
For the final inequality, note that µ

(

elog eg

µ(eg)

)

= 1, so that by the first identity

Entµ(f) ≥ µ

(

f log
eg

µ(eg)

)

= µ(fg) − µ(f) logµ(eg).

Replacing g with tg and rearranging then gives the desired inequality.

We have that the LSq inequality is stronger than the SGq inequality in the following
sense:
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Proposition 3.1.4. Suppose the measure µ satisfies an LSq inequality with a constant c for

q ∈ (1, 2]. Then µ satisfies an SGq inequality with constant 4c
log 2 .

The next result shows that under the LSq inequality, one can prove some exponential
bounds, and moreover that we have a “decay of tails” estimate.

Proposition 3.1.5. Suppose the measure µ satisfies an LSq inequality with a constant c for

q ∈ (1, 2]. Then for every bounded locally Lipschitz function f such that |∇f | ≤ M µ-a.e.

for M ∈ (0,∞), we have

µ
(

etf
)

≤ exp

{

cM q

qq(q − 1)
tq + tµ(f)

}

(3.2)

for all t > 0. Moreover

µ {|f − µ(f)| ≥ s} ≤ 2 exp

{

−(q − 1)p

Mpcp−1
sp

}

(3.3)

for all such f and s > 0, where 1
p + 1

q = 1.

Proof. Let f be a bounded locally Lipschitz function such that |∇f | ≤ M µ-a.e. Applying
the LSq inequality to the function F = etf/q , t > 0 yields

µ
(

tfetf
)

− µ(etf) log µ(etf) ≤ c
M qtq

qq
µ(etf ). (3.4)

We can write
∫

etf ≡ etv(t) for some function v which is smooth in t > 0 and satisfies
limt→0 v(t) = µ(f). We then note that

t2v′(t)etv(t) = µ
(

tfetf
)

− µ(etf ) log µ(etf),

so that (3.4) yields the following differential inequality

v′(t) ≤ c
M qtq−2

qq
.

Thus
v(t) − µ(f) =

∫ t

0

v′(s)ds ≤ c
M q

qq

∫ t

0

sq−2ds =
cM q

qq(q − 1)
tq−1,
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from which it follows that

µ
(

etf
)

≤ exp

{

cM q

qq(q − 1)
tq + tµ(f)

}

,

i.e. (3.2) holds. Applying the same argument to−f we then arrive at

µ
(

et|f−µ(f)|) ≤ 2 exp

{

cM q

qq(q − 1)
tq
}

for all t > 0. Now, given s > 0, by Chebyshev’s inequality1 and (3.2), we see that

µ{|f − µ(f)| ≥ s} ≤ e−ts

∫

et|f−µ(f)|dµ ≤ 2 exp

{

−ts +
cM q

qq(q − 1)
tq
}

for all t > 0. Optimisation over t then yields (3.3).

Corollary 3.1.6. Suppose the measure µ satisfies an LSq inequality with a constant c for

q ∈ (1, 2]. Then for every bounded locally Lipschitz function f such that |∇f | ≤ M µ-a.e.

for M ∈ (0,∞), we have that

µ
(

et|f−µ(f)|p) ≤ 1 +
2t

t0 − t

for all t ∈ (0, t0), where t0 = (q−1)p

Mpcp−1 and 1
p + 1

q = 1.

Proof. Define the function G(s) =
∫

{|f−µ(f)|≥s} dµ. If σ(s) := µ(|f − µ(f)| ≤ s) is the
distribution of |f − µ(f)| then G(s) = 1 − σ(s), so that

∫

et|f−µ(f)|pdµ =

∫ ∞

0

etsp
dσ(s) = −

∫ ∞

0

etsp
dG(s).

1Chebyshev’s inequality states that µ{f(x) ≥ s} ≤ 1
g(s)

∫

g ◦ fdµ for any non-negative and non-
decreasing measurable function g.
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Now, by integration by parts, and Proposition 3.1.5, we therefore have
∫

et|f−µ(f)|qdµ = 1 + pt

∫ ∞

0

sp−1etsp
µ {|f − µ(f)| ≥ s} ds

≤ 1 + 2t

∫ ∞

0

psp−1esp(t−t0)ds,

where t0 = (q−1)p

Mpcp−1 . Thus

∫

et|f−µ(f)|qdµ ≤ 1 +
2t

t − t0

∫ ∞

0

d

ds

(

esp(t−t0)
)

ds = 1 − 2t

t − t0
,

for all 0 < t < t0.

An important result that will be used extensively is the following one, which states
that a defective q-logarithmic Sobolev inequality can be tightened using a q-spectral gap
inequality.

Proposition 3.1.7. Suppose that the measure µ satisfies a defective q-logarithmic Sobolev

inequality for q ∈ (1, 2], i.e. there exist constants c1, c2 such that

µ

(

|f |q log
|f |q

µ|f |q

)

≤ c1µ|∇f |q + c2µ|f |q.

Suppose moreover that µ satisfies an SGq inequality, i.e. there exists a constant c0 such

that

µ|f − µf |q ≤ c0µ|∇f |q.

Then µ satisfies an LSq inequality.

The next two results show that the LSq inequality is stable under bounded perturbations
and tensorisation.

Proposition 3.1.8. Suppose that the measure µ satisfies an LSq inequality for q ∈ (1, 2]

with a constant c, and define dµ̂ = ρdµ, where ρ is some strictly positive and bounded

density such that
∫

ρdµ = 1. Then the measure µ̂ also satisfies an LSq inequality with

constant ĉ = c exp{sup(log ρ) − inf(log ρ)}.
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Proof. By Lemma 3.1.3 we can write

Entµ̂(|f |q) = inf
t>0

µ̂ (|f |q log |f |q − |f |q log t − |f |q + t)

≤ esup(log ρ) inf
t>0

µ (|f |q log |f |q − |f |q log t − |f |q + t)

≤ cesup(log ρ)µ|∇f |q

≤ cesup(log ρ)−inf(log ρ)µ̂|∇f |q,

since we have assumed that µ satisfies an LSq inequality with a constant c.

Proposition 3.1.9. Let (Ωi, µi, di) for i ∈ {1, 2} be two metric measure spaces. Suppose µi

satisfies an LSq inequality for q ∈ (1, 2] with constant ci for i ∈ {1, 2}. Then the product
measure µ1 ⊗ µ2 also satisfies an LSq inequality with constant c = max{c1, c2}, in the
sense that

Entµ1⊗µ2 (|f |q) ≤ cµ1 ⊗ µ2|∇f |qq (3.5)

where |∇f |qq := |∇Ω1f |q + |∇Ω2f |q, and |∇Ωif | is the length of the gradient of f as a

function on Ωi.

Remark 3.1.10. When we refer to an LSq inequality on a product space, we will be al-

luding to an inequality of the form (3.5). This can be reconciled with Definition 3.1.1

by equipping the probability space (Ω1 ⊗ Ω2, µ1 ⊗ µ2) with the metric (dp
1 + dp

2)
1
p , where

1
p + 1

q = 1.

Proof. We first claim that

Entµ1⊗µ2(f) ≤ µ1(Entµ2(f)) + µ2(Entµ1(f)). (3.6)

Indeed, let g be a measurable function on Ω1 ⊗Ω2 such that µ1 ⊗µ2(eg) = 1. Then we can
write

g = g1 + g2

where g1 = g − log
∫

egdµ1 and g2 = log
∫

egdµ1. Note that µ1(eg1) = µ2(eg2) = 1. Thus,
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by Lemma 3.1.3, we see that

µ1(fg1) + µ2(fg2) ≤ Entµ1(f) + Entµ2(f).

Therefore

µ1 ⊗ µ2(fg) = µ1 ⊗ µ2(fg1 + fg2) ≤ µ2 (Entµ1(f)) + µ1 (Entµ2(f)) .

Taking the supremum over all such g, and using the characterisation of the entropy given
in Lemma 3.1.3 once more, proves the claim.

Now, applying the LSq inequalities for the measures µ1 and µ2 in (3.6) yields

Entµ1⊗µ2(|f |q) ≤ c2µ1 ⊗ µ2|∇Ω2f |q + c1µ1 ⊗ µ2|∇Ω1f |q,

which proves the result.

The next two results show that on a finite product space, when q < q′, the SGq inequal-
ity is stronger than the SGq′ inequality, and similarly LSq is stronger than LSq′ .

Proposition 3.1.11. Let (Ωi, µi, di) for i ∈ {1, . . . n} be metric measure spaces and q, q′ >

1 be such that q < q′. Suppose that µ ≡ ⊗n
i=1µi satisfies an SGq inequality, in the sense

that there exists a constant c0 such that

µ|f − µf |q ≤ c0µ|∇f |qq

where |∇f |qq =
∑n

i=1 µ|∇Ωif |q. Then it also satisfies an SGq′ inequality i.e there exists a

constant c′0 such that

µ|f − µf |q′ ≤ c′0µ|∇f |q
′

q′.

Proof. Let f be a locally Lipschitz function such that µ(f) = 0. Then by assumption
∫

|f |qdµ ≤ c0

∫

|∇f |qqdµ. (3.7)

Denote bym = m(f) a median of f , so that µ{f ≤ m} ≥ 1
2 and µ{f ≥ m} ≥ 1

2 . Assume
for definiteness that m > 0. Since by Chebyshev’s inequality µ{f ≥ m} ≤ 1

mq µ|f |q, we
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see thatmq ≤ 2µ|f |q. Thus for generalm we have

|m|q ≤ 2µ|f |q.

Hence by (3.7) we see that
∫

|f − m(f)|qdµ ≤ 3.2q−1c0

∫

|∇f |qqdµ. (3.8)

This inequality is invariant under translation, so it also holds for all locally Lipschitz func-
tions with arbitrary mean. Now take such a function and assume that m(f) = 0. Consider
the locally Lipschitz functions f+ = max(f, 0) and f− = max(−f, 0). Note that |∇f+|q
and |∇f−|q respectively vanish on the sets {f < 0} and {f > 0}, and coincide with |∇f |q
on {f > 0} and {f < 0}. Since m(f+) = m(f−) = 0, an application of (3.8) to (f+)q′/q

and (f−)q′/q gives respectively

∫

{f≥0}
|f |q′dµ ≤ 3.2q−1c0

(

q′

q

)q ∫

{f≥0}
|f |q′−q|∇f |qqdµ

∫

{f≤0}
|f |q′q dµ ≤ 3.2q−1c0

(

q′

q

)q ∫

{f≤0}
|f |q′−q|∇f |qqdµ.

Summing these yields

∫

|f |q′dµ ≤ 3c0

(

2q′

q

)q ∫

|f |q′−q|∇f |qqdµ. (3.9)

Note that by definition

∫

|f |q′−q|∇f |qqdµ = µ

(

|f |q′−q

(

n
∑

i=1

|∇Ωif |q
))

.



Chapter 3. Definitions and Basic Facts 39

We can then use Hölder’s inequality to see that

∫

|f |q′−q|∇f |qqdµ ≤
[

µ|f |q′
]

q′−q
q′






µ

(

n
∑

i=1

|∇Ωif |q
)

q′

q







q
q′

≤
[

µ|f |q′
]

q′−q
q′

n
q′−q

q′

[

µ

(

n
∑

i=1

|∇Ωif |q
′

)]
q
q′

. (3.10)

Using this in (3.9) yields

[

µ|f |q′
]

q
q′ ≤ 3c0

(

2q′

q

)q

n
q′−q

q′

[

µ|∇f |q
′

q′

]
q
q′

⇒ µ|f |q′ ≤ (3c0)
q′

q

(

2q′

q

)q′

n
q′−q

q µ|∇f |q
′

q′.

Since µ|f − µf |q′ ≤ 2q′−1µ|f |q′, we arrive at

µ|f − µf |q′dµ ≤ c′0µ|∇f |q
′

q′,

where c′0 = 2q′−1(3c0)
q′

q

(

2q′

q

)q′

n
q′−q

q . The assumption that f has a zero median may then
be omitted due to the translational invariance of the inequality.

Proposition 3.1.12. Let (Ωi, µi, di) for i ∈ {1, . . . n} be metric measure spaces and q, q′ ∈
(1, 2] be such that q < q′. Suppose that µ ≡ ⊗n

i=1µi satisfies an LSq inequality. Then it

also satisfies an LSq′ inequality.

Proof. Suppose µ satisfies an LSq inequality with constant c. We can apply this inequality
to f

q′

q to see that

µ

(

|f |q′ log
|f |q′

µ|f |q′
)

≤ cµ

∣

∣

∣

∣

∇f
q′

q

∣

∣

∣

∣

q

q

= c

(

q′

q

)q

µ
(

|f |q′−q |∇f |qq
)

. (3.11)

We can bound the right-hand side using (3.10) of Proposition 3.1.11, since once again we
are supposing that the underlying space is finite dimensional. Indeed, using (3.10) in (3.11)
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yields

µ

(

|f |q′ log
|f |q′

µ|f |q′
)

≤ c

(

q′

q

)q
[

µ|f |q′
]

q′−q
q′

n
q′−q

q′

[

µ

(

n
∑

i=1

|∇Ωif |q
′

)]
q
q′

.

We may then apply Young’s inequality ab ≤ ar

r + r−1
r b

r
r−1 for all a, b ≥ 0 with r = q′

q′−q to
see that

µ

(

|f |q′ log
|f |q′

µ|f |q′
)

≤ c

(

q′

q

)q′−1

µ|∇f |q
′

q′ + c
(q′ − q)n

q′
µ|f |q′.

Thus we see that µ satisfies a DLSq′ inequality. By Propositions 3.1.4 and 3.1.11 we also
have that µ satisfies an SGq′ inequality, so that we may conclude with an application of
Proposition 3.1.7.

We finish this section by stating a consequence of the LSq inequality, to do with the
contractivity properties of the associated semigroup.

Theorem 3.1.13. Let (Ωi, µi, di) for i ∈ {1, . . . n} be metric measure spaces and suppose
that µ ≡ ⊗n

i=1µi satisfies an LSq inequality for q ∈ (1, 2). Suppose also that L is an

operator such that

µ(fLf) = −µ|∇f |22.

Then the semigroup Pt = etL is ultracontractive, that is for any p ∈ [1,∞) and t > 0 the

operator Pt : Lp → L∞ is bounded.

3.1.3 Notes

As already mentioned, the logarithmic Sobolev inequality for the Gaussian measure on Rn

was introduced by L. Gross in [64]. Although we only give the definition in the context of
metric measure spaces, it can also be given in a more general setting in terms of an infinites-
imal Markov generator and the so-called carré du champ operator, as briefly mentioned in
Chapter 2. For further information in this direction we refer the reader to [5, 7, 11, 12, 66]
and references therein. The q-logarithmic Sobolev inequality first appeared in [31] and was
extensively studied in [32].
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The fact that a q-logarithmic Sobolev inequality implies a q-spectral gap inequality
(Proposition 3.1.4) in the case when q = 2 is well known; indeed one can see this by
applying the logarithmic Sobolev inequality to the function 1+εf and developing the limit
as ε → 0. For general q ∈ (1, 2] this was shown in [32] from which the proof given above
is taken.

Proposition 3.1.5 has its origins in an unpublished letter by I. Herbst. Indeed in the case
q = 2 the proof presented is known as the Herbst argument. In this case it was also men-
tioned in [50] and further developed in [1, 2, 28, 65] and [89] in relation to concentration of
measure results. The argument in the case of general q was given in [32]. Corollary 3.1.6
is adapted from Lemma 7.3.2 of [71].

In the case q = 2, Proposition 3.1.7 was first shown by O. Rothaus in [113], and is
indeed sometimes referred to as the Rothaus lemma, with the general case following from
results found in [32]. The general case is also given explicitly in Appendix B of [77].
Propositions 3.1.11 and 3.1.12 are both shown in [32].

The tensorisation property of the logarithmic Sobolev inequality (Proposition 3.1.9)
was first noticed by Gross in [64]. The bounded perturbation result (Proposition 3.1.8) first
appeared in in [72]. Both these results are well known and can be found together with some
discussion in, for example, Chapter 3 of [5]. Once again the general case for q ∈ (1, 2] is
shown in [32].

The final result of this section (Theorem 3.1.13) is found in [32]. However, it also has
its origins in the work of Gross ([64]), where the equivalence of the standard logarithmic
Sobolev inequality and hypercontractivity of the associated semigroup was shown.

3.2 H-type groups

In this section we introduce the concept of an H-type group and the sub-Riemannian ge-
ometry in which we will be working in Chapters 4 and 5. We also state some results that
will be important for what follows.
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3.2.1 Definitions and structure

Definition 3.2.1 (H-type group). Let g be a finite-dimensional real Lie algebra equipped

with Lie bracket [·, ·] : g × g → g. Let z denote the centre of g, that is

z = {X ∈ g : [X, Y ] = 0 ∀ Y ∈ g} .

The Lie algebra g is said to be of H-type if it can be endowed with an inner product 〈·, ·〉
such that

[z⊥, z⊥] = z,

and moreover, for every fixed Z ∈ z, the map JZ : z⊥ → z defined by

〈JZ(X), Y 〉 = 〈Z, [X, Y ]〉 ∀Y ∈ z
⊥

is an orthogonal map2 whenever 〈Z, Z〉 = 1.

An H-type group is a connected and simply connected Lie group G whose Lie algebra

is of H-type.

We remark that the map J(·) : z → End(z⊥) in the above definition is well-defined and
linear. Indeed, for fixed Z ∈ z and X ∈ z⊥ the map

Ψ : z
⊥ → R, Y 4→ Ψ(Y ) := 〈Z, [X, Y ]〉

is linear. Hence there exists exactly one W ∈ z⊥ such that Ψ(Y ) = 〈W, Y 〉 for every
Y ∈ z⊥, and we set JZ(X) = W . It can then be checked that for fixed Z ∈ z, JZ(·) is
linear, and moreover that for fixedX ∈ z⊥, J(·)(X) : z → z⊥ is also linear.

The following Theorem provides an explicit characterisation of H-type groups.

Theorem 3.2.2. G is an H-type group if and only if G is (isomorphic to) Rn+m with the

2Recall that JZ is orthogonal if 〈JZ(X), JZ(Y )〉 = 〈X, Y 〉 for all X, Y ∈ z⊥.
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group law

(w, z) ◦ (ω, ζ) =

(

wi + ωi, i = 1, . . . , n

zj + ζj + 1
2〈U

(j)w, ω〉, j = 1, . . . , m

)

, (3.12)

for w, ω ∈ Rn, z, ζ ∈ Rm and where the matrices U (1), . . . , U (m) have the following prop-

erties:

(1) U (j) is an n × n skew-symmetric and orthogonal matrix for every j ∈ {1, . . . , m};

(2) U (k)U (j) + U (j)U (k) = 0 for every k, j ∈ {1, . . . , m} with k 6= j.

Thus, without any loss of generality, we will henceforth assume that any H-type group
G is of this form. For an H-type group G and x ∈ G, we will therefore use the notation

x = (w, z) = (w1, . . . , wn, z1, . . . , zm),

for w ∈ Rn and z ∈ Rm. It is clear that the point (0, 0) is the identity in G and the inverse
operation is (w, z)−1 = (−w,−z).

We can identify g with the space spanned by the left-invariant vector fields

{X1, . . . , Xn, Z1, . . . , Zm}

on G, where Xi(0) = ∂
∂wi

and Zj(0) = ∂
∂zj
. This is the canonical basis for g. If we let

{e(1), . . . , e(n)} and {u(1), . . . , u(m)} denote the standard bases for Rn and Rm respectively,
using the group operation (3.12) we can explicitly calculate the left-invariant vector fields.
Indeed, for i ∈ {1, . . . , n}, j ∈ {1, . . . , m} and a smooth function f we have

(Xif)(w, z) =
d

ds

∣

∣

∣

∣

s=0

f
(

(w, z) ◦ (se(i), 0)
)

=
d

ds

∣

∣

∣

∣

s=0

f

(

w + se(i), z +
1

2
s

m
∑

k=1

n
∑

l=1

U (k)
il wlu

(k)

)

=

(

∂

∂wi
+

1

2

m
∑

k=1

n
∑

l=1

U (k)
il wl

∂

∂zk

)

f(w, z)
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and

(Zjf)(w, z) =
d

ds

∣

∣

∣

∣

s=0

f
(

(w, z) ◦ (0, su(j))
)

=
d

ds

∣

∣

∣

∣

s=0

f
(

w, z + su(j)
)

=
∂

∂zj
f(w, z).

Thus g is spanned by the vector fields

Xi =
∂

∂wi
+

1

2

m
∑

k=1

n
∑

l=1

U (k)
il wl

∂

∂zk
, Zj =

∂

∂zj
, (3.13)

for i ∈ {1, . . . , n}, j ∈ {1, . . . , m}. The key point is that the algebra generated by the
vector fields {X1, . . . , Xn} together with their first order commutators is actually the whole
of g. This follows from the observation that

[Xi, Xj] =
m
∑

k=1

U (k)
ji Zk (3.14)

for every i, j ∈ {1, . . . , n}, and the fact that U (1), . . . , U (m) are linearly independent, which
follows from properties of the matrices given in Theorem 3.2.2 (see Remark 18.2.3 of [38]).
Thus by taking linear combinations of [Xi, Xj] for i, j ∈ {1, . . . n}, one can obtain the
vector fields Zk for k ∈ {1, . . . , m}. In other words

span {Xi, [Xj, Xk] : i, j, k ∈ {1, . . . n}} = g,

which is equivalent to saying that the H-type group G is a Carnot group of step 2. To see
how this structure relates to Definition 3.2.1, one can introduce the inner product 〈·, ·〉 on
g to be the standard inner product with respect to the canonical basis (3.13) and show by
direct calculation that z⊥ = span{X1, . . . , Xn}, and z = span{Z1, . . . , Zm} = [z⊥, z⊥].

In view of this, wemake the following definitions of the sub-gradient and sub-Laplacian
on G.
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Definition 3.2.3. The second order differential operator

∆G =
n
∑

j=1

X2
i

is called the canonical sub-Laplacian on G. The vector-valued operator

∇G = (X1, . . . , Xn)

will be called the canonical sub-gradient on G.

Remark 3.2.4. As mentioned in Section 2.3, one of the reasons that these spaces are of
interest to us is that the existing methods of Bakry and Emery to prove logarithmic Sobolev

inequalities do not work here. Indeed, their methods rely on the existence of a constant

ρ ∈ R such that

Γ2(f) ≥ ρ|∇Gf |2

where Γ2(f) = 1
2 (∆G|∇Gf |2 − 2∇Gf · ∇G(∆Gf)), which is equivalent to having a bound

from below on the curvature of the space. However, as in the case of the Heisenberg group

outlined in Section 2.3, by direct calculation one can see that no such ρ exists when we are

working on an H-type group. For more details of this calculation see [9].

It is worth noting here that the vector fields {X1, . . . , Xn} satisfy Hörmander’s condi-
tion i.e. the set {X1, . . . , Xn} together with their commutators span the tangent space at
each point x ∈ G. This has two consequences — the first being that we can therefore reach
every point of the space just by travelling along integral curves of X1, . . . , Xn, which in
turn allows us to define a sub-Riemannian distance function on G (see Section 3.2.3). The
other consequence is that by Hörmander’s theorem the sub-Laplacian is hypoelliptic, that
is if u is a distribution such that ∆Gu ∈ C∞, then u ∈ C∞. This is equivalent to the fact
that there exists a smooth function ρt : G → R, t > 0 called the heat kernel such that

et∆Gf(x) = f ∗ ρt(x) =

∫

G

f(x ◦ y)ρt(y)dy, ∀x ∈ G.

Given the above structure we make some further remarks. The first one is that there is
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a natural family of dilation operators on an H-type group.

Definition 3.2.5. LetG = Rm+n be an H-type group. For λ > 0 define the map δλ : G → G

by

δλ(w, z) := (λw, λ2z)

for (w, z) ∈ G. Then δλ is a group homomorphism in the sense that

δλ(x ◦ y) = δλ(x) ◦ δλ(y) ∀ x, y ∈ G.

The family (δλ)λ>0 is referred to as the family of dilations, and the triple (G, ◦, δλ) is said
to be a homogeneous group.

The second remark is that the Lebesgue measure on Rn+m is invariant with respect to
the group action i.e. it is the Haar measure.

Lemma 3.2.6. LetG = Rn+m be an H-type group. Then the Lebesgue measure onRn+m is

invariant under both left and right translations on G i.e. if we denote by |E| the Lebesgue
measure of a measurable set E ⊂ Rn+m we have

|x ◦ E| = |E| = |E ◦ x|, ∀x ∈ G.

Proof. To see this consider the maps y 4→ x ◦ y and y 4→ y ◦ x. One can calculate the
Jacobian matrices of these maps directly using the group product (3.12) to see that they are
lower triangular with 1s on the diagonal, so that their determinant is 1. Indeed, the Jacobian
of the map Lx : G → G where Lx(y) = x ◦ y is given by the matrix (aij)1≤i,j≤n+m where

aij =
∂

∂xj
(Lx(y))i.

Moreover, by the definition of the group law, one can then see that aii = 1 for all i ∈
{1, . . . , n + m} and aij = 0 if i < j.

We also note here, since it will be used later, that the vector fields X1, . . . , Xn are
divergence-free with respect to the Lebesgue measure on Rn+m.
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Finally, using the same method as in the above Lemma, we can also see that

|δλ(E)| = λQ|E|

for all λ > 0, where Q = n + 2m. In view of this we make the following definition:

Definition 3.2.7. Let G = Rn+m be an H-type group. Then Q = n + 2m is called the

homogeneous dimension of G.

3.2.2 Example: The Heisenberg group

The main example of an H-type group to keep in mind is the Heisenberg group H. In
fact H-type groups were introduced as a generalisation of the Heisenberg group. H can be
realised as R2+1 with the group operation

(w1, w2, z) ◦ (ω1, ω2, ζ) =

(

w1 + ω1, w2 + ω2, z + ζ +
1

2
(w1ω2 − w2ω1)

)

for w = (w1, w2), ω = (ω1, ω2) ∈ R2 and z, ζ ∈ R. We can see that H is an H-type group
in the sense of Theorem 3.2.2, since

(w1, w2, z) ◦ (ω1, ω2, ζ) =

(

w1 + ω1, w2 + ω2, z + ζ +
1

2
〈Uw, ω〉

)

where

U =

(

0 −1

1 0

)

.

The left-invariant vector fields onH are given by

X1 = ∂w1 −
1

2
w2∂z , X2 = ∂w2 +

1

2
w1∂z, Z = ∂z ,

and one can easily calculate that [X1, X2] = Z, [X1, Z] = [X2, Z] = 0. It is known as the
Heisenberg group because Heisenberg wrote down these bracket relations in his work on
quantum mechanics. Higher dimensional Heisenberg groups can similarly be defined, and
all have the common characteristic of a one dimensional centre. It should however be noted
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that H-type groups with centres of arbitrarily high dimension can also be defined.

3.2.3 Natural homogeneous metrics

Throughout this section we will suppose that G = Rn+m is an H-type group with Lie
algebra g = span {Xi, [Xj, Xk] : i, j, k ∈ {1, . . . , n}} as above. We describe two different
but natural ways to define a metric on G. The first way is to use the structure we have on
G to define a geometry in which we “only move in certain directions”, or more precisely
only along the integral curves of the vector fields X1, . . . , Xn. The second metric appears
naturally in the fundamental solution of the sub-Laplacian.

Definition 3.2.8. Let γ : [0, 1] → G be an absolutely continuous path. We say that γ is

horizontal if there exist measurable functions a1, . . . , an : [0, 1] → R such that

γ̇(t) =
n
∑

i=1

ai(t)Xi(γ(t))

for almost all t ∈ [0, 1] i.e. γ̇(t) ∈ span {X1(γ(t)), . . . , Xn(γ(t))} almost everywhere. For
such a horizontal curve γ, we define the length of γ to be

|γ| :=

∫ 1

0

(

n
∑

i=1

a2
i (t)

)
1
2

dt.

We then define the Carnot-Carathéodory distance d(x, y) between two points x, y ∈ G to

be

d(x, y) := inf {|γ| such that γ : [0, 1] → G is horizontal and γ(0) = x, γ(1) = y} .

We will write d(x) := d(x, 0).

It is not immediately clear, and it is non-trivial, that this distance function is well-
defined. We therefore need the following result, which relies on the fact that the vector
fields X1, . . . , Xn satisfy the Hörmander condition:
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Theorem 3.2.9 (Chow). Let x, y ∈ G with x 6= y. Then there exists a horizontal path

γ : [0, 1] → G such that γ(0) = x and γ(1) = y.

Thus the Carnot-Carathéodory distance is well-defined, and can be shown to be a met-
ric. We also have that the infimum in the definition is achieved by some horizontal path:

Theorem 3.2.10. For any two points x, y ∈ G, there exists a horizontal path γ : [0, 1] → G

with γ(0) = x and γ(1) = y such that d(x, y) = |γ|.

It is worth remarking that by a scaling argument an equivalent definition of the Carnot-
Carathéodory distance is

d(x, y) = inf {t|γ : [0, t] → G is horizontal, γ(0) = x, γ(t) = y, |γ̇(s)| ≤ 1 ∀s ∈ [0, t]} .

We use this observation to see that d is associated to the sub-gradient via the identity

|∇Gf(x)| = lim sup
d(x,y)→0

|f(x) − f(y)|
d(x, y)

. (3.15)

Indeed

|f(x) − f(y)| =

∣

∣

∣

∣

∫ t

0

d

ds
f(γ(s))ds

∣

∣

∣

∣

=

∣

∣

∣

∣

∫ t

0

∇Gf(γ(s)) · γ̇(s)ds

∣

∣

∣

∣

where γ : [0, t] → R is a horizontal path from x to y such that |γ̇(s)| ≤ 1 which realises
the distance d(x, y), so that t = d(x, y). Then

|f(x) − f(y)| ≤
∫ t

0

|∇Gf(γ(s))|ds ≤ t sup
s∈[0,t]

|∇Gf(γ(s))|.

By dividing by t and taking the limit supremum as t → 0 we arrive at (3.15).
The following result describes some important properties of d.

Proposition 3.2.11. The function d : G → [0,∞) is continuous (with respect to the Eu-

clidean topology) and is such that
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(i) d(x) > 0 if and only if x 6= 0;

(ii) d(x−1) = d(x) for all x ∈ G;

(iii) d(δλ(x)) = λd(x) for all λ > 0 and x ∈ G.

We say that d is a symmetric homogeneous norm on G. In fact we have the following
result, which asserts the equivalence of all homogeneous norms on G:

Proposition 3.2.12. Let d̃ be another homogeneous norm on G. Then there exists a con-

stant C > 0 such that

C−1d(x) ≤ d̃(x) ≤ Cd(x), x ∈ G.

Despite this fact, as we will see in Chapter 4, homogeneous norms can behave quite
differently. We now introduce an alternative homogeneous norm which arises naturally
from the fundamental solution of the sub-Laplacian.

Theorem 3.2.13. Define the function

F (x) := N(x)2−Q,

where N(x) = (|w|4 + 16|z|2)1/4 for x = (w, z) ∈ G, and where Q = n + 2m is the

homogeneous dimension of G as in Definition 3.2.7. Then F is a fundamental solution of

∆G, in the sense that F is smooth out of the origin and

∆GF (x) = 0 in G\{0}.

Definition 3.2.14. The functionN : G → [0,∞) defined byN(x) = (|w|4 + 16|z|2)1/4 for

x = (w, z) ∈ G is a symmetric homogeneous norm (one can easily check this), which we

will call the Kaplan distance.

Remark 3.2.15. Perhaps the most important difference between the Carnot-Carathéodory
distance d and the Kaplan distance N , as we will see in the next section, is the fact thatN

is smooth on G\{0} while d is not differentiable on {x = (w, z) ∈ G : w = 0}.
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3.2.4 Preliminary calculations and inequalities

Let G = Rn+m be an H-type group and∆G and∇G be the sub-Laplacian and sub-gradient
respectively. Moreover, let d : G → [0,∞) be the Carnot-Carathéodory distance and
N : G → [0,∞) be the Kaplan distance of a point from the origin.

The first useful result describes the behaviour of the sub-gradient of the two distance
functions.

Proposition 3.2.16. (i) d : G → [0,∞) is smooth on the set {x = (w, z) ∈ G : w 6= 0},
and

|∇Gd(x)| = 1

for all x = (w, z) ∈ G such that w 6= 0.

(ii) N : G → [0,∞) is smooth on G\{0}, and

|∇GN(x)| =
‖x‖
N(x)

for all x = (w, z) ∈ G such that x 6= 0, where ‖x‖ := |w| = (
∑n

i=1 w2
i )

1
2 .

Proof. The fact that d : G → [0,∞) is smooth on {x = (w, z) ∈ G : w 6= 0} is shown in
Lemma 6.2 of [69]. We also have that

|d(x) − d(y)| ≤ d(x ◦ y−1) = d(x, y) ∀ x, y ∈ G,

so that the function d is trivially 1-Lipschitz. We can then apply a generalisation of
Rademacher’s Theorem (see for example Theorem 3.7 of [102] or [59]) to conclude that
Xid(x) exists for all x = (w, z) ∈ G with w 6= 0, i ∈ {1, . . . , n} and moreover that

|∇Gd(x)| =

(

n
∑

i=1

(Xid(x))2

) 1
2

≤ 1.

For the reverse inequality let x = (w, z) ∈ G be a point where this inequality holds. Let
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γ : [0, t] → G be a horizontal geodesic joining 0 to x such that |γ̇(s)| ≤ 1. Thus

γ̇(s) =
n
∑

i=1

ai(s)Xi(γ(s))

with
∑n

i=1 a2
i (s) ≤ 1. We can then differentiate the identity s = d(γ(s)) to see that

1 =
d

ds
d(γ(s)) = ∇Gd(γ(s)) · γ̇(s)

=
n
∑

i=1

ai(s)Xid(γ(s)) ≤ |∇Gd(γ(s))|

for all s ∈ [0, t], by the Cauchy-Schwarz inequality. By taking s = t this proves (i).
For (ii) we make a direct calculation. Indeed, for i ∈ {0, . . . , n} and x = (w, z) 6= 0

we have

XiN(x) =
1

N3(x)

(

|w|2wi + 4
m
∑

k=1

n
∑

l=1

U (k)
il wlzk

)

.

Thus

|∇GN(x)|2 =
n
∑

i=1

(XiN(x))2

=
1

N6(x)

n
∑

i=1

(

|w|2wi + 4
m
∑

k=1

n
∑

l=1

U (k)
il wlzk

)2

=
1

N6(x)

[

|w|6 + 8|w|2
m
∑

k=1

(

n
∑

l,i=1

U (k)
il wiwl

)

zk

+ 16
n
∑

i=1

(

m
∑

k=1

n
∑

l=1

U (k)
il wlzk

)2


 .

Since U (k) is skew-symmetric for all k ∈ {1, . . . , m} we have that
∑n

l,i=1 U (k)
il wiwl = 0.

Moreover

n
∑

i=1

(

m
∑

k=1

n
∑

l=1

U (k)
il wlzk

)2

=
n
∑

i=1

m
∑

k=1

(

n
∑

l=1

U (k)
il wl

)2

z2
k ,
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since the matrices are such that U (i)U (j) +U (j)U (i) = 0 for all i, j ∈ {1, . . . , n} with i 6= j.
Now for all k ∈ {1, . . . , m}

n
∑

i=1

(

n
∑

l=1

U (k)
il wl

)2

= |U (k)w|2 = |w|2

since U (k) is orthogonal, so that by above

n
∑

i=1

(

m
∑

k=1

n
∑

l=1

U (k)
il wlzk

)2

= |w|2|z|2.

Therefore

|∇GN(x)|2 =
1

N6(x)

(

|w|6 + 16|w|2|z|2
)

=
|w|2

N6(x)

(

|w|4 + 16|z|2
)

=
|w|2

N2(x)

as claimed.

In what follows we will also have to deal with terms involving ∆Gd. Care is needed,
since d is not smooth everywhere so that there will be singularities on the set {x = (w, z) ∈
G : w = 0}. However, the next result provides some control of these singularities, as well
as an explicit calculation of∆GN .

Proposition 3.2.17. (i) There exists a constantK ∈ (0,∞) such that

∆Gd ≤ K

d

where ∆Gd is understood in the sense of distributions.

(ii) For all g ∈ G\{0},

∆GN(x) = (Q − 1)
‖x‖2

N3(x)

where as above, for x = (w, z) ∈ Rn+m, ‖x‖ = |w|.



3.2 H-type groups 54

Proof. For part (i) it suffices to show that∆Gd ≤ K on the set {d(x) = 1}. Indeed, using
dilations and the homogeneity of the sub-Laplacian, we have that

∆Gd(x) = λ(∆Gd)(δλ(x))

for all x 6= 0 and λ > 0, so that for any x ∈ G\{0}

∆Gd(x) ≤ 1

d(x)
sup

{d(y)=1}
∆Gd(y).

The claim that∆Gd ≤ K on {d(x) = 1} is proved in Theorem 6.1 of [69].
For (ii) again we can just make the calculation. Indeed, using the fact that F = N2−Q

is a fundamental solution of the sub-Laplacian as in Theorem 3.2.13, we can calculate that
for x 6= 0

∆GN(x) = ∆G

(

F
1

2−Q

)

(x)

= ∇G ·
(

1

2 − Q
F

1
2−Q−1∇GF

)

(x)

=
Q − 1

(2 − Q)2
F

1
2−Q−2(x)|∇GF |2(x) +

1

2 − Q
F

Q−1
2−Q (x)∆GF (x)

=
Q − 1

(2 − Q)2
F

1
2−Q−2(x)|∇GF |2(x).

Moreover, using part (ii) of Proposition 3.2.16 we have that

|∇GF |2(x) = (2 − Q)2N−2Q(x)‖x‖2.

Using this in the above calculation yields

∆GN(x) = (Q − 1)
‖x‖2

N3(x)

for all x 6= 0, as required.

The last two results show that both the classical Sobolev and the Poincaré inequality
hold in the setting of H-type groups.
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Theorem 3.2.18. For r > 0 and x ∈ G, let Br(x) = {y ∈ G : d(x, y) ≤ r} be the ball
of radius r centred at x. Then, for all p ∈ [1,∞) there exists a constant P0(r) = P0(r, p)

such that for all f ∈ C∞(G)

∫

Br(x)

∣

∣f(y) − fBr(x)

∣

∣

p
dy ≤ P0(r)

∫

Br(x)

|∇Gf(y)|pdy

where fBr(x) := 1
|Br(x)|

∫

Br(x) f(y)dy.

Theorem 3.2.19. There exist constants a, b ∈ [0,∞) such that for p ≥ Q

(
∫

f
p

p−1 (x)dx

)
p−1

p

≤ a

∫

|∇Gf(x)|dx + b

∫

|f(x)|dx

for all f ∈ C∞
0 (G).

3.2.5 U -bounds and their consequences on H-type groups

A major motivator for the work contained within Chapters 4 and 5 is the paper of W.
Hebisch and B. Zegarliński [69], in which some useful machinery was introduced to study
coercive inequalities that can be applied in the setting of H-type groups. For this reason,
together with the fact that we sometimes directly make use of the results, here we briefly
summarise the important points from that paper.

Let G = Rn+m be an H-type group and ∆G and ∇G be the sub-Laplacian and sub-
gradient respectively. For p ∈ (1,∞) let µp be the probability measure on G given by

µp(dx) :=
e−αdp(x)

Z
dx, (3.16)

where d : G → [0,∞) is the Carnot-Carathéodory distance of a point from the origin,
Z =

∫

e−αdp(x)dx, α > 0, and dx is the Lebesgue measure on G.

Theorem 3.2.20 (U-bound). Let µp be given by (3.16).

(i) Let p ≥ 2. Then there exist constants A, B ∈ (0,∞) such that

∫

|f |qdpdµp ≤ A

∫

|∇Gf |qdµp + B

∫

|f |qdµp
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for all locally Lipschitz functions f , and where 1
q + 1

p = 1.

(ii) Let p ∈ (1, 2]. Then there exist constants A, B ∈ (0,∞) such that

∫

f 2d2(p−1)dµp ≤ A

∫

|∇Gf |2dµp + B

∫

f 2dµp

for all locally Lipschitz functions f .

Remark 3.2.21. The proof of this result is relatively simple, and only relies on integration
by parts together with the facts that |∇Gd| = 1 almost everywhere and ∆Gd ≤ K outside

the unit ball (i.e. Propositions 3.2.16 and 3.2.17). In fact, this result is true in a general

metric space when these two bounds hold.

Using Theorem 3.2.20, we can then pass to a q-spectral gap inequality.

Theorem 3.2.22. Let µp be given by (3.16).

(i) Let p ≥ 2. Then there exists a constant c0 such that

µp|f − µpf |q ≤ c0µp|∇Gf |q

for all locally Lipschitz functions f , and where 1
q + 1

p = 1.

(ii) Let p ∈ (1, 2]. Then there exists a constant c0 such that

µp|f − µpf |2 ≤ c0µp|∇Gf |2

for all locally Lipschitz functions f .

We can finally combine both the above results to arrive at an LSq inequality.

Theorem 3.2.23. Let µp be given by (3.16).

(i) Let p ≥ 2. Then there exists a constant c such that

µp

(

|f |q log
|f |q

µp|f |q

)

≤ cµp|∇Gf |q

for all locally Lipschitz functions f , and where 1
q + 1

p = 1.
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(ii) Let p ∈ (1, 2]. Then there exists a constant c such that

µpF (f 2) − F (µpf
2) ≤ cµp|∇Gf |q

for all locally Lipschitz functions f , where F (t) = t (log(1 + t))
2(p−1)

p .

3.2.6 Notes

General H-type groups were first introduced in [82]. The definition we have given is not
exactly the original one, but it is the one usually adopted in the more recent literature.

The main reference for this section is the book [38] where most of the results of Sections
3.2.1 and 3.2.3 can be found, including the characterisation result (Theorem 3.2.2) which is
proved in Chapter 18 of that book. It also contains a detailed introduction to Carnot groups
in general.

The Carnot-Carathéodory distance was introduced in [40]. The fundamental theorem
Theorem 3.2.9 (indeed a more general version on Carnot groups) is due to W. L. Chow in
[46], though an earlier version in the case ofR3 with two Hörmander vector fields appeared
in [40]. Modern proofs can be found in for example [20, 63] and [122]. A proof of Theorem
3.2.10 can be found in Appendix D of [101].

The homogeneous norm N related to the fundamental solution of the sub-Laplacian
was discovered by A. Kaplan in [82] on general H-type groups, extending the work of G.B.
Folland [55] on the Heisenberg group.

The proof of the fact that the Carnot-Carathéodory distance on the Heisenberg group
satisfies the eikonal equation (Proposition 3.2.16) is due to R. Monti [102]. The bound
on the sub-Laplacian of the Carnot-Carathéodory distance is due to W. Hebisch and B.
Zegarliński and can be found in [32].

The Poincaré inequality (Theorem 3.2.18) is quoted from Theorem 5.6.1 of [115]. The
classical Sobolev inequality (Theorem 3.2.19) comes from Chapter IV of the book of N.
Varopoulos, L. Saloff-Coste and T. Coulhon [122], which also includes a comprehensive
discussion of inequalities on Lie groups.
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Chapter 4

Operators on H-type Groups with
Discrete Spectra

4.1 Introduction

In the classical setting of Rn an extensive study has been made of operators of the form

L = −∆ + V

where∆ is the standard Laplacian onRn and V is some potential. The initial value problem
for the Schrödinger equation may be reduced to the investigation of the spectrum of these
operators acting on a Hilbert space, and hence they have become known as Schrödinger
operators. A classical reference detailing this study is the book of M. Reed and B. Simon
[110].

In this chapter we consider a direct analogue of this type of operator, but now defined
in the sub-Riemannian setting of H-type groups, and where we replace the full Laplacian
with the more natural sub-Laplacian. Given an H-type group G, we will be particularly
interested in the sub-elliptic operators

L = −∆G + ∇GU · ∇G (4.1)

where ∆G and ∇G are the sub-Laplacian and sub-gradient respectively. When considered
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as an operator acting onL2(µU)with µU ≡ Z−1e−Udx, such operators are positive and self-
adjoint. Moreover, when U is given as a power of the Carnot-Carathéodory distance d, our
investigationwill tie in nicely with the results of the recent work of Hebisch and Zegarliński
described in [69], where such measures are thoroughly studied (see also Section 3.2.5). Our
principal aim is to show that when U(x) = αdp(x) for α ∈ (0,∞) and p > 1, the operator
(4.1) acting on L2(µU) has empty essential spectrum, or in other words that it has a purely
discrete set of eigenvalues.

We begin our pursuit of this goal by working in the Heisenberg group, and in the first
section below prove a generalisation of a classical result in Rn. This generalisation is of
interest because in the classical case the corresponding theorem provides us with informa-
tion about the spectrum of operators corresponding to those we wish to study. However, in
the Heisenberg group things are more complicated, since the Carnot-Carathéodory distance
function is not smooth out of the origin. It turns out that the potentials we are interested in
are not smooth enough to be easily handled by the generalised result (see Remark 4.3.5).
To avoid these problems in Section 4.4 we take a different approach. We instead achieve
our objective by exploiting some results of F. Y. Wang and F. Cipriani ([47, 124]) about the
relationship between functional inequalities and the spectrum.

In the final section we deal with the situation when we replace the Carnot-Carathéodory
distance with the Kaplan distance, and show that subtle differences in the behaviour of
these distance functions result in notable differences in the properties of the corresponding
generators. Indeed, for p ∈ (1, 2), the operators defined with the Kaplan distance do not
even have a spectral gap, let alone an empty essential spectrum. However, we show that for
p ≥ 2 they do at least have a spectral gap, and conjecture that when p > 2 they will also
have a discrete spectrum.

The work of this section came about as a result of some discussions with Prof. L.
Saloff-Coste, to whom the author is very grateful, and the results are partially published in
[76].
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4.2 Notation

Let (T,D(T )) be a closed1 operator on a Hilbert space H. A complex number λ is in the
resolvent set ρ(T ) if λI − T is a bijection of D(T ) onto H with bounded inverse. The
spectrum of the operator T is defined to be σ(T ) := C\ρ(T ). The discrete spectrum of
T , σdisc(T ), consists of all isolated eigenvalues of T with finite multiplicity. The essential
spectrum of T is defined by σess(T ) := σ(T )\σdisc(T ).

4.3 Generalisation of a classical result

There are some well-known criteria that ensure classical Schrödinger operators defined on
Rn have empty essential spectra. For example, we can consider the Schrödinger operator
L = −∆+V onRn, with V ∈ L∞

loc(R
n). If V (x) → ∞ as |x| → ∞, we can then conclude

that L has a purely discrete spectrum (see Theorem XIII.67 of [110]). In this section we
prove a generalisation of this result in the Heisenberg group (Theorem 4.3.3 below), and
apply it to the situation when L is given by (4.1).

LetH = R3 be the Heisenberg group, as described in Section 3.2.2, with∆H = X2
1+X2

2

and ∇H = (X1, X2) the sub-Laplacian and sub-gradient respectively. Recall that

X1f(x) =

(

∂w1 −
1

2
w2∂z

)

f(x), X2f(x) =

(

∂w2 +
1

2
w1∂z

)

f(x),

for x = (w, z) ∈ H, where w ∈ R2 and z ∈ R. As usual, we let d : H → [0,∞) denote the
Carnot-Carathéodory distance of a point from the origin.

We will make use of the following neat observation from [68] (see also [57] and [67]).
Denote by F3 the partial Fourier transform with respect to the third variable:

F3f(w1, w2, ζ) := (2π)−1/2

∫ ∞

−∞
e−izζf(w1, w2, z)dz.

1(T,D(T )) is closed if {(ϕ, Tϕ) ∈ H×H : ϕ ∈ D(T )} is a closed subset ofH×H
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Note that, by integration by parts,

F3(iX1f)(w1, w2, ζ) = (2π)−1/2

∫ ∞

−∞
e−izζ

(

i
∂

∂w1
− 1

2
iw2

∂

∂z

)

f(w1, w2, z)dz

= (2π)−1/2

(

i
∂

∂w1
+

1

2
w2ζ

)
∫ ∞

−∞
e−izζf(w1, w2, z)dz

=

(

i
∂

∂w1
+

1

2
w2ζ

)

F3f(w1, w2, ζ).

Hence
F3(−X2

1f)(w1, w2, ζ) =

(

i
∂

∂w1
+

1

2
w2ζ

)2

F3f(w1, w2, ζ),

and similarly

F3(−X2
2f)(w1, w2, ζ) =

(

i
∂

∂w2
− 1

2
w1ζ

)2

F3f(w1, w2, ζ).

Thus

F3(−∆Hf)(w, ζ) =

[

(

i
∂

∂w1
+

1

2
w2ζ

)2

+

(

i
∂

∂w2
− 1

2
w1ζ

)2
]

F3f(w, ζ)

= (i∇w + ζA(w))2 F3f(w, ζ), (4.2)

where w = (w1, w2) ∈ R2, ∇w = (∂w1, ∂w2) and A(w) = 1
2(−w2, w1).

The key observation is that, for fixed ζ ∈ R, the operator (i∇w + ζA(w))2 is well-
known and corresponds to the Hamiltonian of a particle moving in a uniform magnetic
field (see [84] and the references therein). The spectral analysis of these operators goes
back to Landau and Fock and the birth of quantum mechanics. In particular, as described
in [84], the spectrum is discrete, and the eigenvalues, or energy levels, are given by

λk(ζ) := |ζ |(2k + 1), k ∈ {0, 1, . . .}.

The eigenvalue |ζ |(2k + 1) is sometimes called the k-th Landau level. Moreover, the
eigenspace corresponding to each eigenvalue is infinite dimensional, and the corresponding
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orthogonal eigenprojections Pk are explicit, and given by

Pkf(w) =

∫

R2

f(w′)πk(w, w′)dw′,

for w ∈ R2, where

πk(w, w′) =
|ζ |
2π

e−
|ζ|
2 i(w1w′

2−w2w′
1)− |ζ|

4 |w−w′|2Lk

(

|ζ |
2
|w − w′|2

)

and Lk is the k-th Laguerre polynomial, given by

Lk(t) =
1

k!
et dk

dtk
(

tke−t
)

, t ≥ 0.

Note that πk(w, w′) is constant on the diagonal:

πk(w, w) =
|ζ |
2π

. (4.3)

Using these facts in (4.2), we arrive at the following spectral decomposition

F3(−∆Hf)(w, ζ) =
∞
∑

k=0

λk(ζ)PkF3f(w, ζ), w ∈ R
2, ζ ∈ R.

Moreover, note that

∞
∑

k=0

∫

R

|ζ |(2k + 1)‖PkF3f‖2
L2(dw)dζ

=
∞
∑

k=0

∫

R

|ζ |(2k + 1)

(∫

R2

P2
kF3f(w, ζ)F3f(w, ζ)dw

)

dζ

=
∞
∑

k=0

∫

R

∫

R2

F∗
3 (|ζ |(2k + 1)PkF3f) (w, z)f(w, z)dwdz

=

∫

R3

F∗
3

(

∞
∑

k=0

|ζ |(2k + 1)PkF3f

)

(x)f(x)dx

=

∫

H

f(x)(−∆Hf)(x)dx,
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for x = (w, z) ∈ R3. In view of this we make the following definition:

Definition 4.3.1. For a function f ∈ L2(H), define

f̂(z, k) := ‖PkF3f(w, z)‖L2(dw)

for z ∈ R, k ∈ {0, 1, . . .}. Then by the above calculation

∫

H

f(x)(−∆Hf)(x)dx =
∞
∑

k=0

∫

R

|ζ |(2k + 1)
∣

∣

∣
f̂(ζ, k)

∣

∣

∣

2

dζ. (4.4)

Thus, by the spectral theorem, we can define a functional calculus for the operator
−∆H. Indeed, for any Borel function ϕ : [0,∞) → R, we define

ϕ(−∆H) := ϕ (λk(ζ)) , (4.5)

where the right hand side represents the operator F∗
3

∑

k ϕ(λk(ζ))PkF3 with domain

D(ϕ(−∆H)) =

{

f ∈ L2(H) :
∞
∑

k=0

∫

R

ϕ (|ζ |(2k + 1))
∣

∣

∣
f̂(ζ, k)

∣

∣

∣

2

dζ < ∞
}

.

For f ∈ D(ϕ(−∆H)), we have

∫

H

f(x)ϕ(−∆H)f(x)dx =
∞
∑

k=0

∫

R

ϕ (|ζ |(2k + 1))
∣

∣

∣f̂(ζ, k)
∣

∣

∣

2

dζ. (4.6)

To prove the main result of this section, we will also make use of theMin-Max principle
for general self-adjoint operators, which we briefly recall now (see for example [110]).

Theorem 4.3.2 (Min-Max Principle). Let L be a self-adjoint operator on a Hilbert space

that is bounded from below, i.e. L ≥ κI for some κ ∈ R. Define, for k ∈ N,

µk(L) = sup
ϕ1,...,ϕk−1

UL(ϕ1, . . . , ϕk−1)
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where

UL(ϕ1, . . . , ϕm) = inf
ψ∈D(L):‖ψ‖=1
ψ∈[ϕ1,...,ϕm]⊥

(ψ,Lψ).

Then exactly one of the following holds:

(a) µk(L) is the k-th eigenvalue below the bottom of the essential spectrum, counting

multiplicity;

(b) µk(L) is the bottom of the essential spectrum, µk(L) = µk+1(L) = µk+2(L) = . . . ,

and there are at most k − 1 eigenvalues (counting multiplicity) below µk(L).

We are now in a position to state and prove the main result of this section:

Theorem 4.3.3. Suppose V is in L∞
loc(H) and is bounded from below. Suppose also that for

every L > 0 there exists RL > 0 such that

V (x) ≥ L whenever d(x) ≥ RL.

Then the operator L = −∆H + V on L2(H) has empty essential spectrum. In particular it

has a purely discrete set of eigenvalues and a complete set of eigenfunctions.

Proof. Let µm(L) be as in the Min-Max principle (i.e. Theorem 4.3.2). To prove that L
has discrete spectrum, by the Min-Max principle, it is sufficient to show that µm(L) → ∞
asm → ∞.

SupposeW is a bounded function, supported in a compact set Ω ⊂ R3, so that

sup
x∈Ω

|W (x)| ≤ M,

for someM ∈ R. For ε > 0 consider the operator

Wφε(−∆H),

where φε(t) = (εt2 + t + 1)
−1 for t ∈ R. Using (4.5) and (4.6), and following [68], we
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have that

Tr(W 2φ2
ε(−∆H)) ≤ M2 1

2π

∫

Ω

∫ ∞

−∞

∞
∑

k=0

φ2
ε(λk(ζ))πk(w, w)dζdw

= M2 |Ω|
4π2

∞
∑

k=0

∫ ∞

−∞
φ2
ε(λk(ζ))|ζ |dζ

= M2 |Ω|
2π2

∞
∑

k=0

∫ ∞

0

|ζ |
(ελk(ζ)2 + λk(ζ) + 1)2

dζ

= M2 |Ω|
2π2

∞
∑

k=0

∫ ∞

0

|ζ |
(ε|ζ |2(2k + 1)2 + |ζ |(2k + 1) + 1)2dζ

< ∞.

SinceWφε(−∆H) is positive and self-adjoint on L2(H), we thus have thatWφε(−∆H)

is Hilbert-Schmidt for all ε > 0. Moreover,

(

ελk(ζ)2 + λk(ζ) + 1
)−1 → (λk(ζ) + 1)−1 ≡ φ0(λk(ζ))

in L∞(R) × l∞(N ∪ {0}) as ε → 0. Indeed

| (φ0 − φε) (λk(ζ))| =

∣

∣

∣

∣

1

λk(ζ) + 1
− 1

ελk(ζ)2 + λk(ζ) + 1

∣

∣

∣

∣

=
ελk(ζ)2

(λk(ζ) + 1)(ελk(ζ)2 + λk(ζ) + 1)

≤ ε
λk(ζ)2

(λk(ζ) + 1)2
≤ ε.

ThereforeWφ0(−∆H) is a norm-limit of Hilbert-Schmidt operators:

‖W (φ0 − φε) (−∆H)ψ‖2
2 ≤ M2

∞
∑

k=0

∫

R

(φ0 − φε)
2 (λk(ζ))

∣

∣

∣
ψ̂(ζ, k)

∣

∣

∣

2
dζ

≤ ε2M2
∞
∑

k=0

∫

R

∣

∣

∣
ψ̂(ζ, k)

∣

∣

∣

2

dζ

= ε2M2‖ψ‖2
2,
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using (4.6). We can thus conclude thatWφ0(−∆H) is a compact operator, or in other words
thatW is relatively compact with respect to−∆H.

SinceWφ0(−∆H) is compact, byWeyl’s Theorem (see Corollary 2 of Theorem XIII.14
of [110]),

σess(−∆H + W ) = σess(−∆H) = [0,∞).

Therefore by the Min-Max principle µm(−∆H + W ) ≥ −1 form sufficiently large.
Now, given a > 0, define Va by

Va(x) = min{V (x), a + 1} − a − 1.

Then Va has compact support, since V (x) → ∞ as d(x) → ∞, and Va is bounded since V

is locally bounded. Thus, by the above considerations, µm(−∆H + Va) ≥ −1 for largem.
Finally, since

µm(L) ≥ µm (−∆H + Va) + a + 1,

we see that µm(L) ≥ a for large m. Since a is arbitrary we reach the desired conclusion.

As mentioned in the introduction to this chapter, we are actually interested in probabil-
ity measures on H of the form

µU(dx) :=
e−U(x)

Z
dx, (4.7)

where Z =
∫

H
e−U(x)dx < ∞, with which we can associate a positive and self-adjoint

operator L = −∆H + ∇HU · ∇H on L2(dµU). We will pay particular attention to the case
when U is a power of the distance function (see Remark 4.3.5 and Section 4.4.2).

In the corollary below, we use the above theorem to obtain some conditions on U that
ensure the operator L acting on L2(dµU) has empty essential spectrum.

Corollary 4.3.4. Let µU be a probability measure on H, and suppose that U is twice dif-
ferentiable almost everywhere. Suppose also that

V =
1

4
|∇HU |2 − 1

2
∆HU
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is in L∞
loc(H), is bounded from below, and is such that V (x) → ∞ as d(x) → ∞. Let

L = −∆H + ∇HU · ∇H, so that L is a positive self-adjoint operator on L2(dµU). Then

σess(L) = ∅.

Proof. This follows from the observation that for g = fe−
1
2U ,

∫

H

f(−∆H + ∇HU · ∇H)fdµU =

∫

H

|∇Hf |2dµU

=

∫

H

g

(

−∆H +
1

4
|∇HU |2 − 1

2
∆HU

)

gdx

=

∫

H

g (−∆H + V ) gdx.

Hence the spectrum of the operator L in L2(dµU) is contained within the spectrum of the
operator −∆H + V on L2(dx). Since we have assumed V (x) ∈ L∞

loc and V → ∞ as
d → ∞, the result follows by Theorem 4.3.3.

Remark 4.3.5. Suppose U(x) = αdp(x), with p ∈ (1,∞) and α > 0. In this case we can

formally calculate that

V =
1

4
|∇HU |2 − 1

2
∆HU =

α2p2

4
d2(p−1)|∇Hd|2

− αp(p − 1)

2
dp−2|∇Hd|2 − αp

2
dp−1∆Hd

=
α2p2

4
d2(p−1) − αp(p − 1)

2
dp−2 − αp

2
dp−1∆Hd

almost everywhere, where we have used Proposition 3.2.16. As noted in Section 3.2.4,

we must understand this expression in the sense of distributions, since ∆Hd is not defined

on the centre of the group. Hence it is not straight forward to apply Corollary 4.3.4 to

conclude that L = −∆H + ∇HU · ∇H has purely discrete spectrum.

We note that this is in contrast to the Euclidean setting, where such a strategy would

yield the desired result, at least for p ≥ 2. This is because in Rn we can explicitly write

∆d = n−1
d , where d is the Euclidean distance and∆ the standard Laplacian.

To get around this problem, in the next section we take an alternative approach, which
is also more general in that it can easily include the case of general H-type groups. The
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above techniques and ideas are not so easily extended to general H-type groups since we
do not have such a representation of the sub-Laplacian as the one used above in the general
case.

4.4 Empty essential spectrum via functional inequalities

The relationship between functional inequalities and the spectrum of operators is a very
interesting and much studied one. Indeed, if (Ω, µ) is a probability space and (L,D(L))

is a positive self-adjoint operator on L2(µ), then it is well-known that L has a gap at the
bottom of its spectrum if and only if there exists a constant c0 > 0 such that

µ (f − µ(f))2 ≤ c0E(f, f),

where (E ,D(E)) is the Dirichlet form2 associated to L i.e. the closure of the form

E(f, g) = µ(fLg), f, g ∈ D(L).

More recently this relationship has been further illustrated by the work of F. Cipriani ([47])
and F. Y. Wang ([124]) in which functional inequalities are introduced that characterise the
essential spectra of operators under very general conditions. In this section we aim to use
functional inequalities to overcome the problems encountered in Remark 4.3.5.

4.4.1 Super-Poincaré inequalities

To state the results of Wang and Cipriani in full generality, we first need the following two
technical definitions.

Definition 4.4.1. A topological space Ω is a Lusin space if Ω is homeomorphic to a Borel

subset of a compact metric space.

Remark 4.4.2. It should be noted that, as shown in Theorem 82.5 of [112], every complete

metric space is a Lusin space. In particular, any H-type group G is a Lusin space.

2Recall that a Dirichlet form (E ,D(E)) is a densely defined, closed quadratic form on L2(µ) such that
E(f ∧ 1, f ∧ 1) ≤ E(f, f) for all f ∈ D(E).
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Definition 4.4.3. LetΩ be a Lusin space, and µ a positive Radon measure 3 onΩ having full

topological support. A positive, self-adjoint operator (L,D(L)) on L2(µ), with associated

closed Dirichlet form (E ,D(E)) defined by

E(f, g) = µ(fLg), f, g ∈ D(L),

is called a Persson operator if

inf σess(L) = sup {Σ(K) : K ⊂ Ω is compact}

where

Σ(K) := inf

{

E(f, f)

‖f‖2
2

: f ∈ D(E), supp(f) ⊂ Kc

}

.

This class of operator was introduced by A. Persson in [108]. The result below is a
combination of the independent work of Wang and Cipriani, and is explicitly stated in
[126].

Theorem 4.4.4 (Wang/Cipriani). Let Ω be a Lusin space, µ a positive Radon measure on

Ω having full topological support, and (L,D(L)) a Persson operator on L2(µ). Then the

inequality

µ(f 2) ≤ rµ(fLf) + β(r)(µ|f |)2, ∀r > r0, f ∈ D(L), (4.8)

for some decreasing function β : (r0,∞) → (0,∞) and r0 ≥ 0 holds if and only if

σess(L) ⊂ [r−1
0 ,∞). In particular, (4.8) is satisfied with r0 = 0 if and only if σess(L) = ∅.

Inequality (4.8) is known as a super-Poincaré inequality. In a similar way to the gen-
eralisation of the standard logarithmic Sobolev inequality to the LSq inequality, we can
generalise the super-Poincaré inequality to a q-super-Poincaré inequality:

Definition 4.4.5. Let (Ω, µ) be a probability space, equipped with a metric d : Ω × Ω →
[0,∞). For q ∈ (1, 2], we say that µ satisfies a q-super-Poincaré inequality, or SPq for

3µ is a Radon measure if µ(A) = sup{µ(K) : K ⊂ A, K compact} for all Borel sets A and every point
of Ω has a neighbourhood of finite measure.
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short, with constant r0, if

µ|f |q ≤ rµ |∇f |q + β(r)
(

µ|f |
q
2

)2
, ∀r > r0, (SPq) (4.9)

for all locally Lipschitz functions f and some β : (r0,∞) → (0,∞), where |∇f |(x) ≡
lim supd(x,y)→0 |f(x) − f(y)|/d(x, y).

Remark 4.4.6. For the remainder of this chapter we will be working in an H-type groupG

equipped with the Carnot-Carathéodory distance d and a probability measure µU(dx) :=

Z−1e−U(x)dx. In this case |∇Gf |(x) = lim supd(x,y)→0 |f(x) − f(y)|/d(x, y) and for L =

−∆G + ∇GU · ∇G we have µU(fLf) = µG|∇Gf |2.

4.4.2 Applications to H-type groups

LetG be an H-type group as usual, equipped with the Carnot-Carathéodory distance d. Let
µp be the probability measure on G defined by

µp(dx) :=
e−αdp(x)

Z
dx (4.10)

where Z =
∫

e−αdp(x)dx is the normalisation constant, and p ∈ (1,∞), α > 0. Define

Lp := −∆G + ∇G(αdp) · ∇G = −∆G + αpdp−1∇Gd · ∇G (4.11)

as a positive self-adjoint operator acting on L2(µp). The associated Dirichlet form Ep(f, g)

is then given by
Ep(f, g) = µp(fLpg) =

∫

G

∇Gf · ∇Ggdµp. (4.12)

We are thus in the situation of Remark 4.4.6 with U = αdp.
We aim to prove the following:

Theorem 4.4.7. For any p > 1 the positive self-adjoint operator Lp on L2(µp) given by

(4.11) has purely discrete spectrum i.e. σess(Lp) = ∅.

The idea is to use Theorem 4.4.4. It is clear that we first need to show that Lp is a
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Persson operator. We make use of the following very general result stated in the setting of
Dirichlet forms, proved by G. Grillo in [62] (and also stated explicitly in [47]).

Theorem 4.4.8 (Grillo). Let (Ω, µ) be a locally compact, separable metric space, and

(E ,D(E)) a regular4, strongly local5 Dirichlet form on L2(Ω), with associated positive

self-adjoint operator (L,D(L)).

Define the associated intrinsic pseudo-metric ρ on Ω by

ρ(x, y) := sup {|f(x) − f(y)| : f ∈ D(E) ∩ C0(Ω),Γ(f, f) ≤ 1}

where for f ∈ D(E), Γ(f, f) is such that

∫

Ω

gΓ(f, f)dµ = E(gf, f) − 1

2
E(f 2, g), f, g ∈ D(E) ∩ C0(Ω).

Suppose ρ is a true metric generating the original topology of Ω. Then the operator

(L,D(L)) is a Persson operator.

Corollary 4.4.9. The operator Lp given by (4.11) acting on L2(µp) is a Persson operator.

Proof. First of all it is clear that G is a locally compact separable metric space. Moreover,
(Ep,D(Ep)) is a regular Dirichlet form. Indeed, C2

0 (G) is dense in D(Ep), with respect to
the norm induced by Ep, and in C0(G) with respect to the uniform norm. It is also clear
that it is strongly local by (4.12). Finally we have that

∫

G

g|∇Gf |2dµp =

∫

G

gfLpfdµp −
1

2

∫

G

gLpf
2dµp.

Thus the associated intrinsic pseudo-metric is given by

ρ(x, y) = sup
{

|f(x) − f(y)| : |∇Gf |2 ≤ 1
}

.

This is nothing more than the Carnot-Carathéodory distance (by definition), so that ρ is

4E is regular ifD(E)∩C0(Ω) is dense inC0(Ω)with respect to the uniform norm, and inD(E)with respect
to the norm induced by E1(f, g) = E(f, g) + (f, g)— D(E) ∩ C0(Ω) is said to be a core of (E ,D(E)).

5E is strongly local if E(f, g) = 0 whenever f is constant on supp(g).
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indeed a true metric generating the original topology of G. Hence the result follows from
Theorem 4.4.8.

The next result we prove on route to Theorem 4.4.7 is that the measures µp satisfy
certain super-Poincaré inequalities.

Theorem 4.4.10. Let µp be the probability measure on G given by (4.10).

(i) Suppose p ≥ 2. Then µp satisfies an SPq inequality with constant r0 = 0 i.e.

µp|f |q ≤ rµ|∇Gf |q + β(r)
(

µ|f |
q
2

)2
, ∀r > 0,

where 1
p + 1

q = 1, for some function β : (0,∞) → (0,∞) and for all locally Lipschitz

functions f .

(ii) Suppose p ∈ (1, 2]. Then µp satisfies an SP2 inequality with constant r0 = 0 i.e.

µp(f
2) ≤ rµ|∇Gf |2 + β(r) (µ|f |)2 , ∀r > 0,

for some function β : (0,∞) → (0,∞) and for all locally Lipschitz functions f .

Proof. The idea is to pass from a logarithmic Sobolev inequality for the measure µp, which
is true by Theorem 3.2.23, to a super-Poincaré inequality by adapting the methods of F. Y.
Wang described in [124].

We first deal with the case p ≥ 2. Without loss of generality we may assume that f ≥ 0.
By part (i) of Theorem 3.2.23, we have that µp satisfies an LSq inequality i.e. there exists
a constant c such that

µp

(

f q log
f q

µpf q

)

≤ cµp|∇Gf |q (4.13)

where 1
p + 1

q = 1.
Let g : (0,∞) → R be given by g(ξ) = tξ − ξ log

(

ξ2

a

)

for any t, a > 0. By simple
differentiation, it can be shown that

max
{ξ>0}

g(ξ) = 2
√

aet−2. (4.14)
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Indeed g′(ξ) = t − log
(

ξ2

a

)

− 2 so that g is maximum at ξ0 =
√

aet−2.
Suppose that µp(f

q
2 ) = 1, and set a = µp(f q). Then by (4.14), for all t > 0,

tf
q
2 − f

q
2 log

(

f q

a

)

≤ 2
√

aet−2

⇒ tf q − f q log

(

f q

a

)

≤ 2
√

aet−2f
q
2

⇒ µp

(

f q log
f q

a

)

≥ ta − 2
√

aet−2, (4.15)

using the fact that f ≥ 0 and µp(f
q
2 ) = 1. Setting b = µp|∇Gf |q, by (4.13), we then have

ta − 2
√

aet−2 − cb ≤ 0.

Solving this quadratic inequality gives

√
a ≤ 2

√
et−2

2t
+

√
4et−2 + 4tcb

2t

for t > 0, so that
a ≤ 2c

t
b + 4

et−2

t2

for t > 0. In other words

µp(f
q) ≤ 2c

t
µp|∇Gf |q + 4

et−2

t2

for all t > 0 and f such that µp(f
q
2 ) = 1. Replacing f by f

µp(fq/2)2/q yields

µp(f
q) ≤ 2c

t
µp|∇Gf |q + 4

et−2

t2

(

µp(f
q
2 )
)2

for all t > 0. Taking r = 2c
t we see that SPq holds, so that we have proved part (i).

In the case where p ∈ (1, 2), we no longer have an inequality of the type (4.13). How-
ever, by part (ii) of Theorem 3.2.23 there exists a constant c ∈ (0,∞) such that

µp

(

f 2
[

log(1 + f 2)
]θ
)

≤ cµp|∇Gf |2 + (log 2)θ, µp(f
2) = 1, (4.16)
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where θ = 2(p−1)
p . In this case we instead let g : (0,∞) → R be given by g(ξ) =

tξ − ξ
[

log
(

1 + ξ2

a

)]θ
for t, a > 0, and claim that

sup
{ξ>0}

g(ξ) ≤ t
√

a(et1/θ − 1). (4.17)

Indeed, since g is smooth we may differentiate to get

g′(ξ) = t −
[

log

(

1 +
ξ2

a

)]θ

− 2θξ2

a + ξ2

[

log

(

1 +
ξ2

a

)]θ−1

.

If we then let ξ0 > 0 be such that

[

log

(

1 +
ξ2
0

a

)]θ

+
2θξ2

0

a + ξ2
0

[

log

(

1 +
ξ2
0

a

)]θ−1

= t, (4.18)

we see g(ξ) ≤ g(ξ0) for all ξ > 0. Now, using (4.18),

g(ξ0) = ξ0
2θξ2

0

a + ξ2
0

[

log

(

1 +
ξ2
0

a

)]θ−1

≤ tξ0.

Moreover, again by (4.18), we have

[

log

(

1 +
ξ2
0

a

)]θ

≤ t

⇒ ξ0 ≤
√

a
(

et1/θ − 1
)

,

which proves the claim (4.17). Proceeding now in a very similar way as in the proof of part
(i), we arrive at an SP2 inequality.

The final result we need is that SPq inequalities are stronger than SP2 inequalities (at
least when the dimension of the underlying space is finite).

Lemma 4.4.11. Suppose an arbitrary probability measure µ onG satisfies an SPq inequal-
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ity with q ∈ (1, 2] and constant r0 = 0 i.e.

µ|f |q ≤ rµ|∇Gf |q + β(r)
(

µ|f |
q
2

)2
, ∀r > 0,

for some β : (0,∞) → (0,∞) and all locally Lipschitz functions f . Then µ also satisfies

an SP2 inequality with constant r0 = 0.

Proof. As usual, without loss of generality we may suppose f ≥ 0. Let q < 2 (there is
nothing to prove if q = 2). Applying the SPq inequality to f

2
q yields,

µ(f 2) ≤ rµ
∣

∣

∣
∇Gf

2
q

∣

∣

∣

q
+ β(r) (µf)2 , ∀r > 0.

Therefore for all r > 0, we have by Hölder’s inequality followed by Young’s inequality,

µ(f 2) ≤ 2qr

qq
µ
(

f 2−q|∇Gf |q
)

+ β(r) (µf)2

≤ 2q−1r

qq−1
τ

2−q
q µ|∇Gf |2 +

2q−1r(2 − q)

qq
τ−1µ(f 2) + β(r) (µf)2

for all τ > 0. Taking τ = 2qr(2−q)
qq we see that

1

2
µ(f 2) ≤ 2q−1r

qq−1
τ

2−q
q µ|∇Gf |2 + β(r) (µf)2

=
2q−1

qq−1

(

2

q

)2−q

(2 − q)
2−q

q r
2
q µ|∇Gf |2 + β(r) (µf)2

⇒ µ(f 2) ≤ 4

q
(2 − q)

2−q
q r

2
q µ|∇Gf |2 + 2β(r) (µf)2 .

Taking s = 4
q (2 − q)

2−q
q r

2
q we see that

µ(f 2) ≤ sµ|∇Gf |2 + β̃(s) (µf)2 , s > 0,

where β̃(s) = 2β
(

(2 − q)
q−2
2

(

qs
4

)
q
2

)

.

Proof of Theorem 4.4.7. We can now combine all of the above results to arrive at Theorem
4.4.7. Indeed by Theorem 4.4.10 and Lemma 4.4.11, we have that the measures µp satisfy
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a super-Poincaré inequality with constant r0 = 0 for all p > 1. Moreover, by Corollary
4.4.9, Lp is a Persson operator, so that we may conclude by applying Theorem 4.4.4.

Corollary 4.4.12. Let ρt(x, y) be the heat kernel at time t on an H-type groupG i.e. ρt(x, y)

is the function (smooth by Hörmander’s theorem) such that

et∆Hf(x) =

∫

G

ρt(x, y)f(y)dy.

Let ρ(x) := ρ1(x, e) and define

LH := −∆G + ∇G log ρ · ∇G.

Then LH is a positive self-adjoint operator on L2(µH), where µH(dx) = ρ(x)dx, and

σess(LH) = ∅, so that LH has a purely discrete spectrum.

Remark 4.4.13. LH can be regarded as the natural Ornstein-Uhlenbeck generator on G,

as suggested in [17], and the resulting Markov process is the natural OU-process associ-

ated to the hypoelliptic diffusion on G.

Proof. It follows exactly as above, once we have recalled that µH satisfies a logarithmic
Sobolev inequality i.e. there exists a constant c such that

µH

(

f 2 log
f 2

µHf 2

)

≤ cµH|∇Gf |2

(see [9, 69] and [91]).

4.5 Spectral information for measures defined with the Kaplan dis-

tance

In the previous section we have focused on probability measures on an H-type group
G = Rn+m given by µp(dx) = Z−1e−αdp(x)dx for p > 1 and α > 0, together with
their associated generators, where d is the Carnot-Carathéodory distance. However, as we
have mentioned in Section 3.2, there is another natural homogeneous distance function on
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an H-type group, namely the Kaplan distanceN : G → [0,∞) given by

N(x) =
(

|w|4 + 16|z|2
)

1
4 , for x = (w, z) ∈ R

n × R
m, (4.19)

which appears in the fundamental solution of the sub-Laplacian. Therefore, an obvious
question to ask is whether one can replace the Carnot-Carathéodory distance with the Ka-
plan distance in the above work. At first glance such a question might seem simple, since
all homogeneous metrics on G are equivalent (see Proposition 3.2.12). However, as we
will see, this is not the case, and there are some fundamental differences between the two
situations.

To make things precise, suppose now that we are working in an H-type group G =

Rn+m equipped with a probability measure

νp(dx) :=
e−αNp(x)

Z
dx, (4.20)

where p ∈ (1,∞), α > 0 and Z =
∫

e−αNp(x)dx is the normalisation constant as usual.
The associated positive self-adjoint operator on L2(νp) is then given by

Tp = −∆G + αpNp−1∇GN · ∇G. (4.21)

The aim now is to gain some spectral information about these operators. We first try to
apply the functional inequality approach of Section 4.4. The key idea there was to pass from
a logarithmic Sobolev inequality to a super-Poincaré inequality. However, we immediately
come up against a problem in the form of Theorem 6.3 from [69]:

Theorem 4.5.1 (Hebisch-Zegarliński). The measure νp on G given by (4.20) with p > 1

satisfies no LSq inequality with q ∈ (1, 2].

Thus we cannot simply follow the proof of Theorem 4.4.7 to conclude that the operator
Tp given by (4.21) has empty essential spectrum. Theorem 4.5.1 illustrates a major differ-
ence in the behaviour of the measures defined with the Carnot-Carathéodory distance and
those defined with the Kaplan distance.

Given that it is not simple to apply the functional inequalities method, we may instead
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try to apply the results of Section 4.3 in the setting of the Heisenberg groupH (in particular
Corollary 4.3.4). However, there is a problem here too. Indeed, for U = αNp, by using
Propositions 3.2.16 and 3.2.17, we can directly calculate that

V (x) :=

(

1

4
|∇HU |2 − 1

2
∆HU

)

(x)

=

(

α2p2

4
N2(p−1)|∇HN |2 − αp(p − 1)

2
Np−2|∇HN |2 − αp

2
Np−1∆HN

)

(x)

=
α2p2

4
N2p−4(x)‖x‖2 −

(

αp(p − 1)

2
+

αp

2
(Q − 1)

)

Np−4(x)‖x‖2,

for x = (w, z) ∈ H\{0} = R2 × R, and where ‖x‖ = |w|. It is then clear that V (x) = 0

for all x = (0, z) ∈ H, so that it is certainly not true that V (x) → ∞ as x → ∞.
In view of these two observations, it seems that the problem of gaining spectral infor-

mation about the operator Tp given by (4.21) is an interesting one. We therefore start by
asking whether such operators have a spectral gap. This question is completely answered
by Theorems 4.5.2 and 4.5.5 below.

Theorem 4.5.2. If p < 2, then the measure νp given by (4.20) does not satisfy a spectral
gap inequality. In particular the operator Tp given by (4.21) does not have a spectral gap,
and hence it does not have empty essential spectrum.

To prove this, we make use of the following lemma, quoted from [69].

Lemma 4.5.3. Let f be a smooth function on G and d the Carnot-Carathéodory distance

as usual. Then at points x0 ∈ G such that (∇Gf)(x0) = 0 we have

|f(x) − f(x0)| ≤ O
(

d2(x, x0)
)

for all x ∈ G.

Proof. Let x, x0 be arbitrary points in G and γ : [0, 1] → G a horizontal curve joining x
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and x0 which realises d(x, x0). Then

|f(x) − f(x0)| ≤
∫ 1

0

∣

∣

∣

∣

d

ds
f(γ(s))

∣

∣

∣

∣

ds

≤
∫ 1

0

|∇Gf(γ(s))| |γ′|ds

≤ |γ| sup
s∈[0,1]

|∇Gf(γ(s))|.

Put r = d(x, x0), and Br(x) = {y ∈ G : d(y, x) ≤ r}. Since |γ| = r, γ(s) ∈ Br(x) for
s ∈ [0, 1], and thus

|f(x) − f(x0)| ≤ r sup
y∈Br(x)

|∇Gf(y)|.

Since f is smooth, the supremum is finite. Now suppose in addition that x0 is such that
(∇Gf)(x0) = 0. By applying the above argument to the components of ∇Gf , it follows
that

sup
y∈Br(x)

|∇Gf(y)| ≤ r sup
y∈Br(x)

|∇G∇Gf(y)|,

so that
|f(x) − f(x0)| ≤ r2 sup

y∈Br(x)
|∇G∇Gf(y)|.

Proof of Theorem 4.5.2. Let p < 2 and suppose for a contradiction that there exists a con-
stant c0 such that

νp(f
2) − (νpf)2 ≤ c0νp|∇Gf |2 (4.22)

for all locally Lipschitz functions f .
Fix x0 = (0, z) ∈ G for z ∈ Rm\{0}. Then |∇GN(x0)| = ‖x0‖

N(x0) = 0 by Proposition
3.2.16, so that ∇GN(x0) = 0. Similarly ∇GN(−x0) = 0. Let r0 > 0 be small enough
so that 0 6∈ Br0(x0) = {y′ ∈ G : d(y′, x0) ≤ r0}. Then N is smooth on Br0(x0), and by
Lemma 4.5.3 there exists a constant C1 such that

|N(y) − N(x0)| ≤ C1r
2
0, (4.23)
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for all y ∈ Br0(x0). The same holds for y ∈ Br0(−x0). We now dilate by a factor of t > 0.
Since N is homogeneous, we have that

|N(y) − N(δt(x0))| = t|N(δt−1(y)) − N(x0)| ≤ C1tr
2
0

for δt−1(y) ∈ Br0(x0) ⇔ y ∈ Btr0(δt(x0)), where the family of dilations (δt)t>0 is given
by Definition 3.2.5. The same holds for y ∈ Btr0(δt(−x0)).

Let r = tr0. We have for y ∈ Br(δt(x0)) or y ∈ Br(δt(−x0))

|Np(y) − Np(δt(x0))| ≤ C2N
p−1(δt(x0)) |N(y) − N(δt(x0))|

≤ C3t
p−1tr2

0 = C3t
pr2

0

for some constants C2, C3, using the mean value theorem. Thus if we take t large enough
so that r0 = t−

p
2 , we have

|Np(y) − Np(δt(x0))| ≤ C3, ∀y ∈ Br(δt(x0)) ∪ Br(δt(−x0)),

so that
∣

∣

∣

∣

e−βNp(y)

e−βNp(δt(x0))

∣

∣

∣

∣

≈ 1 (4.24)

for all y ∈ Br(δt(x0)) ∪ Br(δt(−x0)). Now define

ϕ(y) = max

{

min

{

2 − N(y, δt(x0))

r
, 1

}

, 0

}

− max

{

min

{

2 − N(y, δt(−x0))

r
, 1

}

, 0

}

. (4.25)

Then ϕ is a Lipschitz function supported on balls of radius r centred at δt(x0) and δt(−x0),
which is equal to 1 on balls of radius r/2 around these two points and decays to zero
linearly in between r/2 and r. We can note that by construction, and since the measure νp

is symmetric about the origin,
∫

G

ϕ(y)dνp(y) = 0.
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Applying the spectral gap inequality (4.22) to the function ϕ, then yields
∫

Br(δt(x0))∪Br(δt(−x0))

ϕ2(y)dνp(y) ≤ c0

∫

Br(δt(x0))∪Br(δt(−x0))

|∇Gϕ(y)|2dνp(y). (4.26)

Now, using (4.24), there exist positive constants C4 and C5 such that
∫

Br(δt(x0))∪Br(δt(−x0))

ϕ2(y)dνp(y) ≥ 2

∫

B r
2
(δt(x0))

dνp(y)

≥ C4r
Qe−βtpNp(x0),

and
∫

Br(δt(x0))∪Br(δt(−x0))

|∇Gϕ(y)|2dνp(y) ≤ 2r−2

∫

Br(δt(x0))

dνp(y)

≤ C5r
−2+Qe−βtpNp(x0),

where Q = n + 2m is the homogeneous dimension of the group. Using these estimates in
(4.26) yields

C4 ≤ c0C5r
−2,

where r = tr0 = t1−
p
2 , so that the above equation reads

C4 ≤ c0C5t
p−2.

Since p < 2 and t can be taken arbitrarily large, this is a contradiction.

Remark 4.5.4. Theorem 4.5.2 provides another illustration of a fundamental difference

between the operators Lp defined by (4.11) with the Carnot-Carathéodory distance and
the operators Tp defined by (4.21) with the Kaplan distance. Indeed, with p ∈ (1, 2), by

Theorem 4.4.7 Lp has empty essential spectrum, while Tp does not even have a spectral

gap.
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Theorem 4.5.5. If p ≥ 2, the measure νp given by (4.20) satisfies a q-spectral gap inequal-

ity, i.e. there exists a constant c0 such that

νp|f − νpf |q ≤ c0νp|∇Gf |q

for all locally Lipschitz functions f , where 1
q + 1

p = 1. In particular, for p ≥ 2 the operator

Tp associated to νp given by (4.21) has a spectral gap.

To prove this we adapt the methods of Hebisch and Zegarliński in [69], and proceed
through an intermediate inequality which is similar to the U-bound studied there.

Lemma 4.5.6. For p ≥ 2 there exist constants A, B such that

νp(f
qNp−2‖ · ‖2) ≤ Aνp|∇Gf |q + Bνp|f |q (4.27)

for all locally Lipschitz functions f , where 1
p + 1

q = 1, and ‖x‖ = |w| for x = (w, z) ∈
G = Rn × Rm.

Proof. We can suppose as usual that f ≥ 0 and moreover that f ∈ C∞
0 (G) (since the result

will then follow by an approximation argument). By the Leibniz rule, we can write

(∇Gf)e−αNp
= ∇G

(

fe−αNp)

+ αpfNp−1(∇GN)e−αNp
.

We now take the inner product of both sides of this equation with N
‖x‖∇GN and integrate

over G to arrive at
∫

N

‖x‖
∇GN · ∇Gfe−αNp

dx =

∫

N

‖x‖
∇GN · ∇G

(

fe−αNp)

dx

+ αp

∫

f
Np

‖x‖
|∇GN |2e−αNp

dx.

By the Cauchy-Schwarz inequality, we then have
∫

N

‖x‖|∇GN ||∇Gf |e−αNp
dx

≥
∫

N

‖x‖∇GN · ∇G

(

fe−αNp)

dx + αp

∫

f
Np

‖x‖|∇GN |2e−αNp
dx,
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so that by Proposition 3.2.16 and integration by parts,
∫

|∇Gf |e−αNp
dx ≥

∫

N

‖x‖
∇GN · ∇G

(

fe−αNp)

dx + αp

∫

fNp−2‖x‖e−αNp
dx

= −
∫

f∇G ·
(

N

‖x‖
∇GN

)

e−αNp
dx + αp

∫

fNp−2‖x‖e−αNp
dx.

(4.28)

Note that

∇G ·
(

N

‖x‖
∇GN

)

=
|∇GN |2

‖x‖
+

N

‖x‖
∆GN − N

‖x‖2
∇GN · ∇G‖x‖

=
‖x‖
N2

+ (Q − 1)
‖x‖
N2

− N

‖x‖2
∇GN · ∇G‖x‖. (4.29)

Moreover, denoting x = (w, z) ∈ G and recalling the definitions from Section 3.2,

∇GN · ∇G‖x‖ =
n
∑

i=1

XiNXi‖x‖

=
n
∑

i=1

1

N3

(

|w|2wi + 4
m
∑

k=1

n
∑

j=1

U (k)
ij wjzk

)

× wi

|w|

=
1

N3|w|

(

|w|4 + 4
m
∑

k=1

(

n
∑

i,j=1

U (k)
ij wiwj

)

zk

)

=
|w|3

N3
=

‖x‖3

N3
,

where we have used the fact that U (k) is skew-symmetric for all k ∈ {1, . . . , m}, so that
∑n

i,j=1 U (k)
ij wiwj = 0. Using this in (4.29) yields

∇G ·
(

N

‖x‖∇GN

)

= (Q − 1)
‖x‖
N2

. (4.30)

Putting (4.30) in (4.28) and using the definition of νp then gives

αpνp(fNp−2‖ · ‖) ≤ νp|∇Gf | + (Q − 1)νp

(

f
‖ · ‖
N2

)

.
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Replacing f by f‖ · ‖, we see that

αpνp(fNp−2‖ · ‖2) ≤ νp (‖ · ‖|∇Gf |) + νp (f |∇G‖ · ‖|) + (Q − 1)νp

(

f
‖ · ‖2

N2

)

≤ νp (‖ · ‖|∇Gf |) + Qνp (f) , (4.31)

using the fact that ‖x‖ ≤ N(x) and |∇G‖x‖| = 1. Now, by replacing f by f q with
1
q + 1

p = 1 in (4.31), we then arrive at

αpνp(f
qNp−2‖ · ‖2) ≤ qνp

(

‖ · ‖f q−1|∇Gf |
)

+ Qνp (f q)

≤ 1

εq−1
νp|∇Gf |q +

q

p
ενp (‖ · ‖pf q) + Qνp (f q) ,

for all ε > 0, using Young’s inequality. Thus

αpνp(f
qNp−2‖ · ‖2) ≤ 1

εq−1
νp|∇Gf |q +

q

p
ενp

(

Np−2‖ · ‖2f q
)

+ Qνp (f q) ,

so that, by taking ε < p2

q α, we see that

νp(f
qNp−2‖ · ‖2) ≤ Aνp|∇Gf |q + Bνp (f q) ,

with
A =

1

εq−1(αp − q
pε)

, B =
Q

αp − q
pε

.

We are now in a position to prove Theorem 4.5.5.

Proof of Theorem 4.5.5. First note that

νp|f − νpf |q ≤ 2qνp|f − m|q, (4.32)
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for allm ∈ R. Now, for R > 0 and L > 1,

νp|f − m|q = νp

(

|f − m|q1{‖·‖2Np−2≥R}
)

+ νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≤L}
)

+ νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≥L}
)

. (4.33)

We treat each of the three terms of (4.33) separately.

First term of (4.33): This can be estimated using Lemma 4.5.6. Indeed

νp

(

|f − m|q1{‖·‖2Np−2≥R}
)

≤ 1

R
νp

(

|f − m|qNp−2‖ · ‖2
)

≤ A

R
νp |∇Gf |q +

B

R
νp|f − m|q. (4.34)

Second term of (4.33): We have

νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≤L}
)

≤ νp

(

|f − m|q1{N≤L}
)

=
1

Z

∫

{N≤L}
|f(x) − m|qe−αNp(x)dx

≤ 1

Z

∫

{N≤L}
|f(x) − m|qdx.

Since all homogeneous norms on G are equivalent (see Proposition 3.2.12), we know that
there exist L1, L2 such that

{N ≤ L} ⊂ BL1 := {x ∈ G : d(x) ≤ L1} ⊂ {N ≤ L2},

where d is the Carnot-Carathéodory distance as usual. Choosing

m =
1

|BL1 |

∫

BL1

f(x)dx,
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we then see that by the Poincaré inequality in balls (Theorem 3.2.18),

νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≤L}
)

≤ 1

Z

∫

{N≤L}
|f(x) − m|qdx

≤ 1

Z

∫

{d≤L1}
|f(x) − m|qdx

≤ P0(L1)

Z

∫

{d≤L1}
|∇Gf(x)|qdx

≤ P0(L1)

Z

∫

{N≤L2}
|∇Gf(x)|qdx

≤ P0(L1)

Z
eαLp

2

∫

{N≤L2}
|∇Gf(x)|qe−αNp(x)dx

≤ P0(L1)e
αLp

2νp|∇Gf |q. (4.35)

Third term of (4.33): Set f̄ = f − m and AL,R := {x ∈ G : ‖x‖2 ≤ R, N(x) ≥ L}.
Note that since L > 1 we have

{

x ∈ G : ‖x‖2Np−2(x) ≤ R, N(x) ≥ L
}

⊂ AL,R.

Thus
νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≥L}
)

≤
∫

AL,R

|f̄(x)|qdνp(x).

Recall that we can write x = (w, z) ∈ G for w ∈ Rn and z ∈ Rm. For e ∈ {0, 1}m, set

Se := {x = (w, z) ∈ G : (−1)e1z1 ≥ 0, . . . , (−1)emzm ≥ 0} ,

so that G = ∪e∈{0,1}mSe. The reason for introducing these sets, as we will see, is so that in
a particular Se, the signs of zj for j ∈ {1, . . . , m} are known. By above, we then have

νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≥L}
)

≤
∑

e∈{0,1}m

∫

Se∩AL,R

|f̄(x)|qdνp(x). (4.36)



Chapter 4. Operators on H-type Groups with Discrete Spectra 87

We consider
∫

Se∩AL,R
|f̄(x)|qdνp(x) with e = (0, . . . , 0) (the other cases are similar). Let

h ∈ G be such that ‖h‖ = 2
√

R. Then we may write
∫

Se∩AL,R

|f̄(x)|qdνp(x) ≤ 2q−1

∫

Se∩AL,R

|f̄(x) − f̄(xh)|qdνp(x)

+ 2q−1

∫

Se∩AL,R

|f̄(xh)|qdνp(x). (4.37)

Let γ : [0, t] → G be a horizontal geodesic from 0 to h such that |γ̇(s)| ≤ 1 for s ∈ [0, t].
Then, by Hölder’s inequality,

∫

Se∩AL,R

|f̄(x) − f̄(xh)|qdνp(x) =

∫

Se∩AL,R

∣

∣

∣

∣

∫ t

0

d

ds
f̄(xγ(s))ds

∣

∣

∣

∣

q

dνp(x)

≤ t
q
p

∫ t

0

∫

Se∩AL,R

|∇Gf(xγ(s))|qdνp(x)ds. (4.38)

Using this estimate in (4.37), we arrive at

∫

Se∩AL,R

|f̄(x)|qdνp(x) ≤ 2q−1d
q
p (h)

∫ t

0

∫

Se∩AL,R

|∇Gf(xγ(s))|qdνp(x)ds

+ 2q−1

∫

Se∩AL,R

|f̄(xh)|qdνp(x). (4.39)

Since we have chosen h such that ‖h‖ = 2
√

R, we have for x ∈ AL,R

‖xh‖ ≥ ‖h‖ − ‖x‖ ≥ 2
√

R −
√

R =
√

R. (4.40)

We now claim that, for fixed R, we can choose h depending only on R, with ‖h‖ = 2
√

R

and such that for large enough L

Np(xh) ≤ Np(x), ∀ x ∈ Se ∩ AL,R (4.41)

i.e. translation by h shifts points of Se ∩ AL,R closer to the origin (with respect to the
distance N).
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Proof of claim (4.41): For x = (w, z) ∈ Se ∩ AL,R, we have

‖x‖ = |w| ≤
√

R, N(x) ≥ L, and z1 ≥ 0, . . . zm ≥ 0.

Let h = (2
√

R, 0, . . . , 0, h1, . . . , hm) ∈ G = Rn+m, for h1, . . . , hm only depending on R

to be chosen later. Then, by the definition of the group law (see Theorem 3.2.2),

xh =
(

w1 + 2
√

R, . . . , wn,

z1 + h1 +
√

R

(

n
∑

j=1

U (1)
1j wj

)

, . . . , zm + hm +
√

R

(

n
∑

j=1

U (m)
1j wj

)

)

,

so that

N4(xh) − N4(x)

=
(

(w1 + 2
√

R)2 + w2
2 + . . . w2

n

)2
+ 16

(

z1 + h1 +
√

R

(

n
∑

j=1

U (1)
1j wj

))2

+ · · ·+ 16

(

zm + hm +
√

R

(

n
∑

j=1

U (m)
1j wj

))2

−
(

w2
1 + · · · + w2

n

)2 − 16(z2
1 + · · ·+ z2

m).

After expansion and cancellation, since we are taking x such that ‖x‖ = |w| ≤
√

R, we
can bound all the remaining terms in the above expression that only involve w1, . . . , wn

from above in terms of R. This will leave us with

N4(xh) − N4(x) ≤ K(R) + 32z1

(

h1 +
√

R

(

n
∑

j=1

U (1)
1j wj

))

+ · · ·+ 32zm

(

hm +
√

R

(

n
∑

j=1

U (m)
1j wj

))
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for some constant K depending on R and the matrices U (i) for i ∈ {1, . . . , m}. Now, for
i ∈ {1, . . . , m} let Ki(R) be the constant such that

√
R

∣

∣

∣

∣

∣

n
∑

j=1

U (i)
1j wj

∣

∣

∣

∣

∣

≤ Ki(R)

for all w ∈ Rn such that |w| ≤
√

R (so that Ki also depends on the matrix U (i)). Then,
since zi ≥ 0 for i ∈ {1, . . . , m} by assumption, we have

N4(xh) − N4(x) ≤ K(R) + 32z1 (h1 + K1(R)) + · · ·+ 32zm (hm + Km(R)) .

Let ε > 0, and take hi = −Ki(R) − ε for i ∈ {1, . . . , m}. Then

N4(xh) − N4(x) ≤ K(R) − 32εz1 − · · · − 32εzm. (4.42)

Now, since we are assuming thatN(x) ≥ L and |w| ≤
√

R, it follows that

|z|2 ≥ 1

16
(L4 − R2).

Thus zj ≥ 1
4
√

m(L4 − R2)
1
2 for at least one j ∈ {1, . . . , m}, so that by (4.42) we have

N4(xh) − N4(x) ≤ K(R) − 8ε
1√
m

(L4 − R2)
1
2 . (4.43)

For big enough L the right-hand side of (4.43) is negative, which proves the claim (4.41).

We now use (4.40) and (4.41) to estimate the terms of (4.39). Indeed, using (4.40) we
have that

2q−1

∫

Se∩AL,R

|f̄(xh)|qdνp(x) ≤ 2q−1

R

∫

Se∩AL,R

|f̄(xh)|q‖xh‖2dνp(x)

≤ 2q−1

R(L − N(h))p−2

∫

Se∩AL,R

|f̄(xh)|q‖xh‖2Np−2(xh)dνp(x) (4.44)
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for L large in comparison with N(h). By (4.41) we also have

dνp(x) = Z−1e−αNp(x)dx ≤ Z−1e−αNp(xh)dx = dνp(xh)

on Se ∩ AL,R, so that we can continue (4.44) to see that

2q−1

∫

Se∩AL,R

|f̄(xh)|qdνp(x) (4.45)

≤ 2q−1

R(L − N(h))p−2

∫

Se∩AL,R

|f̄(xh)|q‖xh‖2Np−2(xh)dνp(xh)

≤ 2q−1

R(L − N(h))p−2
νp(|f̄ |q‖ · ‖2Np−2)

≤ 2q−1A

R(L − N(h))p−2
νp|∇Gf |q +

2q−1B

R(L − N(h))p−2
νp|f − m|q (4.46)

where we have used the translational invariance of the Lebesgue measure, and Lemma 4.5.6
again.

For the first term of (4.39), note that there exists a constant K̃ = K̃(h) depending only
on h (and hence only on R) such that

Np(xγ(s)) − Np(x) ≤ K̃(h), ∀x ∈ Se ∩ AL,R, s ∈ [0, t].

This is becauseNp(xγ(s))−Np(x) → 0 asN(x) → ∞ by the mean value theorem. Then

∫ t

0

∫

Se∩AL,R

|∇Gf(xγ(s))|qdνp(x)ds ≤ eK̃(h)

∫ t

0

∫

Se∩AL,R

|∇Gf(xγ(s))|qdνp(xγ(s))ds

≤ d(h)eK̃(h)νp|∇Gf |q. (4.47)

Using (4.47) together with (4.45) in (4.39) yields

∫

Se∩AL,R

|f̄(x)|qdνp(x) ≤ 2q−1

(

d
q
p+1(h)eK̃(h) +

A

R(L − N(h))p−2

)

νp|∇Gf |q

+
2q−1B

R(L − N(h))p−2
νp|f − m|q. (4.48)
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The key point is that the coefficient 2q−1B
R(L−N(h))p−2 can be made as small as we wish by

taking R large enough, provided L remains large in comparison. Although we have done
the calculations for a specific e ∈ {0, 1}m, the same may be done for arbitrary e (with
a different choice of h). Thus, by (4.36), we see that there exist constants C(R, L) and
δ(R, L) such that

νp

(

|f − m|q1{‖·‖2Np−2≤R}1{N≥L}
)

≤ C(R, L)νp|∇Gf |q + δ(L, R)νp|f − m|q, (4.49)

where δ(L, R) may be made as small as we wish by taking L and R large enough. This
completes the estimate of the third term of (4.33).

It remains to insert the estimates (4.34), (4.35) and (4.49) into (4.33). Doing this we
arrive at

νp|f − m|q ≤
(

A

R
+ P0(L1)e

αLp
2 + C(R, L)

)

νp|∇Gf |q +

(

B

R
+ δ(R, L)

)

νp|f − m|q,

where R and L may be taken large enough so that B
R + δ(R, L) < 1. Upon rearrangement,

this inequality, combined with the observation (4.32), proves Theorem 4.5.5.

Remark 4.5.7. Although our current techniques do not allow us to conclude that Tp given
by (4.21) has empty essential spectrum, we conjecture that this will be true for p > 2. This

is a clear direction for further investigation.

Remark 4.5.8. It has recently come to the author’s attention that some similar ideas to
those contained in this chapter have been discussed in [127], where conditions for empty

essential spectrum for hypoelliptic generators are put forward. In particular it is proved

that when µU(dx) = Z−1e−Udx is a probability measure on an H-type group G with

U ∈ C∞(G), and L = −∆G +∇GU ·∇G (so that L is hypoelliptic, positive and symmetric

in L2(µU)), then the condition that

lim inf
ρ→∞

|Lρ| = ∞, (4.50)

for some smooth compact function ρ with |∇Gρ|2 ≤ 1, implies that σess(L) = ∅. However,
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we note that this result is not easily applicable in either of the situations dealt with above:

in the case when U = αdp it is clear that U is not smooth, and in the case when U = αNp,

the obvious choice for ρ is N (cf. Corollary 2.3 of [124]), for which (4.50) does not hold,
since LN(w, z) = 0 for w = 0, z 6= 0.



93

Chapter 5

Logarithmic Sobolev Inequalities on an
Infinite Product of H-type groups

5.1 Introduction

The aim of this chapter is to prove that certain non-trivial Gibbs measures with unbounded
interaction potentials on an infinite product of H-type groups satisfy q-logarithmic Sobolev
inequalities. We consider aD-dimensional lattice, and impose interactions between points
in the lattice described by a potential. Our approach is similar to those described in the
literature where the underlying space is Euclidean (cf. [34, 33, 66, 70, 90, 129, 131, 133,
134]), in that we first prove that each of the single site measures satisfies a q-logarithmic
Sobolev inequality with a constant independent of the boundary conditions, before passing
to infinity using a telescopic expansion argument. However, the methods we use here to
prove that the single site measures satisfy LSq inequalities are necessarily very different
different to those described in the references, since the Γ2 calculus of Bakry and Emery is
not applicable in the setting of H-type groups (see Remark 3.2.4). The alternative methods
we use are strongly motivated by those of Hebisch and Zegarliński in [69], and we similarly
pass through an intermediate inequality of the type studied there. Moreover, our passage
to infinity is also non-standard, since we are interested in general LSq inequalities rather
than just LS2 inequalities. Although this was considered in [32], the case of unbounded
interactions was only hinted at.



5.2 Infinite dimensional setting and main result 94

Throughout this chapter we consider interaction potentials that grow at most quadrat-
ically. However, it may also be asked if similar results can hold when we have potentials
that grow faster than quadratically, and some results in this direction have been recently
obtained by I. Papageorgiou (see [105, 106] and [107]).

The chapter is organised as follows. We first introduce the infinite dimensional setting
with the necessary notation, and then state the main result of the chapter. The proof of the
result can be split into two parts: firstly we state and prove the results for the single site
measures in Section 5.3, before describing the passage to infinity in Section 5.4. We finish
with a similar result for an alternative interaction potential.

Some of the results of this chapter formed part of a joint project with I. Papageorgiou,
and have been published in [80].

5.2 Infinite dimensional setting and main result

The Lattice: Let ZD be the D-dimensional square lattice, for some fixed D ∈ N. We
equip ZD with the l1 lattice metric dist(·, ·), defined by

dist(i, j) :=
D
∑

l=1

|il − jl|

for i = (i1, . . . , iD), j = (j1, . . . , jD) ∈ ZD. For i, j ∈ ZD we will also write

i ∼ j ⇔ dist(i, j) = 1

i.e. i ∼ j when i and j are nearest neighbours in the lattice.
For Λ ⊂ ZD, we will write |Λ| for the cardinality of Λ, and Λ ⊂⊂ ZD when |Λ| < ∞.

The Configuration Space: Let G = Rn+m be an H-type group (as defined in Section
3.2) and let Ω = (G)ZD be the configuration space. We will say that G is the spin space.
We introduce the following notation. Given Λ ⊂ ZD and ω = (ωi)i∈ZD ∈ Ω, let ωΛ :=

(ωi)i∈Λ ∈ GΛ (so that ω 4→ ωΛ is the natural projection of Ω onto GΛ).



Chapter 5. LSq Inequalities in Infinite Dimensions 95

Let f : Ω → R. Then for i ∈ ZD and ω ∈ Ω define fi(·|ω) : G → R by

fi(x|ω) := f(x •i ω)

where the configuration x •i ω ∈ Ω is defined by declaring its i-th coordinate to be equal
to x ∈ G and all the other coordinates coinciding with those of ω ∈ Ω. Let C(l)(Ω), l ∈ N

denote the set of all functions f for which we have fi(·|ω) ∈ C(l)(G) for all i ∈ ZD . For
i ∈ ZD, k ∈ {1, . . . , n} and f ∈ C(1)(Ω), define

Xi,kf(ω) := Xkfi(x|ω)|x=ωi

where X1, . . .Xn are the left-invariant vector fields on G as in (3.13).
Define similarly ∇if(ω) := ∇Gfi(x|ω)|x=ωi and ∆if(ω) := ∆Gfi(x|ω)|x=ωi for suit-

able f , where ∇G and ∆G are the sub-gradient and the sub-Laplacian on G respectively.
For Λ ⊂ ZD, set∇Λf = (∇if)i∈Λ and

|∇Λf |q :=
∑

i∈Λ

|∇if |q.

We will write∇ZD = ∇, since it will not cause any confusion.
Finally, a function f on Ω is said to be localised in a set Λ ⊂ ZD if f is only a function

of those coordinates in Λ.

Local Specification and Gibbs Measure: Let Φ = (φ{i,j}){i,j}⊂ZD,i∼j be a family of C2

functions such that φ{i,j} is localised in {i, j}. Assume that there existsM ∈ (0,∞) such
that ‖φ{i,j}‖∞ ≤ M and ‖∇i∇jφ{i,j}‖∞ ≤ M for all i, j ∈ ZD such that i ∼ j. We say Φ
is a bounded potential of range 1. For ω ∈ Ω, define

Hω
Λ(xΛ) =

∑

{i,j}∩Λ )=∅
i∼j

φ{i,j}(xi, xj)

for xΛ = (xi)i∈Λ ∈ GΛ, where the summation is taken over couples of nearest neighbours
i ∼ j in the lattice with at least one point in Λ, and where xi = ωi for i 6∈ Λ.
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Now let (Eω
Λ)Λ⊂⊂ZD , ω∈Ω be the local specification defined by

E
ω
Λ(dxΛ) =

e−Uω
Λ (xΛ)

∫

e−Uω
Λ (xΛ)dxΛ

dxΛ ≡ e−Uω
Λ (xΛ)

Zω
Λ

dxΛ (5.1)

where dxΛ is the Lebesgue product measure on GΛ and

Uω
Λ (xΛ) = α

∑

i∈Λ

dp(xi) + ε
∑

{i,j}∩Λ )=∅
i∼j

(dσ(xi) + ρdσ(xj))
2 + θHω

Λ(xΛ), (5.2)

for α, σ > 0, ε, ρ, θ ∈ R, and p ≥ 2, where as above xi = ωi for i 6∈ Λ. Here d : G →
[0,∞) is the Carnot-Carathéodory distance onG and

dσ(x) := χσ(x)d(x), ∀x ∈ G,

where χσ is a Lipschitz function given by

χσ(x) :=















1 if d(x) ≥ σ,
2
σd(x) − 1 if σ

2 ≤ d(x) ≤ σ,

0 if d(x) ≤ σ
2 .

We say that the product part of the measure Eω
Λ is e−α

P

i∈Λ dp(xi), whilst the interaction
potential is given by

ε
∑

{i,j}∩Λ )=∅
i∼j

(dσ(xi) + ρdσ(xj))
2 + θHω

Λ(xΛ). (5.3)

Remark 5.2.1. In the case when p = 2, we must assume that ε > − α
2D to ensure that

∫

e−UΛdxΛ < ∞.

We define an infinite volume Gibbs measure ν on Ω to be a solution of the so-called
Dobrushin-Lanford-Ruelle (DLR) equation:

νE
·
Λf = νf
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for all bounded measurable functions f on Ω and Λ ⊂ ZD. The measure ν on Ω has
(Eω

Λ)ω∈Ω,Λ⊂⊂ZD as its finite volume conditional measures.

The main result of this chapter is the following:

Theorem 5.2.2. Let ν be a Gibbs measure corresponding to the local specification defined
by (5.1) and (5.2). Let q be dual to p i.e. 1

p + 1
q = 1 and suppose ερ > 0, with the additional

condition that ε > − α
2D when p = 2. Then there exist ε0, θ0 > 0 such that for |ε| < ε0 and

|θ| < θ0, ν is unique and satisfies an LSq inequality i.e. there exists a constant C such that

ν

(

|f |q log
|f |q

ν|f |q

)

≤ Cν

(

∑

i∈ZD

|∇if |q
)

for all f for which the right-hand side is well defined.

Remark 5.2.3. One might ask why we consider an interaction potential (5.3) involving a
cut-off version of the distance function, dσ. Indeed, in the situation when the underlying

spin space is Euclidean (and where the distance function is now the natural Euclidean one),

the corresponding interaction potential with dσ replaced by d is convex at infinity. By the
Bakry-Emery criterion, one therefore has that the associated single site measures all satisfy

a logarithmic Sobolev inequality with a constant independent of the boundary conditions,

allowing passage to infinity in the same way as in Section 5.4. However, in our setting,

where the spin space is an H-type group, things are more complicated, in that we cannot

use the Bakry-Emery condition. The reason that we take dσ in the interaction potential

is thus a technical one — it will remove the singularity at the origin that will allow our

methods to proceed. While not completely satisfactory, the given interaction potential still

fulfils the main criteria of being unbounded and quadratic.

We briefly mention some consequences of Theorem 5.2.2. The first follows directly
from Proposition 3.1.4.

Corollary 5.2.4. Let ν be as in Theorem 5.2.2. Then ν satisfies the q-spectral gap inequal-
ity. Indeed

ν |f − νf |q ≤ 4C

log 2
ν

(

∑

i∈ZD

|∇if |q
)
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where C is as in Theorem 5.2.2.

The proofs of the next two results follow from Propositions 3.1.5 and 3.1.13 respec-
tively.

Corollary 5.2.5. Let ν be as in Theorem 5.2.2 and suppose f : Ω → R is such that

‖|∇f |q‖∞ < 1. Then

ν
(

eλf
)

≤ exp

{

λν(f) +
C

qq(q − 1)
λq

}

for all λ > 0, where C is as in Theorem 5.2.2. Moreover, by applying Chebyshev’s inequal-

ity, and optimising over λ, we arrive at the following ‘decay of tails’ estimate

ν

{∣

∣

∣

∣

f −
∫

fdν

∣

∣

∣

∣

≥ h

}

≤ 2 exp

{

−(q − 1)p

Cp−1
hp

}

for all h > 0, where 1
p + 1

q = 1.

Corollary 5.2.6. Suppose that our configuration space is actually finite dimensional, so
that we replace ZD by some finite graph G, and Ω = (G)G . Then Theorem 5.2.2 still holds,

and implies that the semigroupPt = etL is ultracontractive, whereL is a Dirichlet operator

satisfying

ν (fLf) = −ν|∇f |2.

Remark 5.2.7. In the above set-up we are only considering interactions of range 1, but our

methods could be generalised to handle interactions of range R.

5.3 Results for the single site measure

The aim of this section is to show that the single site measures

E
ω
{i}(dxi) =: E

ω
i (dxi) =

e−Uω
i (xi)

Zω
i

dxi, i ∈ Z
D,

each satisfy an LSq inequality uniformly on the boundary conditions ω ∈ Ω i.e. with
a constant independent of ω. We will often drop the ω in the notation for convenience.
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As mentioned, the work is strongly motivated by the methods of Hebisch and Zegarliński
described in [69].

Theorem 5.3.1. Suppose (Eω
Λ)Λ⊂⊂ZD,ω∈Ω is the local specification defined by (5.1) and

(5.2). Let 1
q + 1

p = 1, and ερ > 0 with the additional condition that ε > − α
2D when p = 2.

Then there exists a constant c, independent of the boundary conditions ω, such that

E
ω
i

(

|f |q log
|f |q

Eω
i |f |q

)

≤ cEω
i |∇if |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

We first note that it is sufficient to prove Theorem 5.3.1 in the case when θ = 0 (so that
we no longer have the bounded interaction term in (5.2)), since LSq inequalities are stable
under bounded perturbations (see Proposition 3.1.8). Moreover, it is clear that

E
ω
i (dxi) =

e−αdp(xi)−ε
P

j:j∼i(dσ(xi)+ρdσ(ωj))2

∫

e−αdp(xi)−ε
P

j:j∼i(dσ(xi)+ρdσ(ωj))2dxi

=
e−Ũω

i

Z̃ω
i

,

where
Ũω

i (xi) := αdp(xi) + 2Dεd2
σ(xi) + 2ερdσ(xi)

∑

j:j∼i

dσ(ωj)

and Z̃ω
i :=

∫

e−Ũω
i dxi.

The proof of the theorem will be in several steps. We first concentrate on proving some
inequalities of ‘U-bound’ type, which were introduced in [69].

Lemma 5.3.2. Let 1
p + 1

q = 1 and suppose ερ > 0, with the additional condition that

ε > − α
2D when p = 2. Then there exist constants A1, B1 ∈ (0,∞), independent of ω, such

that

E
ω
i

(

|f |q|∇iŨ
ω
i |
)

≤ A1E
ω
i |∇if |q + B1E

ω
i |f |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

Proof. Without loss of generality assume f ≥ 0 (otherwise we can apply the inequality
to the positive and negative parts of f separately). We can also treat f as a function of
the i-th coordinate only, and assume that f ∈ C∞

0 , since the result will then follow by an
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approximation argument. By the Leibniz rule, we have

(∇if)e−Ũi = ∇i(fe−Ũi) + f∇iŨie
−Ũi (5.4)

almost everywhere. Taking the inner product of both sides of (5.4) with χσ
2
∇id yields

∫

G

fχσ
2
∇id · ∇iŨie

−Ũidxi ≤
∫

G

χσ
2
|∇id||∇if |e−Ũidxi −

∫

G

χσ
2
∇id · ∇i

(

fe−Ũi

)

dxi

≤
∫

G

|∇if |e−Ũidxi +

∫

G

f∇i · (χσ
2
∇id)e−Ũidxi,

where we have used Proposition 3.2.16 and integration by parts. Now

∇i · (χσ
2
∇id) = ∇iχσ

2
· ∇id + χσ

2
∆id

=
4

σ
|∇id|21{σ

4 ≤d≤σ
2 } + χσ

2
∆id

≤ 4

σ
1{σ

4 ≤d≤σ
2 } + Kχσ

2

1

d

in the sense of distributions, by Proposition 3.2.17. Thus
∫

G

fχσ
2
∇id · ∇iŨie

−Ũidxi ≤
∫

G

|∇if |e−Ũidxi +
4

σ

∫

G

fe−Ũidxi + K

∫

G

fχσ
2

1

d
e−Ũidxi

≤
∫

G

|∇if |e−Ũidxi +
4

σ
(1 + K)

∫

G

fe−Ũidxi. (5.5)

We now claim that there exist constants a > 0 and b ≥ 0 independent of ω such that

χσ
2
∇id · ∇iŨi ≥ a|∇iŨ | − b (5.6)

almost everywhere. To see this, first note that

χσ
2
∇id · ∇iŨi = pαdp−1χσ

2
+ χσ

2

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

∇id · ∇idσ (5.7)
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almost everywhere. By the definition of dσ, we have

∇id · ∇idσ = |∇id|2χσ +
2

σ
d|∇id|21{σ

2 ≤d≤σ} = χσ +
2

σ
d1{σ

2 ≤d≤σ}

almost everywhere.
Therefore,

χσ
2
∇id · ∇iŨi = pαdp−1χσ

2
+ χσ

2

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

(

χσ +
2

σ
d1{σ

2≤d≤σ}

)

= pαdp−1χσ
2

+

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

≥ pαdp−1χσ
2
− 4D|ε|dχσ

2
− 8D|ε|σ

+ 2ερ
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

, (5.8)

using the fact that 4Dεdσ
(

χσ + 2
σd1{σ

2 ≤d≤σ}

)

≤ 4D|ε|dχσ
2

+ 8D|ε|σ. Now, for p > 2,
we have that for all δ > 0 there exists a constant C(δ) such that d ≤ δdp−1 + C(δ). We can
thus continue (5.8) in this case to see that

χσ
2
∇id · ∇iŨi ≥ (pα − 4δD|ε|)dp−1χσ

2
− 4D|ε|(C(δ) + 2σ)

+ 2ερ
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

.

Taking δ small enough so that pα − 4δD|ε| > 0, and since we are assuming ερ > 0, we
have that

χσ
2
∇id · ∇iŨi ≥ a1

(

dp−1χσ
2

+
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

)

− b1 (5.9)

where
a1 = min {pα − 4δD|ε|, 2ρε} > 0, b1 = 4D|ε|(C(δ) + 2σ).

When p = 2 we assume ε > − α
2D , so that from (5.8) we can see that (5.9) is also valid in
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this case, albeit with adjusted constants.
On the other hand,

|∇iŨi| =

∣

∣

∣

∣

∣

pαdp−1∇id +

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

∇idσ

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

pαdp−1 +

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

(

χσ +
2

σ
d1{σ

2≤d≤σ}

)

∣

∣

∣

∣

∣

≤ pαdp−1 + 12D|ε|d + 2ερ
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2≤d≤σ}

)

≤ (pα + 12D|ε|)dp−1 + 12D|ε|+ 2ερ
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2≤d≤σ}

)

,

using the fact that dσ ≤ d. Now, since dp−1 ≤ dp−1χσ
2

+
(

σ
2

)p−1, we then have that

|∇iŨi| ≤ (pα + 12D|ε|)dp−1χσ
2

+ (pα + 12D|ε|)
(σ

2

)p−1

+ 12D|ε|

+ 2ερ
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

≤ a2

(

dp−1χσ
2

+
∑

j:j∼i

dσ(ωj)

(

χσ +
2

σ
d1{σ

2≤d≤σ}

)

)

+ b2 (5.10)

where

a2 = max {pα + 12D|ε|, 2ερ} > 0, b2 = (pα + 12D|ε|)
(σ

2

)p−1

+ 12D|ε|.

Combining (5.9) and (5.10) proves the claim (5.6). Hence, by (5.5) we have
∫

G

f |∇iŨi|e−Ũidxi ≤
1

a

∫

G

|∇if |e−Ũidxi +
4

aσ
(1 + K + b)

∫

G

fe−Ũidxi.

We can finally replace f by f q in the above, and since |∇if q| = qf q−1|∇if | ≤ |∇if |q +
q
pf

q, the result follows.

Corollary 5.3.3. Let 1
p + 1

q = 1 and suppose ερ > 0, with the additional condition that

ε > − α
2D when p = 2. Then there exist constants A2, B2 ∈ (0,∞), independent of ω, such
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that

E
ω
i (|f |qWω

i ) ≤ A2E
ω
i |∇if |q + B2E

ω
i |f |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω, and whereWω
i is defined by

Wω
i (xi) := dp−1(xi) + 1{d(xi)≥σ

2 }(xi)
∑

j∈ZD:j∼i

dσ(ωj) (5.11)

for xi ∈ G.

Proof. This follows simply by directly inserting estimate (5.9) into (5.5) in the proof of the
above Lemma, before noting that

χσ +
2

σ
d1{σ

2 ≤d≤σ} ≥ 1{d≥σ
2}

and
dp−1χσ

2
≥ dp−1 −

(σ

2

)p−1
.

Lemma 5.3.4. Let 1
p + 1

q = 1 and suppose ερ > 0, with the additional condition that

ε > − α
2D when p = 2. Then there exist constants A3, B3 ∈ (0,∞), independent of ω, such

that

E
ω
i

(

|f |qŨω
i

)

≤ A3E
ω
i |∇if |q + B3E

ω
i |f |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

Proof. The proof of this result is similar to that of Lemma 5.3.2. Once again our starting
point is

(∇if)e−Ũi = ∇i(fe−Ũi) + f∇iŨie
−Ũi ,
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so that by taking the inner product of both sides with d∇id and integrating yields
∫

G

fd∇id · ∇iŨie
−Ũidxi ≤

∫

G

d|∇id||∇if |e−Ũidxi −
∫

G

d∇id · ∇i

(

fe−Ũi

)

dxi

=

∫

G

d|∇if |e−Ũidxi +

∫

G

f∇i · (d∇id)e−Ũidxi

=

∫

G

d|∇if |e−Ũidxi +

∫

G

f(|∇id|2 + d∆id)e−Ũidxi

≤
∫

G

d|∇if |e−Ũidxi + (1 + K)

∫

G

fe−Ũidxi

again using Propositions 3.2.16 and 3.2.17. Replacing f by f q in this inequality, yields
∫

G

f qd∇id · ∇iŨie
−Ũidxi ≤ q

∫

G

df q−1|∇if |e−Ũidxi + (1 + K)

∫

G

f qe−Ũidxi.

Now, by Young’s inequality, we have that

f q−1|∇if | ≤
1

qτd
|∇if |q +

1

p
τp−1dp−1f q

for all τ > 0, so that we then arrive at
∫

G

f qd∇id · ∇iŨie
−Ũidxi ≤

1

τ

∫

G

|∇if |qe−Ũidxi +
q

p
τp−1

∫

G

f qdpe−Ũidxi

+ (1 + K)

∫

G

f qe−Ũidxi (5.12)

for all τ > 0.
We can now calculate that

d∇id · ∇iŨi = pαdp + d

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

(

χσ +
2

σ
d1{σ

2 ≤d≤σ}

)

= pαdp +

(

4Dεd2
σ + 2ερdσ

∑

j:j∼i

dσ(ωj)

)

+

(

4Dεdσ + 2ερ
∑

j:j∼i

dσ(ωj)

)

2

σ
d1{σ

2≤d≤σ}. (5.13)
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For ερ > 0, we therefore have that there exist constants ã1, b̃1 ∈ (0,∞) such that

d∇id · ∇iŨi ≥ ã1

(

dp + dσ
∑

j:j∼i

dσ(ωj)

)

− b̃1 (5.14)

almost everywhere. This is clear if ε > 0, since we can neglect the last term of (5.13) (as it
is positive) and take ã1 = min{pα, 2ερ} and b̃1 = 0.

If ε < 0 and p > 2 then, since d ≥ dσ, and using again the fact that for any δ ∈ (0, 1)

there exists a positive constant C(δ) such that d2 ≤ δdp + C(δ), we have

d∇id · ∇iŨi ≥ pαdp − 4D|ε|d2 + 2ερdσ
∑

j:j∼i

dσ(ωj) − 8D|ε|σ

≥ (pα − 4D|ε|δ)dp + 2ερdσ
∑

j:j∼i

dσ(ωj) − 4D|ε|(C(δ) + 2σ).

Thus, taking δ small enough to ensure that pα − 4D|ε|δ > 0, in (5.14) we can take

ã1 = min{pα − 4D|ε|δ, 2ερ} > 0, b̃1 = 4D|ε|(C(δ) + 2σ) > 0.

In the case p = 2, recall that we must assume ε > − α
2D , and then assertion (5.14) similarly

follows.
Using (5.14) in (5.12) we see that

(

ã1 −
q

p
τp−1

)∫

G

f q

(

dp + dσ
∑

j:j∼i

dσ(ωj)

)

e−Ũidxi

≤ 1

τ

∫

G

|∇if |qe−Ũidxi + (1 + K + b̃1)

∫

G

f qe−Ũidxi, (5.15)

where we may choose τ small enough to ensure that ã1 − q
pτ

p−1 > 0. Finally, we also have
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that

Ũi = αdp + 2Dεd2
σ + 2ερdσ

∑

j:j∼i

dσ(ωj)

≤ ã2

(

dp + dσ
∑

j:j∼i

dσ(ωj)

)

+ b̃2 (5.16)

where
ã2 = max{α + 2D|ε|, 2ερ} > 0, b̃2 = 2D|ε|.

Using (5.16) in (5.15) then yields
∫

G

f qŨie
−Ũidxi ≤ A3

∫

G

|∇if |qe−Ũidxi + B3

∫

G

f qe−Ũidxi,

where
A3 =

ã2

τ
(

ã1 − q
pτ

p−1
) , B3 =

ã2

ã1 − q
pτ

p−1

(

1 + K + b̃1

)

+ b̃2,

as required.

We are now in a position to prove that the single site measures each satisfy a q-spectral
gap inequality, with a constant independent of the boundary conditions ω.

Proposition 5.3.5. Let 1
p + 1

q = 1 and suppose ερ > 0, with the additional condition that

ε > − α
2D when p = 2. Then Eω

i satisfies a q-spectral gap inequality uniformly on the
boundary conditions i.e. there exists a constant c0 ∈ (0,∞), independent of ω, such that

E
ω
i |f − E

ω
i f |q ≤ c0E

ω
i |∇if |q

for locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

Proof. First note that, for all L ≥ 0, we may write

Ei|f − Eif |q = Ei

(

|f − Eif |q1{d≤σ
2 }

)

(5.17)

+ Ei

(

|f − Eif |q1{d≥σ
2 }1{Wi≥L}

)

+ Ei

(

|f − Eif |q1{d≥σ
2 }1{Wi≤L}

)

,
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whereWω
i = dp−1 + 1{d≥σ

2 }
∑

j:j∼i dσ(ωj) is as in Corollary 5.3.3. We will estimate each
term of (5.17) separately, treating f as a function of xi only, by fixing all other coordinates.

Estimate of first term: We have

Ei

(

|f − Eif |q1{d≤σ
2 }

)

≤ 2q
Ei

(

|f − m1|q1{d≤σ
2 }

)

, (5.18)

wherem1 := 1
|{d≤σ

2 }|

∫

d≤σ
2
fdx. Then, using Theorem 3.2.18,

Ei

(

|f − Eif |q1{d≤σ
2 }

)

≤ 2q

Z̃ω
i

∫

{d≤σ
2
}
|f(xi) − m1|qdxi

≤ P0

(σ

2

) 2q

Z̃ω
i

∫

{d≤σ
2 }
|∇if |q(xi)dxi

≤ c1Ei|∇if |q (5.19)

for
c1 = 2qP0

(σ

2

)

eα
σp

2p .

Estimate of second term: By Corollary 5.3.3, we have

Ei

(

|f − Eif |q1{d≥σ
2 }1{Wi≥L}

)

≤ Ei

(

|f − Eif |q1{Wi≥L}
)

≤ 1

L
Ei (|f − Eif |qWi)

≤ A2

L
Ei |∇if |q +

B2

L
Ei |f − Eif |q . (5.20)

Estimate of third term: Set R = L1/(p−1), and recall that BR := {x ∈ G : d(x) ≤ R}.
We have

Ei

(

|f − Eif |q1{d≥σ
2 }1{Wi≤L}

)

≤ 2q
Ei

(

|f − m2|q1{d≥σ
2 }1{Wi≤L}

)

,

form2 := 1
|BR|

∫

BR
f(xi)dxi. Note that, by definition ofWω

i ,

∑

j:j∼i

dσ(ωj) ≤ L and d(xi) ≤ R
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whenever xi is such that d(xi) ≥ σ
2 and W

ω
i (xi) ≤ L. Thus, by making use of Theorem

3.2.18 again, we see that

Ei

(

|f − Eif |q1{d≥σ
2 }1{Wi≤L}

)

≤ 2q
1{

P

j:j∼i dσ(ωj)≤L}Ei (|f − m2|q1BR)

≤ 2q
1{

P

j:j∼i dσ(ωj)≤L}
e2D|ε|R2

Z̃ω
i

∫

BR

|f(xi) − m2|qdxi

≤ 2q
1{

P

j:j∼i dσ(ωj)≤L}P0(R)
e2D|ε|R2

Z̃ω
i

∫

BR

|∇if(xi)|qdxi

≤ 2q
1{

P

j:j∼i dσ(ωj)≤L}P0(R)
e4D|ε|R2+αRp

Z̃ω
i

∫

BR

|∇if(xi)|qe−αdp(xi)−2Dεd2
σ(xi)dxi

≤ c2Ei|∇if |q (5.21)

for
c2 = 2qP0(R)e4D|ε|R2+αRp+2ερRL.

To finish we use the estimates (5.19), (5.20) and (5.21) in (5.17), which yields

Ei|f − Eif |q ≤
(

c1 + c2 +
A2

L

)

Ei|∇if |q +
B2

L
Ei|f − Eif |q

for all L > 0. If we then take L large enough to ensure that B2
L < 1, a rearrangement of

this inequality gives the result.

We can now prove Theorem 5.3.1 :

Proof of Theorem 5.3.1 . Our starting point is the classical Sobolev inequality on H-type
groups for the Lebesgue measure: there exists a t > 0 such that

(
∫

G

|f |1+tdxi

)
1

1+t

≤ a

∫

G

|∇if |dxi + b

∫

G

|f |dxi (5.22)

for some constants a, b ∈ (0,∞). Indeed, by Theorem 3.2.19 we may take t such that
1 + t = Q

Q−1 where Q is the homogeneous dimension of G. Once again, without loss of
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generality we may assume that f ≥ 0. Suppose also that Ei(f q) = 1. Now, if we set

g ≡ f qe−Ũi

Z̃i

,

then
Ei(f

q log f q) =

∫

G

g log gdxi + Ei(f
qŨi) + log Z̃i. (5.23)

Now by Jensen’s inequality
∫

G

g log gdxi =
1

t

∫

G

g log gtdxi

≤ 1 + t

t
log

(
∫

G

g1+tdxi

)
1

1+t

≤ 1 + t

t

(∫

G

g1+tdxi

)
1

1+t

≤ a(1 + t)

t

∫

G

|∇ig|dxi +
1 + t

t
b,

where we have used the classical Sobolev inequality (5.22) and the elementary inequality
log x ≤ x. Hence by (5.23)

Ei(f
q log f q) ≤ a(1 + t)

t

∫

∣

∣

∣

∣

∣

∇i

(

f qe−Ũi

Z̃i

)∣

∣

∣

∣

∣

dxi + Ei(f
qŨi) +

1 + t

t
b + log Z̃i

≤ a(1 + t)

t
Ei(qf

q−1|∇if |) +
a(1 + t)

t
Ei(f

q|∇iŨi|) + Ei(f
qŨi)

+
1 + t

t
b + log Z̃i

≤ a(1 + t)

t
Ei|∇if |q +

a(1 + t)

t
Ei(f

q|∇iŨi|) + Ei(f
qŨi)

+
1 + t

t
b +

aq(1 + t)

pt
+ log Z̃i, (5.24)

where we have used Young’s inequality i.e. qf q−1|∇if | ≤ |∇if |q + (q/p)f q. Note that,
since ερ > 0, we have that Z̃ω

i ≤ C1 for some constant C1 ∈ (0,∞) independent of ω. We
also recognise that the second and third terms in (5.24) can be bounded by Lemmas 5.3.2
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and 5.3.4 respectively. Using these bounds allows us to conclude that

Ei(f
q log f q) ≤ C2Ei|∇if |q + C3 (5.25)

where

C2 =
a(1 + t)

t
(1 + A1) + A3, C3 =

a(1 + t)

t
B1 + B3 +

1 + t

t
b +

aq(1 + t)

pt
+ C1.

Replacing f q by fq

Eifq in (5.25) gives

Ei

(

f q log
f q

Eif q

)

≤ C2Ei|∇if |q + C3Ei(f
q), (5.26)

so that Eω
i satisfies the defective q-logarithmic Sobolev inequality, DLSq, with constants

independent of the boundary conditions.
Since we also have that Ei satisfies an SGq inequality with constant independent of

the boundary conditions (Proposition 5.3.5), we can finally apply the Rothaus argument
(Proposition 3.1.7) to conclude that there exists a constant c, independent of ω, such that

Ei

(

f q log
f q

Eif q

)

≤ cEi|∇if |q,

which proves Theorem 5.3.1 .

5.4 Passage to infinite dimensions

In this section we show how to pass from the uniform LSq inequality for the single site
measures Eω

i to the LSq inequality for the corresponding Gibbs measure ν on the entire
configuration space Ω = (G)ZD . As mentioned in the introduction to this chapter, in the
more standard case when q = 2 this problem has been thoroughly investigated, whilst the
procedure for the case q < 2 with unbounded interactions has only been hinted at (see
[32]). It is for this reason that we describe the argument here in detail, which is primarily
based on ideas introduced in [133] and [134].

We work in greater generality than is required for Theorem 5.2.2 , though the results of
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Section 5.3 show that in the specific case where the local specification is defined by (5.1)
and (5.2), the hypotheses (H0) and (H1) below are satisfied. Theorem 5.2.2 then follows
from Theorem 5.4.1 (see Corollary 5.4.2 below).

Consider a local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by

E
ω
Λ(dxΛ) =

e−
P

i∈Λ ϕ(xi)−
P

{i,j}∩Λ'=∅,i∼j JijV (xi,xj)dxΛ
Zω
Λ

, (5.27)

where Zω
Λ is the normalisation factor and the summation is taken over couples of nearest

neighbours i ∼ j in the lattice with at least one point in Λ and where xi = ωi for i 6∈ Λ,
as before. Thus the product part of the measure Eω

Λ is e−
P

i∈Λ ϕ(xi), while the interaction
potential is given by

∑

{i,j}∩Λ )=∅,i∼j JijV (xi, xj).
We suppose that |Jij| ≤ J0 for all i, j and some J0 > 0. Moreover, as above, we

suppose that ν is a Gibbs measure corresponding to this local specification i.e. ν is a
solution to the DLR equation

νE
·
Λf = νf (5.28)

for all bounded measurable functions f on Ω and Λ ⊂ ZD.

We will work with the following hypotheses:

(H0): The one-dimensional single site measure Eω
i satisfies LSq with a constant c which is

independent of the boundary conditions ω, for all i ∈ ZD and ω ∈ Ω.

(H1): There exists a constant M̃ ∈ (0,∞) such that

‖∇i∇jV (xi, xj)‖∞ ≤ M̃

uniformly in i and j.

Theorem 5.4.1. Suppose the local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by (5.27) satisfies

(H0) and (H1). Then, for sufficiently small J0, the corresponding infinite dimensional
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Gibbs measure ν is unique and satisfies the LSq inequality

ν

(

|f |q log
|f |q

ν|f |q

)

≤ Cν

(

∑

i∈ZD

|∇if |q
)

for some positive constant C and all f for which the right-hand side is well-defined.

Corollary 5.4.2. Theorem 5.2.2 holds

Proof. In the setting of Theorem 5.2.2, we have ϕ(xi) = αdp(xi) and

V (xi, xj) = (dσ(xi) + ρdσ(xj))
2 + φ{i,j}(xi, xj)

for α, σ > 0, ρ ∈ R and p ≥ 2. By Theorem 5.3.1 (H0) holds. It thus remains to check
(H1):

|∇i∇jV (xi, xj)| ≤ 2|ρ| |∇idσ(xi) · ∇jdσ(xj)| +
∣

∣∇i∇jφ{i,j}(xi, xj)
∣

∣

≤ 18|ρ| + M,

by our assumptions on the potential Φ and since |∇idσ| ≤ 3. Hence Theorem 5.2.2 follows
from an application of Theorem 5.4.1.

The proof of Theorem 5.4.1 will rely on several lemmata, which we prove in the fol-
lowing subsection.

5.4.1 Lemmata

Define the following sets

Γ0 = (0, 0) ∪ {j ∈ Z
D : dist(j, (0, 0)) = 2m for some m ∈ N},

Γ1 = Z
D

! Γ0.

where dist(·, ·) is as in Section 5.2 . Note that dist(i, j) > 1 for all i 6= j in Γk, and
Γ0 ∩ Γ1 = ∅. Moreover ZD = Γ0 ∪ Γ1. As above, for the sake of notation, we will write
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EΓk
= Eω

Γk
for k = 0, 1. We will also define

P := EΓ1EΓ0 .

Lemma 5.4.3. Suppose the local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by (5.27) satisfies

(H0) and (H1). Then, for sufficiently small J0, there exist constantsK1 > 0 and η1 ∈ (0, 1)

such that

ν |∇Γk
(EΓl

f)|q ≤ K1ν |∇Γk
f |q + η1ν |∇Γl

f |q

for k, l ∈ {0, 1} such that k 6= l.

Proof. For convenience, suppose k = 1 and l = 0. The case k = 0, l = 1 follows similarly.
Define {∼ i} := {j : j ∼ i}. By construction, the measure EΓ0 is actually a product
measure. This is because interactions only occur between nearest neighbours of the lattice,
and all points in Γ0 are at least a distance 2 apart. We can then write EΓ0 = EΓ0\{∼i}E{∼i}

for any i ∈ Γ1, so that

I := ν |∇Γ1(EΓ0f)|q = ν
∑

i∈Γ1

|∇i(EΓ0f)|q

= ν
∑

i∈Γ1

∣

∣∇i(EΓ0\{∼i}E{∼i}f)
∣

∣

q

= ν
∑

i∈Γ1

∣

∣EΓ0\{∼i}∇i(E{∼i}f)
∣

∣

q ≤ ν
∑

i∈Γ1

∣

∣∇i(E{∼i}f)
∣

∣

q
,

where we have used Jensen’s inequality and the DLR equation (5.28). Note that in the third
line we can bring the sub-gradient inside the first expectation because EΓ0\{∼i} does not
depend on the ith coordinate. Continuing the above, and using the explicit form of E{∼i}

given by (5.27), we can then calculate that

I ≤ ν
∑

i∈Γ1

∣

∣∇i(E{∼i}f)
∣

∣

q

≤ 2q−1ν
∑

i∈Γ1

∣

∣E{∼i}∇if
∣

∣

q
+ 2q−1Jq

0 (2D)
q
p ν
∑

i∈Γ1

∑

j∈{∼i}

∣

∣E{∼i}
(

f V̄ij

)∣

∣

q (5.29)
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where 1
p + 1

q = 1 as usual, and we have denoted Vij(xi, xj) := ∇iV (xi, xj) and

V̄ij = Vij − E{∼i}Vij.

Then

I ≤ 2q−1ν
∑

i∈Γ1

E{∼i} |∇if |q + 2q−1Jq
0 (2D)

q
p ν
∑

i∈Γ1

∑

j∈{∼i}

∣

∣E{∼i}
(

(f − E{∼i}f)V̄ij

)∣

∣

q

≤ 2q−1ν
∑

i∈Γ1

E{∼i} |∇if |q

+ 2q−1Jq
0 (2D)

q
p ν
∑

i∈Γ1

E{∼i}
∣

∣f − E{∼i}f
∣

∣

q
∑

j∈{∼i}

(

E{∼i}
∣

∣V̄ij

∣

∣

p)q/p (5.30)

using Hölder’s inequality and the fact that E{∼i}V̄ij = 0 for j ∈ {∼ i}. As already noted,
no interactions occur between points of the set {∼ i}, so that the measure Eω

{∼i} is a product
measure i.e. Eω

{∼i} = ⊗j∈{∼i}E
ω
j . Moreover, by (H0), all measures Eω

j , j ∈ {∼ i} satisfy
the LSq inequality with a constant c uniformly on the boundary conditions. Therefore,
since the LSq inequality is stable under tensorisation (see Proposition 3.1.9), we have that
the product measure Eω

{∼i} also satisfies the LSq inequality with the same constant c. By
Proposition 3.1.4, it follows that Eω

{∼i} satisfies a q-spectral gap inequality with constant
c0 = 4c

log 2 i.e.
E{∼i}

∣

∣f − E{∼i}f
∣

∣

q ≤ c0E{∼i}
∣

∣∇{∼i}f
∣

∣

q
. (5.31)

By Proposition 3.1.11, since q < p, we also have that there exists a constant c̃0 such that
for any j ∈ {∼ i}

E{∼i}
∣

∣V̄ij

∣

∣

p
= Ej

∣

∣V̄ij

∣

∣

p
= Ej |Vij − EjVij |p

≤ c̃0Ej |∇jVij |p

≤ c̃0Ej |∇j∇iV (xi, xj)|p ≤ c̃0M̃
p (5.32)

by (H1).
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If we combine (5.30), (5.31) and (5.32) we obtain

ν |∇Γ1(EΓ0f)|q ≤ 2q−1ν

(

∑

i∈Γ1

E{∼i} |∇if |q
)

+ 2q−1c0(c̃0)
q/p(2D)1+q/pM̃ qJq

0ν

(

∑

i∈Γ1

E{∼i}
∣

∣∇{∼i}f
∣

∣

q

)

≤ 2q−1ν

(

∑

i∈Γ1

|∇if |q
)

+ 2q−1c0(c̃0)
q/p(2D)2+q/pM̃ qJq

0ν

(

∑

i∈Γ0

|∇if |q
)

.

Therefore, choosing J0 sufficiently small so that 2q−1c0(c̃0)q/p(2D)2+q/pM̃ qJq
0 < 1, we see

that
ν |∇Γ1(EΓ0f)|q ≤ K1ν |∇Γ1f |

q + η1ν |∇Γ0f |
q

withK1 = 2q−1 and η1 = 2q−1c0(c̃0)q/p(2D)2+q/pM̃ qJq
0 < 1, as required.

Lemma 5.4.4. Suppose the local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by (5.27) satisfies

(H0) and (H1). Define Vij(xi, xj) := ∇iV (xi, xj), as in the proof of Lemma 5.4.3. Then

there exists a constant κ, independent of the boundary conditions, such that

|E{∼i} (|f |q;Vij) | ≤
(

E{∼i}|f |q
)

1
p
(

κE{∼i}
∣

∣∇{∼i}f
∣

∣

q) 1
q

for all i ∈ ZD and j ∈ {∼ i}, where 1
p + 1

q = 1 and E{∼i}(g; h) := E{∼i}(gh) −
E{∼i}(g)E{∼i}(h) for any functions g, h.

Proof. Without loss of generality, we may suppose that f ≥ 0. Let Ê{∼i} be an isomorphic
copy of E{∼i}. Then for i ∈ ZD and j ∈ {∼ i} we have

E{∼i}(f
q;Vij) =

1

2
E{∼i} ⊗ Ê{∼i}

((

f q − f̂ q
)

(Vij − V̂ij)
)

=
1

2
E{∼i} ⊗ Ê{∼i}

[(
∫ 1

0

d

ds
F q

s ds

)

(

Vij − V̂ij

)

]
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where Fs = sf + (1 − s)f̂ for s ∈ [0, 1]. Then

|E{∼i}(f
q;Vij)| =

q

2

∣

∣

∣

∣

E{∼i} ⊗ Ê{∼i}

[(
∫ 1

0

F q−1
s ds

)

(

f − f̂
)(

Vi − V̂ij

)

]∣

∣

∣

∣

≤ q

2

{

E{∼i} ⊗ Ê{∼i}

(∫ 1

0

F q−1
s ds

)p} 1
p

×
{

E{∼i} ⊗ Ê{∼i}

∣

∣

∣
f − f̂

∣

∣

∣

q ∣
∣

∣
Vij − V̂ij

∣

∣

∣

q} 1
q
. (5.33)

Now by Jensen’s inequality and convexity of the function y 4→ yq we have

{

E{∼i} ⊗ Ê{∼i}

(
∫ 1

0

F q−1
s ds

)p} 1
p

≤
{
∫ 1

0

E{∼i} ⊗ Ê{∼i}F
q
s ds

}

1
p

≤
{
∫ 1

0

E{∼i} ⊗ Ê{∼i}

(

sf q + (1 − s)f̂ q
)

ds

}

1
p

=
(

E{∼i}f
q
)

1
p . (5.34)

Moreover,

E{∼i} ⊗ Ê{∼i}

∣

∣

∣
f − f̂

∣

∣

∣

q ∣
∣

∣
Vij − V̂ij

∣

∣

∣

q
(5.35)

≤ 2q
E{∼i} ⊗ Ê{∼i}

∣

∣f − E{∼i}f
∣

∣

q
∣

∣

∣
Vij − V̂ij

∣

∣

∣

q
.

Recalling the relative entropy inequality from Lemma 3.1.3, we have that ∀τ > 0

E{∼i} ⊗ Ê{∼i}

∣

∣

∣
f − f̂

∣

∣

∣

q ∣
∣

∣
Vij − V̂ij

∣

∣

∣

q

≤ 2q

τ
E{∼i}

∣

∣f − E{∼i}f
∣

∣

q
log E{∼i} ⊗ Ê{∼i}

(

eτ |Vij−V̂ij |q
)

+
2q

τ
E{∼i}

(

∣

∣f − E{∼i}f
∣

∣

q
log

∣

∣f − E{∼i}f
∣

∣

q

E{∼i}
∣

∣f − E{∼i}f
∣

∣

q

)

. (5.36)

Now, since both (H0) and (H1) are satisfied, we can apply Corollary 3.1.6 to see that
there exists a constant Θ > 0 independent of ω such that

E{∼i} ⊗ Ê{∼i}

(

eτ |Vij−V̂ij |q
)

= Ej ⊗ Êj

(

eτ |Vij−V̂ij |q
)

≤ Θ
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for sufficiently small τ . Indeed, let G = Vij − V̂ij, so that Ej ⊗ Êj(G) = 0. Then

|∇jG| + |∇̂jG| ≤ 2 ‖∇jVij‖∞ = 2‖∇j∇iV (xi, xj)‖∞ ≤ 2M̃.

Thus by Corollary 3.1.6, we have that

Ej ⊗ Êj

(

eτ |Vij−V̂ij |q
)

≤ eτEj ⊗ Êj

(

eτ |Vij−V̂ij |p
)

≤ Θ

for τ sufficiently small and where Θ depends only on M̃ and c. We can also use (H0) to
bound the second term of (5.36). Altogether this gives

E{∼i} ⊗ Ê{∼i}

∣

∣

∣
f − f̂

∣

∣

∣

q ∣
∣

∣
Vij − V̂ij

∣

∣

∣

q
≤ 2q log Θ

τ
E{∼i}

∣

∣f − E{∼i}f
∣

∣

q

+
2qc

τ
E{∼i}

∣

∣∇{∼i}f
∣

∣

q

≤ 2q

τ
(c0 log Θ + c) E{∼i}

∣

∣∇{∼i}f
∣

∣

q
, (5.37)

where c0 = 4c
log 2 , by Proposition 3.1.4 once again.

Putting estimates (5.34) and (5.37) into (5.33) we see that

E{∼i}(f
q;Vij) ≤

(

E{∼i}f
q
)

1
p

(

qq

τ
(c0 logΘ + c)E{∼i}

∣

∣∇{∼i}f
∣

∣

q
)

1
q

,

which gives the desired result.

Lemma 5.4.5. Suppose the local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by (5.27) satisfies

(H0) and (H1). Then, for sufficiently small J0, there exist constantsK2 > 0 and η2 ∈ (0, 1)

such that

ν
∣

∣

∣
∇Γk

(EΓl
|f |q)

1
q

∣

∣

∣

q

≤ K2ν |∇Γk
f |q + ην2 |∇Γl

f |q

for k, l ∈ {0, 1}, k 6= l.

Proof. Again we may suppose f ≥ 0. For k = 1, l = 0 (the other case is similar), we can
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write

ν
∣

∣

∣
∇Γ1(EΓ0f

q)
1
q

∣

∣

∣

q
≤ ν

∑

i∈Γ1

∣

∣

∣
∇i(E{∼i}f

q)
1
q

∣

∣

∣

q

= ν
∑

i∈Γ1

1

qq
(E{∼i}f

q)−
q
p
∣

∣∇i(E{∼i}f
q)
∣

∣

q
. (5.38)

We will compute the terms in the sum on the right-hand side of (5.38). For i ∈ Γ1, we
have

∇i(E{∼i}f
q) = q(E{∼i}f

q−1∇if) −
∑

j∈{∼i}

Ji,jE{∼i} (f q;∇iV (xi, xj))

⇒
∣

∣∇i(E{∼i}f
q)
∣

∣ ≤ q
(

E{∼i}f
q
)1/p (

E{∼i}|∇if |q
)1/q

+ J0

∑

j∈{∼i}

∣

∣E{∼i} (f q;Vij)
∣

∣

where Vij(xi, xj) = ∇iV (xi, xj) as above, so that

∣

∣∇i(E{∼i}f
q)
∣

∣

q ≤ 2q−1qq
(

E{∼i}f
q
)

q
p
(

E{∼i}|∇if |q
)

+ 2q−1(2D)
q
p Jq

0

∑

j∈{∼i}

∣

∣E{∼i} (f q;Vij)
∣

∣

q
.

We can use Lemma 5.4.4 to bound the correlation in the second term. Indeed, this gives

∣

∣∇i(E{∼i}f
q)
∣

∣

q ≤ 2q−1
(

E{∼i}f
q
)

q
p

(

qq
E{∼i}|∇if |q + κ(2D)

q
p+1Jq

0E{∼i}
∣

∣∇{∼i}f
∣

∣

q
)

.

Using this in (5.38) yields

ν
∣

∣

∣
∇Γ1(EΓ0f

q)
1
q

∣

∣

∣

q
≤ 2q−1ν

∑

i∈Γ1

(

E{∼i}|∇if |q +
κ

qq
(2D)

q
p+1Jq

0E{∼i}
∣

∣∇{∼i}f
∣

∣

q
)

= 2q−1ν |∇Γ1f |
q +

2q−1κ

qq
(2D)

q
p+1Jq

0ν
∑

i∈Γ1

∣

∣∇{∼i}f
∣

∣

q

= 2q−1ν |∇Γ1f |
q +

2q−1κ

qq
(2D)

q
p+2Jq

0ν |∇Γ0f |
q .
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Finally, taking J0 such that 2q−1κ
qq (2D)

q
p+2Jq

0 < 1 we see that

ν
∣

∣

∣
∇Γ1(EΓ0f

q)
1
q

∣

∣

∣

q
≤ K2ν |∇Γ1f |

q + η2ν |∇Γ0f |
q ,

whereK2 = 2q−1 and η2 = 2q−1κ
qq (2D)

q
p+2Jq

0 < 1, as required.

Lemma 5.4.6. Suppose the local specification (Eω
Λ)Λ⊂⊂ZD,ω∈Ω defined by (5.27) satisfies

(H0) and (H1). Then, for sufficiently small J0, Pnf converges ν-almost everywhere to νf ,

where we recall that P = EΓ1EΓ0 . In particular, ν is unique.

Proof. We will follow the argument given in Chapter 5 of [66]. We have

ν |f − EΓ1EΓ0f |
q ≤ 2q−1νEΓ0 |f − EΓ0f |

q + 2q−1νEΓ1 |EΓ0f − EΓ1EΓ0f |
q

≤ 2q−1c0ν |∇Γ0f |
q + 2q−1c0ν |∇Γ1(EΓ0f)|q ,

since by (H0) and Proposition 3.1.9 both the measures EΓ0 and EΓ1 satisfy the SGq in-
equality with constant c0 = 4c

log 2 independent of the boundary conditions. For sufficiently
small J0, we may use Lemma 5.4.3, which yields

ν |f − EΓ1EΓ0f |
q ≤ 2q−1c0ν |∇Γ0f |

q + 2q−1c0(K1ν |∇Γ1f |
q + η1ν |∇Γ0f |

q).

From the last inequality we obtain that for any n ∈ N,

ν
∣

∣Pnf −Pn+1f
∣

∣

q ≤ 2q−1c0ν |∇Γ0Pnf |q + 2q−1c0η1ν |∇Γ0Pnf |q

= 2q−1c0(1 + η1)ν |∇Γ0Pnf |q ,

using the fact thatPnf does not depend on coordinates inΓ1 by definition, so that∇Γ1Pnf =

0. By repeated applications of Lemma 5.4.3 we see that,

ν
∣

∣Pnf −Pn+1f
∣

∣

q ≤ 2q−1c0(1 + η1)η
2n−1
1 ν |∇Γ1EΓ0f |

q

≤ 2q−1c0(1 + η1)η
2n−1
1 (K1ν |∇Γ1f |

q + η1ν |∇Γ0f |
q) .

Since η1 < 1, this clearly tends to zero as n → ∞, so that the sequence {Pnf}n∈N is
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Cauchy in Lq(ν). Moreover, for all ε > 0, we have

∞
∑

n=1

ν
{∣

∣Pn − Pn+1f
∣

∣ ≥ ε
}

≤ 1

εq

∞
∑

n=1

ν
∣

∣Pnf − Pn+1f
∣

∣

q

≤ 2q−1c0

εq
(1 + η1) (K1ν|∇Γ1f |q + η1ν|∇Γ0f |q)

∞
∑

n=1

η2n−1
1

< ∞,

again since η1 < 1. Thus by the Borel-Cantelli lemma, the sequence {Pnf}n∈N is conver-
gent ν-almost surely. We can similarly show that {|∇Pnf |}n∈N

converges to zero almost
surely. Thus

{Pnf}n∈N

converges ν-a.s. to a constant, so that the limit of Pnf − νPnf = Pnf − νf is identical to
zero.

5.4.2 Proof of Theorem 5.4.1

Recall that we want to extend theLSq inequality from the single-site measures to the Gibbs
measure corresponding to the local specification (Eω

Λ)Λ⊂⊂ZD ,ω∈Ω.
Again without loss of generality, suppose f ≥ 0. We can write

ν

(

f q log
f q

νf q

)

=νEΓ0

(

f q log
f q

EΓ0f q

)

+ νEΓ1

(

EΓ0f
q log

EΓ0f
q

EΓ1EΓ0f q

)

+ ν (EΓ1EΓ0f
q log EΓ1EΓ0f

q) − ν (f q log νf q) . (5.39)

As already noted, since the measures EΓ0 and EΓ1 are product measures, by (H0) we know
that they both satisfy an LSq inequality with constant c independent of the boundary con-
ditions. Using this fact in (5.39) yields
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ν

(

f q log
f q

νf q

)

≤ cν(EΓ0 |∇Γ0f |
q) + cνEΓ1

∣

∣

∣
∇Γ1(EΓ0f

q)
1
q

∣

∣

∣

q

+ ν (Pf q logPf q) − ν (f q log νf q) . (5.40)

For the third term of (5.40) we can similarly write

ν (Pf q logPf q) = νEΓ0

(

Pf q log
Pf q

EΓ0Pf q

)

+ νEΓ1

(

EΓ0Pf q log
EΓ0Pf q

EΓ1EΓ0Pf q

)

+ ν (EΓ1EΓ0Pf q log EΓ1EΓ0Pf q) .

If we use again the LSq inequality for the measures EΓk
(k = 0, 1) we get

ν (Pf q logPf q) ≤ cν
∣

∣

∣
∇Γ0(Pf q)

1
q

∣

∣

∣

q
+cν

∣

∣

∣
∇Γ1(EΓ0Pf q)

1
q

∣

∣

∣

q
+ν

(

P2f q logP2f q
)

. (5.41)

Working similarly for the last term ν (P2f q logP2f q) of (5.41) and inductively for any
term ν(Pkf q logPkf q), then, by combining this observation with (5.40), after n steps we
see that

ν

(

f q log
f q

νf q

)

≤ c
n−1
∑

k=0

ν
∣

∣

∣
∇Γ0(Pkf q)

1
q

∣

∣

∣

q

+ c
n−1
∑

k=0

ν
∣

∣

∣
∇Γ1(EΓ0Pkf q)

1
q

∣

∣

∣

q

+ ν (Pnf q logPnf q) − ν (f q log νf q) . (5.42)

In order to deal with the first and second term on the right-hand side of (5.42) we will
use Lemma 5.4.5. Indeed, using the bound given there we have, for any k ∈ N,

ν
∣

∣

∣
∇Γ0(Pkf q)

1
q

∣

∣

∣

q
= ν

∣

∣

∣
∇Γ0(EΓ1EΓ0Pk−1f q)

1
q

∣

∣

∣

q

≤ K2ν
∣

∣

∣
∇Γ0(EΓ0Pk−1f q)

1
q

∣

∣

∣

q
+ η2ν

∣

∣

∣
∇Γ1(EΓ0Pk−1f q)

1
q

∣

∣

∣

q

= η2ν
∣

∣

∣
∇Γ1(EΓ0Pk−1f q)

1
q

∣

∣

∣

q

≤ η2
2ν
∣

∣

∣
∇Γ0(Pk−1f q)

1
q

∣

∣

∣

q
.
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We can iterate this inequality to see that

ν
∣

∣

∣
∇Γ0(Pkf q)

1
q

∣

∣

∣

q
≤ η2

2ν
∣

∣

∣
∇Γ0(Pk−1f q)

1
q

∣

∣

∣

q

≤ η2k−1
2 ν

∣

∣

∣
∇Γ0(EΓ0f

q)
1
q

∣

∣

∣

q

≤ η2k−1
2 K2ν |∇Γ1f |

q + η2k
2 ν |∇Γ0f |

q , (5.43)

where the last line follows from a final application of Lemma 5.4.5. Similarly,

ν
∣

∣

∣
∇Γ1(EΓ0Pkf q)

1
q

∣

∣

∣

q
≤ η2k

2 K2ν |∇Γ1f |
q + η2k+1

2 ν |∇Γ0f |
q . (5.44)

Using (5.43) and (5.44) in (5.42) yields

ν

(

f q log
f q

νf q

)

≤ cK2

(

η−1
2 + 1

)

(

n−1
∑

k=0

η2k
2

)

ν |∇Γ1f |
q

+ c (1 + η2)

(

n−1
∑

k=0

η2k
2

)

ν |∇Γ0f |
q

+ ν (Pnf q logPnf q) − ν(f q log νf q). (5.45)

By Lemma 5.4.6 we have that limn→∞Pnf q = νf q, ν − a.s. Therefore, taking the limit as
n → ∞ in (5.45) yields

ν

(

f q log
f q

νf q

)

≤ cK2

(

1

η2
+ 1

)

K3ν |∇Γ1f |
q + c(1 + η2)K3ν |∇Γ0f |

q ,

whereK3 =
∑∞

k=0 η2k = 1
1−η2 for η2 < 1. Hence

ν

(

f q log
f q

νf q

)

≤ Cν|∇f |q

for C = max
{

cK2

(

1
η2

+ 1
)

K3, c(1 + η2)K3

}

, which completes the proof.
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5.5 An alternative interaction potential

The purpose of this section is to show that we may work with a local specification defined
with an alternative interaction potential to the one considered in Section 5.2, and prove a
similar result. To be specific, suppose we are again in the situation of Section 5.2, withΩ =

(G)ZD for some H-type group G, but now consider a local specification (Eω
Λ)Λ⊂⊂ZD, ω∈Ω

given by

E
ω
Λ(dxΛ) =

e−Uω
Λ (xΛ)

Zω
Λ

dxΛ (5.46)

with
Uω
Λ (xΛ) = α

∑

i∈Λ

dp(xi) + ε
∑

{i,j}∩Λ )=∅
i∼j

d(xix
−1
j ), (5.47)

for α > 0, p ≥ 2, ε ∈ R, and where xi = ωi for i 6∈ Λ and d : G → [0,∞) is the
Carnot-Carathéodory distance as usual.

Remark 5.5.1. Given the results of the preceding sections, we would actually like to be
able to include quadratic interactions in (5.47), of the form

∑

{i,j}∩Λ )=∅
i∼j

d2(xix
−1
j ).

However, it seems that this case is more delicate, and the methods below cannot easily

handle it. We therefore restrict ourselves to linear interactions of this form, but keep the

quadratic case in mind as interesting avenue of further study.

Remark 5.5.2. It should be noted that, in exactly the same way as above, we may also
include a small bounded interaction term θHω

Λ in (5.47) without affecting the validity of
any of the following results.

The result we prove is the following:

Theorem 5.5.3. Let ν be a Gibbs measure corresponding to the local specification defined
by (5.46) and (5.47). Let q be dual to p i.e. 1

p + 1
q = 1. Then there exists an ε0 > 0 such

that for |ε| < ε0, ν is unique and satisfies an LSq inequality i.e. there exists a constant C
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such that

ν

(

|f |q log
|f |q
ν|f |q

)

≤ Cν

(

∑

i∈ZD

|∇if |q
)

for all f for which the right-hand side is well defined.

The work to be done here involves showing that the single site measures Eω
i satisfy

an LSq inequality with a constant independent of the boundary conditions i.e. that (H0)
of Section 5.4 is satisfied. This is because the passage to infinity can be achieved in very
similar way to the one described in Section 5.4. Indeed, the proofs in that section can
actually be simplified somewhat, because now we have V (xi, xj) = d(xix

−1
j ) so that

|∇iV (xi, xj)| ≤ 1

for all i, j ∈ ZD i.e. the first derivative of the interaction potential is uniformly bounded.
Then, wherever the condition (H1) is needed in the arguments of Section 5.4, we may use
instead this observation.

Thus it is sufficient to prove the following.

Theorem 5.5.4. Suppose (Eω
Λ)Λ⊂⊂ZD , ω∈Ω is given by (5.46) and (5.47), and let 1

q + 1
p = 1.

Then there exists a constant c, independent of the boundary conditions ω ∈ Ω, such that

E
ω
i

(

|f |q log
|f |q

Eω
i |f |q

)

≤ cEω
i |∇if |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

The route to proving this result will be similar to that of Theorem 5.3.1, in that it will
be in three steps: ‘U-bound + SGq ⇒ LSq’. To prove the necessary intermediate results
we will explicitly make use of the results of Section 3.2.5, together with some perturbation
techniques.

Lemma 5.5.5. Suppose (Eω
Λ)Λ⊂⊂ZD, ω∈Ω is given by (5.46) and (5.47), and let 1

q + 1
p = 1.

Then there exist constants A, B ∈ (0,∞), independent of ω, such that

E
ω
i (|f |qdp) ≤ AE

ω
i |∇if |q + BE

ω
i |f |q
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for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

Proof. As usual we can suppose f ≥ 0. By part (i) of Theorem 3.2.20 there exist constants
Ã and B̃ such that
∫

G

f q(xi)d
p(xi)e

−αdp(xi)dxi ≤ Ã

∫

G

|∇if |q(xi)e
−αdp(xi)dxi + B̃

∫

G

f q(xi)e
−αdp(xi)dxi

for all locally Lipschitz functions. Replacing f in the above with

f(xi)e
− ε

q

P

j:j∼i d(xiω
−1
j )

yields

E
ω
i (f qdp) ≤ 2q−1ÃE

ω
i |∇if |q +

(

22q−1|ε|qDq

qq
+ B̃

)

E
ω
i |f |q,

where we have used the fact that
∑

j:j∼i |∇id(xiω
−1
j )| ≤ 2D almost everywhere, by Propo-

sition 3.2.16. Thus we can take A = 2q−1Ã and B =
(

22q−1|ε|qDq

qq + B̃
)

, and the lemma is
proved.

Lemma 5.5.6. There exist constants a1, a2 ∈ (0,∞), independent of ω, such that

a1e
−2D|ε|d(xi) ≤ e−ε

P

j:j∼i d(xiω
−1
j )

Zω
i

≤ a2e
2D|ε|d(xi)

for all xi ∈ G, i ∈ ZD and ω ∈ Ω.

Proof. First suppose that ε < 0. Then by definition,

e−ε
P

j:j∼i d(xiω
−1
j )

Zω
i

=
e−ε

P

j:j∼i d(xiω
−1
j )

∫

e−αdp(xi)−ε
P

j:j∼i d(xiω
−1
j )dxi

≥ e−ε
P

j:j∼i(d(ωj)−d(xi))

∫

e−αdp(xi)−ε
P

j:j∼i(d(xi)+d(ωj))dxi

=
e2Dεd(xi)

∫

e−αdp(xi)−2Dεd(xi)dxi
,
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so that the lower bound is proved with a−1
1 =

∫

e−αdp(xi)+2D|ε|d(xi)dxi < ∞. Similarly

e−ε
P

j:j∼i d(xiω
−1
j )

Zω
i

≤ e−ε
P

j:j∼i(d(ωj)+d(xi))

∫

e−αdp(xi)−ε
P

j:j∼i(d(ωj)−d(xi))dxi

=
e−2Dεd(xi)

∫

e−αdp(xi)+2Dεd(xi)dxi
,

so that a−1
2 =

∫

e−αdp(xi)−2D|ε|d(xi)dxi. The case when ε > 0 is similar.

Lemma 5.5.7. Suppose (Eω
Λ)Λ⊂⊂ZD, ω∈Ω is given by (5.46) and (5.47), and let 1

q + 1
p = 1.

Then Eω
i satisfies an SGq inequality uniformly on the boundary conditions i.e. there exists

a constant c0, independent of ω, such that

E
ω
i |f − E

ω
i f |q ≤ c0E

ω
i |∇if |q

for all locally Lipschitz f , i ∈ ZD and ω ∈ Ω.

Proof. Again we follow [69]. We have

E
ω
i |f − E

ω
i f |q ≤ 2q

E
ω
i |f − m|q (5.48)

for allm ∈ R. Now for all L > 0,

E
ω
i |f − m|q = E

ω
i |f − m|q 1{d≤L} + E

ω
i |f − m|q 1{d≥L}. (5.49)

By Lemma 5.5.6, for the first term we have

E
ω
i |f − m|q 1{d≤L} =

∫

{d≤L}
|f(xi) − m|q e−αdp(xi)−ε

P

j:j∼i d(xiω
−1
j )

Zω
i

dxi

≤ a2e
2D|ε|L

∫

BL

|f(xi) − m|qdxi,

where BL = {xi ∈ G : d(xi) ≤ L}. Taking m = |BL|−1
∫

BL
f(xi)dxi, we can continue



Chapter 5. LSq Inequalities in Infinite Dimensions 127

this using Theorem 3.2.18, which yields

E
ω
i |f − m|q 1{d≤L} = a2e

2D|ε|LP0(L)

∫

BL

|∇if(xi)|qdxi

≤ a2a
−1
1 e4D|ε|L+αLp

P0(L)Eω
i |∇if |q, (5.50)

where again we have used Lemma 5.5.6. For the second term of (5.49), we can write

E
ω
i |f − m|q 1{d≥L} ≤

1

Lp
E
ω
i (dp |f − m|q) (5.51)

≤ A

Lp
E
ω
i |∇if |q +

B

Lp
E
ω
i |f − m|q, (5.52)

using Lemma 5.5.5. Putting estimates (5.50) and (5.51) in (5.49) yields

E
ω
i |f − m|q ≤

(

a2a
−1
1 e4D|ε|L+αLp

P0(L) +
A

Lp

)

E
ω
i |∇if |q +

B

Lp
E
ω
i |f − m|q.

Taking L large enough so that B/Lp < 1, rearranging and combining with (5.48) then
yields the result.

Proof of Theorem 5.5.4. Again we can suppose f ≥ 0. By part (i) of Theorem 3.2.23, we
have that there exists a constant c̃ such that

∫

f q log

(

f q

∫

f qZ−1e−αdpdxi

)

Z−1e−αdp
dxi ≤ c̃

∫

|∇if |qZ−1e−αdp
dxi

for all suitable locally Lipschitz functions f , and where Z =
∫

e−αdp
dxi. We can then

replace f in the above by

f(xi)e
− ε

q

P

j:j∼i d(xiω
−1
j )Z

1
q (Zω

i )−
1
q ,

which yields

E
ω
i

(

f q log
f q

Eω
i f q

)

+ E
ω
i

(

f q log
(

e−ε
P

j:j∼i d(xiω
−1
j )Z(Zω

i )−1
))

≤ 2q−1c̃Eω
i |∇if |q + 22q−1c̃

|ε|qDq

qq
E
ω
i (f q)
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so that

E
ω
i

(

f q log
f q

Eω
i f q

)

≤ ãE
ω
i |∇if |q + b̃Eω

i (f q) + E
ω
i

(

f q log
Zω

i

e−ε
P

j:j∼i d(xiω
−1
j )

)

, (5.53)

where ã = 2q−1 and b̃ = 22q−1c̃ |ε|qDq

qq − log Z. We now note that by Lemma 5.5.6,

Zω
i

e−ε
P

j:j∼i d(xiω
−1
j )

≤ a−1
1 e2D|ε|d(xi).

Using this in (5.53) then yields

E
ω
i

(

f q log
f q

Eω
i f q

)

≤ ãE
ω
i |∇if |q +

(

b̃ − log a1

)

E
ω
i (f q) + 2D|ε|Eω

i (df q)

≤ ãE
ω
i |∇if |q +

(

b̃ − log a1 + 2D|ε|
)

E
ω
i (f q) + 2D|ε|Eω

i (dpf q)

≤ (ã + 2D|ε|A)E
ω
i |∇if |q +

(

b̃ − log a1 + 2D|ε|(B + 1)
)

E
ω
i (f q),

using Lemma 5.5.5. Thus Eω
i satisfies a defective DLSq inequality, with constants inde-

pendent of the boundary conditions. To complete the proof we can tighten the inequality
using Proposition 3.1.7 in conjunction with Lemma 5.5.7.
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Chapter 6

Ergodicity for Infinite Particle Systems
with Locally Conserved Quantities

6.1 Introduction

In this chapter we present some results obtained as part of a joint research project with
M. Neklyudov and B. Zegarliński. We treat it as a stand-alone chapter, since the setting
and methods used here are quite different to those of the preceding chapters. Having said
that, we do still maintain the central theme of this monograph, in that we continue to study
generators given by sums of non-commuting degenerate vector fields. Indeed, here we will
be concerned with the long-time behaviour of a class of Markov semigroups (Pt)t≥0 whose
generators are defined in Hörmander form as follows:

L =
∑

i

X
2
i ,

where theXi’s form the aforementioned family of degenerate non-commuting vector fields.
In the above chapters we have concentrated on the case when L has been defined in terms
of the natural fields on H-type groups, which satisfy Hörmander’s condition; here the scene
is different, in that we investigate a situation when the family of fields is infinite and a
commutator of any order does not remove degeneration. Functional inequalities will again
play a major role, as we aim to determine the behaviour of these generators and their
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associated semigroups.
In particular, we will be interested in the situation when we have “locally conserved

quantities”, that is when any operator given by

LΛ ≡
∑

i∈Λ

X
2
i ,

where the sum is over a finite set of indices, has a non-trivial set of harmonic functions,
while for the full generator this is not the case (at least formally). To model such a situation
we consider an infinite product space and fields of the following form

Xi,j = ∂iV (x)∂j − ∂jV (x)∂i,

with ∂i denoting the partial derivative with respect to the i-th coordinate and ∂iV (x) indi-
cating some polynomial coefficients.

Generators of a similar type appear in the study of dissipative dynamics in which certain
quantities are preserved — see for example [21, 23] and [58], where systems of harmonic
oscillators perturbed by noise are considered. A further example of a physical model very
closely related to our setup is the heat conduction model discussed in [22] and [60]. For
more information in this direction, in particular in connection with an effort to explain the
so-called Fourier law of heat conduction, we refer to a comprehensive review [37], as well
as [36] and the references therein.

The classical approach to studying the asymptotic behaviour of conservative reversible
interacting particle systems employs either functional inequalities together with some spe-
cial norm-bound of the semigroup (see for instance [24, 25] and [83]), or some kind of
approximation of the dynamics by finite dimensional ones, together with sharp estimates
of their spectral gaps ([81, 85]). The approach we take is quite different, in the sense that we
do not use any approximation techniques, but rather exploit the structure of the Lie algebra
generated by the corresponding vector fields to derive the necessary estimates directly.

One other motivation to study the semigroup (Pt)t≥0 associated to this particular gener-
ator comes from the fact that, since V is formally conserved under the action of Pt, we can
see that there is a family of invariant measures formally given by “e−V

r dx” for all r > 0. On
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the one hand, the semigroup (Pt)t≥0 is quite simple, since we can calculate many quantities
we are interested in directly. On the other hand, standard methods from interacting particle
theory [93, 95] do not help because they require some type of strong non-degeneracy condi-
tion such as Hörmander’s condition. Another difficulty stems from the intrinsic difference
between the infinite dimensional case we consider, and the finite dimensional case i.e. the
case when V depends on only a finite number of variables, and instead of the lattice we use
its truncation with a periodic boundary condition. Indeed, in the finite dimensional case we
can notice that V is a non-trivial fixed point for Pt, and therefore the semigroup is strictly
not ergodic1. This reasoning turns out to be incorrect in the infinite dimensional case. The
situation here is more subtle because the expression V is only formal (and would be equal
to infinity on the support set of the invariant measure).

Our goal is to give a detailed study of the case when the coefficients of the fields are
linear, and to show that the system is ergodic with polynomial rate of convergence.

The chapter is organised as follows. In Section 6.2 we introduce the basic notation and
state an infinite system of stochastic differential equations of interest to us. In Section 6.3
we show the existence of a mild solution to this system, and continue in Section 6.4 by iden-
tifying a family of non-trivial invariant measures. Because of the special non-commutative
features of the fields and the form of the generator, this is slightly more cumbersome than
otherwise. Section 6.5 provides a certain characterisation of invariant Sobolev-type sub-
spaces, while Section 6.6 is devoted to the demonstration of the ergodicity of the system
with polynomial rate of convergence. We conclude with a section in which we use previ-
ously obtained information to derive Liggett-Nash-type inequalities.

Throughout this chapter we will make use of the theory of stochastic differential equa-
tions in Hilbert spaces, as outlined in [109]. For the sake of completeness we include a
very brief description of some of the basic ideas in Appendix A, though [109] should be
referred to for the details.

1Recall that the semigroup Pt = etL is ergodic in L2(µ), where µ is an invariant measure, if and only if
Lu = 0 for u ∈ D(L) ⇒ u is constant — see for example Proposition 2.3 of [4]
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6.2 Setting

As in Chapter 5, let ZD be the D-dimensional square lattice for some fixed D ∈ N,
equipped with the l1 lattice metric dist(·, ·) defined by

dist(i, j) := |i − j|1 ≡
D
∑

l=1

|il − jl|

for i = (i1, . . . , iD), j = (j1, . . . , jD) ∈ ZD. As before, for i, j ∈ ZD we will write i ∼ j

whenever dist(i, j) = 1, i.e. when i and j are neighbours in the lattice.
Let Ω = (R)ZD and define the Hilbert spaces

Eα :=

{

x ∈ Ω : |x|2Eα
:=

∑

i∈ZD

x2
i e

−α|i|1 < ∞
}

for α > 0, and

H :=

{

(h(1), . . . , h(D)) ∈ ΩD : |(h(1), . . . , h(D))|2H :=
∑

i∈ZD

D
∑

k=1

(

h(k)
i

)2
< ∞

}

,

with inner products given by

〈x, y〉Eα :=
∑

i∈ZD

xiyie
−α|i|1

for x, y ∈ Eα and

〈(g(1), . . . , g(D)), (h(1), . . . , h(D))〉H :=
∑

i∈ZD

D
∑

k=1

g(k)
i h(k)

i

for (g(1), . . . , g(D)), (h(1), . . . , h(D)) ∈ H respectively.
Let µG be a Gaussian probability measure on (Eα,B(Eα)) with mean zero and covari-

ance G (see Appendix A). We assume that the inverse G−1 of the covariance is of finite
range i.e.

Mi,j := G
−1
i,j = 0 if dist(i, j) > R,
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for some R > 0, and that |Mi,j| ≤ M for all i, j ∈ ZD.
We are now in a position to describe the system we are going to consider. Indeed, let

W =
{(

W (1), . . . , W (D)
)}

be a cylindrical Wiener process inH (see Appendix A).
We introduce the following notation: for i = (i1, . . . , iD) ∈ ZD and k ∈ {1, . . . , D}

define
i±(k) := (i1, . . . , ik−1, ik ± 1, ik+1, . . . , iD).

We also define, for x ∈ Eα, i ∈ ZD,

Vi(x) :=
∑

j∈ZD

xiMi,jxj ,

which is a finite sum sinceMi,j = 0 if dist(i, j) > R, and for all finite subsets Λ ⊂ ZD set

VΛ(x) :=
∑

i∈Λ

Vi(x).

Using the formal expression
V (x) :=

1

2

∑

i∈ZD

Vi(x),

it will be convenient to simplify the notation for ∂iVi as follows

∂iV (x) =
1

2
∂i





∑

j,l∈ZD

xjMj,lxl



 ≡
∑

j∈ZD

Mi,jxj = ∂iVi.

We consider the following system of Stratonovich SDEs:

dYi(t) =
D
∑

k=1

(

∂i−(k)V (Y (t)) ◦ dW (k)
i−(k)(t) − ∂i+(k)V (Y (t)) ◦ dW (k)

i (t)
)

(6.1)

for i ∈ ZD and t ≥ 0.

Remark 6.2.1. We consider a system of Stratonovich rather than Itô SDEs, since we are
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trying to write down a system that has a particular generator. As outlined in [16], it is

more concise to do this in terms of Stratonovich SDEs. However, in the next section we

confirm that this system does indeed give rise to the desired generator, by converting to Itô

integrals, and rigorously describe what we mean by a solution.

6.3 Existence of a mild solution

In this section we show that the system (6.1) has a mild solution Y (t) taking values in the
Hilbert space Eα. The first step is to write the system in Itô form. To this end, we have

dYi(t) =
D
∑

k=1

(

∂i−(k)V (Y (t))dW (k)
i−(k)(t) − ∂i+(k)V (Y (t))dW (k)

i (t)
)

+
1

2

D
∑

k=1

(

d
[

∂i−(k)V (Y (·)), W (k)
i−(k)(·)

]

t
− d

[

∂i+(k)V (Y (·)), W (k)
i (·)

]

t

)

(6.2)

for all i ∈ ZD and t ≥ 0, where [·, ·]t is the quadratic covariation process, as introduced in
Appendix A.

Hence, by Itô’s formula,

[

∂i−(k)V (Y (·)), W (k)
i−(k)(·)

]

t
=





∑

j∈ZD

∫ ·

0

∂j∂i−(k)V (Y (s))dYj(s),

∫ ·

0

dW (k)
i−(k)(s)





t

=
∑

j∈ZD

[
∫ ·

0

∂j∂i−(k)V (Y (s))∂j−(k)V (Y (s))dW (k)
j−(k)(s),

∫ ·

0

dW (k)
i−(k)(s)

]

t

−
∑

j∈ZD

[
∫ ·

0

∂j∂i−(k)V (Y (s))∂j+(k)V (Y (s))dW (k)
j (s),

∫ ·

0

dW (k)
i−(k)(s)

]

t

=

∫ t

0

∂2
i,i−(k)V (Y (s))∂i−(k)V (Y (s))ds −

∫ t

0

∂2
i−(k)V (Y (s))∂iV (Y (s))ds
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for all i ∈ ZD. By a similar calculation, and using this in (6.2), we see that

dYi(t) =
D
∑

k=1

(

∂i−(k)V (Y (t))dW (k)
i−(k)(t) − ∂i+(k)V (Y (t))dW (k)

i (t)
)

− 1

2

D
∑

k=1

{(

∂2
i−(k)V (Y (t)) + ∂2

i+(k)V (Y (t))
)

∂iV (Y (t))

− ∂2
i,i−(k)V (Y (t))∂i−(k)V (Y (t)) − ∂2

i,i+(k)V (Y (t))∂i+(k)V (Y (t))
}

dt

(6.3)

for all i ∈ ZD.
Recall now that ∂jV (x) =

∑

l∈ZD Mj,lxl for all j ∈ ZD so that ∂2
i,jV (x) = Mi,j,

∀i, j ∈ ZD. Thus the system (6.3) can be written as

dYi(t) =
D
∑

k=1

(

∂i−(k)V (Y (t))dW (k)
i−(k)(t) − ∂i+(k)V (Y (t))dW (k)

i (t)
)

− 1

2

D
∑

k=1

{

(

Mi−(k),i−(k) + Mi+(k),i+(k)

)

∂iV (Y (t))

− Mi,i−(k)∂i−(k)V (Y (t)) −Mi,i+(k)∂i+(k)V (Y (t))
}

dt (6.4)

for all i ∈ ZD and t ≥ 0.
We now claim that we can write this system in operator form:

dY (t) = AY (t)dt + B(Y (t))dW (t), (6.5)

whereA is a bounded linear mapping from Eα to Eα given by

(Ax)i :=
D
∑

k=1

a(k)
i (x), i ∈ Z

D, (6.6)
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with

a(k)
i (x) = −1

2

{

(

Mi−(k),i−(k) + Mi+(k),i+(k)

)

∑

l∈ZD

Ml,ixl

− Mi,i−(k)

∑

l∈ZD

Ml,i−(k)xl − Mi,i+(k)

∑

l∈ZD

Ml,i+(k)xl

}

, (6.7)

and where B : Eα → LHS(H, Eα)2 is a bounded linear operator given by

(

B(x)(h(1), . . . , h(D))
)

i
:=

D
∑

k=1

(

∂i−(k)V (x)h(k)
i−(k) − ∂i+(k)V (x)h(k)

i

)

(6.8)

for x ∈ Eα, (h(1), . . . , h(D)) ∈ H and i ∈ ZD.
Indeed, the fact that A : Eα → Eα is a bounded linear operator follows from the

assumption that the constantsMi,j are uniformly bounded by a constantM . To show that
B is bounded from Eα to LHS(H, Eα), first define, for i ∈ ZD, e(i) ∈ Ω by

(e(i))j :=







1 if j = i,

0 otherwise,

and for i ∈ ZD, k ∈ {1, . . . , D}, let fk
i be the element inH given by

fk
i := (0, . . . , 0, e(i), 0, . . . , 0),

where the e(i) occurs in the k-th coordinate. Then

{

fk
i : i ∈ Z

D, k ∈ {1, . . . , D}
}

2We denote by LHS(H, Eα) the space of all Hilbert-Schmidt operators from H to Eα, where we recall
that an operator L : H → Eα is Hilbert-Schmidt if

∑

i∈I ‖Lgi‖2
Eα

< ∞ for an orthonormal basis {gi : i ∈
I} ofH .
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is an orthonormal basis forH . Let x ∈ Eα. Then

‖B(x)‖2
HS =

∑

i∈ZD

D
∑

k=1

∣

∣B(x)(fk
i )
∣

∣

2

Eα
.

Now by definition

(

B(x)(fk
i )
)

j
= ∂j−(k)V (x) (e(i))j−(k) − ∂j+(k)V (x)(e(i))j ,

so that

∣

∣B(x)(fk
i )
∣

∣

2

Eα
=
∑

j∈ZD

(

∂j−(k)V (x) (e(i))j−(k) − ∂j+(k)V (x)(e(i))j

)2
e−α|j|1

= (∂iV (x))2 e−α|i+(k)|1 +
(

∂i+(k)V (x)
)2

e−α|i|1

=





∑

l:|l−i|1≤R

Mi,lxl





2

e−α|i+(k)|1 +





∑

l:|l−i+(k)|1≤R

Mi+(k),lxl





2

e−α|i|1

≤ C









∑

l:|l−i|1≤R

x2
l



 e−α|i+(k)|1 +





∑

l:|l−i+(k)|1≤R

x2
l



 e−α|i|1





≤ Ceα









∑

l:|l−i|1≤R

x2
l



 e−α|i|1 +





∑

l:|l−i+(k)|1≤R

x2
l



 e−α|i+(k)|1





≤ Ce(R+1)α









∑

l:|l−i|1≤R

x2
l e

−α|l|1



+





∑

l:|l−i+(k)|1≤R

x2
l e

−α|l|1









where C = (2R + 1)DM2. Thus

‖B(x)‖HS =
∑

i∈ZD

D
∑

k=1

∣

∣B(x)(fk
i )
∣

∣

2

Eα

≤ Ce(R+1)α
D
∑

k=1

∑

i∈ZD









∑

l:|l−i|1≤R

x2
l e

−α|l|1



+





∑

l:|l−i+(k)|1≤R

x2
l e

−α|l|1









= 2D(2R + 1)DCe(R+1)α|x|2Eα
,
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which proves our claim thatB is bounded from Eα to LHS(H, Eα).
We then have the following existence theorem.

Proposition 6.3.1. Consider the stochastic evolution equation

dY (t) = AY (t)dt + B(Y (t))dW (t), Y0 = x ∈ Eα, t ≥ 0, (6.9)

where A and B are given by (6.6) and (6.8) respectively, and (W (t))t≥0 is a cylindrical

Wiener process in H . This equation has a mild solution (Y (t))t≥0 (see Appendix A) taking

values in Eα, which is unique up to processes satisfying

P

(
∫ T

0

|Y (s)|Eαds < ∞
)

= 1, (6.10)

for all T > 0. Moreover, (Y (t))t≥0 has a continuous modification, and is a strong Markov

process.

Proof. We have shown above that A : Eα → Eα is a bounded linear operator, so that it
is the infinitesimal generator of a strongly continuous semigroup3 (St)t≥0 on Eα. Indeed,
A can be thought of as a bounded linear perturbation of 0, which is trivially the generator
of a strongly continuous semigroup. We have also shown that B : Eα → LHS(H, Eα) is
bounded. Hence the result follows immediately from Theorem A.4.1 of Appendix A.

Lemma 6.3.2. The mild solution (Y (t))t≥0 to (6.9) solves the martingale problem for the

operator

L =
1

4

∑

i∈ZD

∑

j∈ZD:j∼i

(∂iV (x)∂j − ∂jV (x)∂i)
2.

Proof. By Itô’s formula, we have for any suitable function f ,

f(Y (t)) = f(Y (0)) +
∑

i∈ZD

∫ t

0

∂if(Y (s))dYi(s)

+
1

2

∑

i,j∈ZD

∫ t

0

∂2
i,jf(Y (s))d [Yi, Yj]s . (6.11)

3A semigroup (Pt)t≥0 on a Banach space B is strongly continuous if limt→0 |Ptf − f |B = 0 for all
f ∈ B.
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We can then calculate from (6.3) that

d[Yi, Yj]t :=























−∂iV (Y (t))∂i−(k)V (Y (t))dt if j = i−(k),
∑D

k=1

{

(

∂i−(k)V (Y (t))
)2

+
(

∂i+(k)V (Y (t))
)2
}

dt if j = i,

−∂iV (Y (t))∂i+(k)V (Y (t))dt if j = i−(k),

so that

∑

i,j∈ZD

∫ t

0

∂2
i,jf(Y (s))d [Yi, Yj]s

=
∑

i∈ZD

∫ t

0

∂2
i f(Y (s))

D
∑

k=1

{

(

∂i−(k)V (Y (t))
)2

+
(

∂i+(k)V (Y (t))
)2
}

dt

− 2
D
∑

k=1

∑

i∈ZD

∫ t

0

∂2
i,i−(k)f(Y (s))∂iV (Y (t))∂i−(k)V (Y (t))dt.

Thus, if we set

L =
1

2

∑

i∈ZD

D
∑

k=1

{

(

∂i−(k)V (x)
)2

+
(

∂i+(k)V (x)
)2
}

∂2
i

−
∑

i∈ZD

D
∑

k=1

∂iV (x)∂i−(k)V (x)∂2
i,i−(k)

− 1

2

∑

i∈ZD

D
∑

k=1

{(

∂2
i−(k)V (x) + ∂2

i+(k)V (x)
)

∂iV (x)

− ∂2
i,i−(k)V (x)∂i−(k)V (x) − ∂2

i,i+(k)V (x)∂i+(k)V (x)
}

∂i,

by combining (6.3) with (6.11) we see that

E [f(Y (t)) − f(Y (0)) − Lf(Y (t))] = 0

i.e. f(Y (t))− f(Y (0))−Lf(Y (t)) is a martingale, or equivalently, that L is the generator
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of our system. One can then check by direct calculation that we have

L =
1

4

∑

i∈ZD

∑

j∈ZD:j∼i

(∂iV (x)∂j − ∂jV (x)∂i)
2 .

For n ∈ {0, 1, . . .}, let UCn
b ≡ UCn

b (Eα), α > 0 denote the set of all functions which
are uniformly continuous and bounded, together with their Fréchet derivatives up to order
n.

Corollary 6.3.3. The semigroup (Pt)t≥0 acting on UCb(Eα) corresponding to the system

(6.9) is Feller 4 and can be represented by the formula

Ptf(·) = Ef (Y (t, ·)) , t ≥ 0,

where Y (t, x) is a mild solution to the system (6.9) with initial condition x ∈ Eα.

Proof. This result is standard and follows immediately from Theorems 9.14 and 9.16 of
[109].

Example 6.3.4. Suppose that, for all i ∈ ZD,

Mi,i = 1, Mi,j = 0 if i 6= j.

Then ∂iV (x) = xi, and the system (6.9) becomes

dYi(t) = −
D
∑

k=1

Yi(t)dt +
D
∑

k=1

(

Yi−(k)(t)dW (k)
i−(k)(t) − Yi+(k)(t)dW (k)

i (t)
)

for all i ∈ ZD, which has generator

L =
1

4

∑

i∈ZD

∑

j∈ZD:j∼i

(xi∂j − xj∂i)
2 . (6.12)

4Recall that a semigroup (Pt)t≥0 on UCb(Eα) is Feller if (Pt)t≥0 is strongly continuous and such that
0 ≤ f ≤ 1 ⇒ 0 ≤ Ptf ≤ 1.
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In this case the Gaussian measure µG on Eα is the product Gaussian measure.

As mentioned, very closely related generators are considered in the physical models for

heat conduction described in [21, 22, 23, 58] and [60]. A related model is also considered

in [42]. However, there are some major differences between the system considered there

and the one we investigate. Indeed, in [42] Hörmander’s condition is assumed to be sat-

isfied, and the system is finite dimensional. Moreover, it is shown that there is a unique

invariant measure for the system they investigate, which as we will see, is not the case in
our set-up.

Remark 6.3.5. Let (ri,j, θi,j) be polar coordinates in the plane (xi, xj). Then

∂

∂θi,j
= xi∂j − xj∂i.

Therefore in Example 6.3.4

L =
1

4

∑

i∈ZD

∑

j∈ZD:j∼i

∂2

∂θ2
i,j

.

The operator − ∂2

∂θ2
i,j
is the Hamiltonian for the rigid rotor on the plane. Thus, the operator

−L is the Hamiltonian of a chain of coupled rigid rotors.

6.4 Invariant measure

Suppose (Y (t))t≥0 is the unique mild solution to the evolution equation (6.9) in the Hilbert
space Eα i.e.

dY (t) = AY (t)dt + B(Y (t))dW (t)

where A and B are given by (6.6) and (6.8) respectively, and (W (t))t≥0 is a cylindrical
Wiener process in H . Let (Pt)t≥0 be the corresponding semigroup, described in Corollary
6.3.3.

For i, j ∈ ZD, define
Xi,j := ∂iV (x)∂j − ∂jV (x)∂i,

so that by Lemma 6.3.2,
L =

1

4

∑

i∈ZD

∑

j∈ZD:j∼i

X
2
i,j
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is the generator of our system. We will need the following Lemma:

Lemma 6.4.1.
µrG (fXi,jg) = −µrG (gXi,jf)

for all f, g ∈ UC2
b (Eα), i, j ∈ ZD and r > 0, where we recall that the measure µrG is the

Gaussian measure on Eα with covariance matrix rG.

Proof. For finite subsets Λ ⊂ ZD and ω ∈ Ω, denote by Eω
Λ the conditional measure of

µrG, given the coordinates outside Λ coincide with those of ω. Then we have that

E
ω
Λ(f) =

∫

RΛ

f(xΛ · ωΛc)
e−

1
2r

P

k∈Λ Vk(xΛ·ωΛc)

Zω
Λ

dxΛ,

where xΛ · ωΛc is the element of Ω given by

(xΛ · ωΛc)i =







xi if i ∈ Λ,

ωi if i ∈ Λc,

and Zω
Λ is the normalisation constant. Now fix i, j ∈ ZD and suppose that Λ is such that

{i, j} ⊂ Λ. Then for f, g ∈ UC2
b (Eα)

E
ω
Λ (fXi,jg) =

∫

RΛ

f(xΛ · ωΛc)Xi,jg(xΛ · ωΛc)
e−

1
2r

P

k∈Λ Vk(xΛ·ωΛc)

Zω
Λ

dxΛ

= −E
ω
Λ (gXi,jf)

+ E
ω
Λ (fg [∂i∂jV (x) − ∂j∂iV (x)])

+ r−1
E
ω
Λ (fg [∂iV (x)∂jV (x) − ∂jV (x)∂iV (x)]) = −E

ω
Λ (gXi,jf)

by integration by parts. Thus

µrG (fXi,jg) = µrGE
·
Λ (fXi,jg) = −µrGE

·
Λ (gXi,jf) = −µrG (gXi,jf) .

The following result shows that for all r > 0, µrG is reversible for the system (6.9).
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Theorem 6.4.2. For all f, g ∈ UC2
b (Eα) and r > 0, we have

µrG (fPtg) = µrG (gPtf) . (6.13)

Proof. It is enough to show that (6.13) holds for f, g ∈ UC2
b (Eα) depending only on a

finite number of coordinates. Indeed, by an approximation argument, if (6.13) is true for
f, g ∈ UC2

b (Eα) depending only on a finite number of coordinates, it follows that it is also
true for general f, g ∈ UC2

b (Eα), using the contractivity of (Pt)t≥0.
In view of this, suppose f(x) = f

(

{xi}|i|1≤n

)

and g(x) = g
(

{xi}|i|1≤n

)

for some n.
Note that the generator L can be rewritten as

L =
1

2

D
∑

k=1

∑

i∈ZD

X
2
i,i+(k).

We decompose L further, by writing

L =
1

2

D
∑

k=1

∑

m∈{0,...,R+1}D





∑

i∈⊗D
σ=1((R+2)Z+mσ )

X
2
i,i+(k)



 ,

and define form = (m1, . . . , mD) ∈ {0, ..., R + 1}D, k ∈ {1, . . . , D},

L(k)
m :=

∑

i∈⊗D
σ=1((R+2)Z+mσ )

X
2
i,i+(k)

so that

L =
1

2

D
∑

k=1

∑

m∈{0,...,R+1}D

L(k)
m .

By construction, for fixed k ∈ {1, . . . , D} andm ∈ {0, ..., R + 1}D, we claim that for any
i, j ∈ ⊗D

σ=1 ((R + 2)Z + mσ)

[

Xi,i+(k),Xj,j+(k)

]

= 0. (6.14)
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For i = j this is clear. If i 6= j, we have

[

Xi,i+(k),Xj,j+(k)

]

=
[

∂iV (x)∂i+(k) − ∂i+(k)V (x)∂i, ∂jV (x)∂j+(k) − ∂j+(k)V (x)∂j

]

.

(6.15)
Now, ∂jV (x) depends only on coordinates l such that |j − l|1 ≤ R, and for all such l

|i+(k) − l|1 ≥ |i+(k) − j|1 − |j − l|1

≥ R + 1 − R

= 1,

so that ∂jV (x) does not depend on coordinate i+(k) for any k. Thus

∂i+(k)∂jV (x) = 0.

Similarly
∂i+(k)∂j+(k)V (x) = ∂i∂jV (x) = ∂i∂j+(k)V (x) = 0,

which, when used in (6.15) proves the claim (6.14). Thus for any k ∈ {1, . . . , D} and
m ∈ {0, ..., R + 1}D,

S(k,m)
t := etL(k)

m =
∏

i∈⊗D
σ=1((R+2)Z+mσ )

e
tX2

i,i+(k)

i.e. S(k,m)
t is a product semigroup.
The next step is to show that

µrG

(

fS(k,m)
t g

)

= µrG

(

gS(k,m)
t f

)

, (6.16)

for all r > 0, k ∈ {1, . . . , D} and m ∈ {0, ..., R + 1}D. Fix r > 0 and let k = 1 and
m = (0, . . . , 0) (the other cases are similar). Since g only depends on coordinates i such
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that |i|1 ≤ n, we have

S(1,0)
t g(x) =

∏

i∈⊗D
σ=1(R+2)Z

|i|1≤n+R+2

e
tX2

i,i+(k)g(x),

which is a finite product. By Lemma 6.4.1, we also have that for any i, j ∈ ZD

µrG

(

fX
2
i,jg
)

= µrG

(

gX2
i,jf

)

and hence

µrG

(

fS(1,0)
t g

)

= µrG









f
∏

i∈⊗D
σ=1(R+2)Z

|i|1≤n+R+2

e
tX2

i,i+(k)g









= µrG









g
∏

i∈⊗D
σ=1(R+2)Z

|i|1≤n+R+2

e
tX2

i,i+(k)f









= µrG

(

gS(1,0)
t f

)

,

as claimed.
To finish the proof, the idea is to use a version of the Trotter product formula, so that the

semigroup we are interested in can be thought of as the limit of compositions of the product
semigroups S(k,m)

t . We will use the following version of the Trotter product formula, given
in [121]:

Theorem 6.4.3. Let H and H0 be two Hilbert spaces, and let Fi ∈ Lip(H,H), Gi ∈
Lip(H, LHS(H0,H)) for i = 1, 2, 3. Let (W (t))t≥0 be a cylindrical Wiener process inH0.

Consider the SDEs, indexed by i = 1, 2, 3, given by

dYi(t) = Fi(Yi(t))dt + Gi(Yi(t))dW (t), Yi(0) = x ∈ H,
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and let (P i
t)t≥0 be the corresponding semigroups on UCb(H). Assume that

F3 = F1 + F2, G3G
∗
3 = G1G

∗
1 + G2G

∗
2,

and that the first and second Fréchet derivatives of Fi andGi are uniformly continuous and

bounded on bounded subsets ofH. Then

lim
n→∞

(

P1
t
n
P2

t
n

)n
f(x) = P3

t f(x)

for all f ∈ K, where K is the closure of UC2
b (H) in UCb(H), and the convergence is

uniform in x on any bounded subset ofH.

To make use of this result, recall that by above the generator of our system can be
decomposed as

L =
1

2

D
∑

k=1

∑

m∈{0,...,R+1}D

L(k)
m

where, for k ∈ {1, . . . , D} andm ∈ {0, ..., R+1}D, L(k)
m is the generator of the semigroup

S(k,m)
t . By the one-to-one correspondence between SDEs and Markov generators, we see
that the SDE associated with L(k)

m is given by

dY (t) = A
(k)
m Y (t)dt + B

(k)
m (Y (t))dW (t),

whereA
(k)
m : Eα → Eα and B

(k)
m : Eα → LHS(Eα, H) are such that

A =
D
∑

k=1

∑

m∈{0,...,R+1}D

A
(k)
m

and

BB
∗ =

D
∑

k=1

∑

m∈{0,...,R+1}D

B
(k)
m

(

B
(k)
m

)∗
.

We can then apply Theorem 6.4.3 iteratively to get the result. Indeed, order the set

{1, . . . , D} × {0, . . . , R + 1}D = {ι1, . . . , ιI}
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where I = D(R + 2)D. If ιl = (k, m) ∈ {1, . . . , D} × {0, . . . , R + 1}D, write

A
(k)
m ≡ Aιl, B

(k)
m ≡ Bιl, L(k)

m ≡ Lιl, S(k,m)
t = Sιl

t .

Then define, for 1 ≤ l ≤ I ,

Ãl :=
l
∑

j=1

Aιj

and B̃l : Eα → LHS(Eα, H) to be such that

B̃lB̃
∗
l :=

l
∑

j=1

BιjB
∗
ιj .

Consider the SDE
dỸl(t) = ÃlỸl(t)dt + B̃l

(

Ỹl(t)
)

dW (t),

which has generator L̃l =
∑l

j=1 Lιj . Let (P̃ l
t )t≥0 be the semigroup on UCb(Eα) associated

with L̃l. By a first application of Theorem 6.4.3, for all f ∈ K, we have

lim
n→∞

(

Sι1
t
n
Sι2

t
n

)n
f(x) = P̃ 2

t f(x),

where the convergence is uniform on bounded subsets. Moreover, by claim (6.16) above
and the dominated convergence theorem, we have

µrG

(

fP̃ 2
t g
)

= lim
n→∞

µrG

(

f
(

Sι1
t
n
Sι2

t
n

)n
g
)

= lim
n→∞

µrG

(

g
(

Sι1
t
n
Sι2

t
n

)n
f
)

= µrG

(

gP̃ 2
t f
)

(6.17)

for all f, g ∈ UC2
b (Eα). Similarly, for all f ∈ K, we have

lim
n→∞

(

P̃ 2
t
n
Sι3

t
n

)n
f(x) = P̃ 3

t f(x),

where again the convergence is uniform on bounded sets, so that

µrG

(

fP̃ 3
t g
)

= lim
n→∞

µrG

(

f
(

P̃ 2
t
n
Sι3

t
n

)n
g
)

= lim
n→∞

µrG

(

g
(

P̃ 2
t
n
Sι3

t
n

)n
f
)

= µrG

(

gP̃ 3
t f
)
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using identities (6.16) and (6.17). Continuing in this manner, we see that Pt = P̃ I
t , the

semigroup corresponding to the generator L =
∑I

j=1 Lιj , is such that

µrG (fPtg) = µrG (gPtf)

for all f, g ∈ UC2
b (Eα), as required.

Finally we can extend the above result to functions in Lp(µrG).

Corollary 6.4.4. The semigroup (Pt)t≥0 acting on UCb(Eα) can be extended to Lp(µrG)

for any p ≥ 1 and r > 0. Moreover we have

µrG(fPtg) = µrG(gPtf)

for any f, g ∈ L2(µrG) and r > 0.

Proof. Although the proof is standard, we recall the idea for the sake of completeness. By
Corollary 6.3.3 , we have Ptf(·) = Ef(Yt(·)), for f ∈ UCb(Eα) and t ≥ 0, so that by
Jensen’s inequality for any p ≥ 1 and f ∈ UCb(Eα),

|Ptf |p ≤ Pt|f |p.

By Theorem 6.4.2 this implies that

µrG|Ptf |p ≤ µrG|f |p, (6.18)

for all f ∈ UC2
b (Eα), r > 0.

The fact that Pt can be extended to Lp(µrG), then follows from an application of the
Hahn-Banach theorem. Suppose now that {gn}n≥1 is a sequence of functions in UC2

b (Eα)

converging to g in L2(µrG), and let f ∈ UC2
b (E). Then

|µrG(fPtg) − µrG(gPtf)| ≤ |µrG(fPt(g − gn))| + |µrG(fPtgn − gPtf)|,
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so that by Hölder’s inequality

|µrG(fPtg) − µrG(gPtf)| ≤
(

µrGf 2
)

1
2
(

µrG|Pt(g − gn)|2
)

1
2

+
(

µrG(g − gn)2
)

1
2
(

µrG|Ptf |2
)

1
2

≤ 2
(

µrGf 2
) 1

2
(

µrG(g − gn)2
) 1

2 ,

using inequality (6.18) and Theorem 6.4.2. It is clear that this converges to 0 as n → ∞,
so that

µrG(fPtg) = µrG(gPtf),

for all f ∈ UC2
b (E), g ∈ L2(µrG) and r > 0. The result follows by a similar argument,

this time by taking approximations fn ∈ UC2
b (E) of f ∈ L2(µrG).

6.5 Symmetry in Sobolev spaces

In this section we show that the generator L is symmetric in some family of infinite di-
mensional Sobolev spaces. In the next section this result will be useful in the proof of
the ergodicity of the semigroup generated by L. For r > 0, we start by introducing the
following Dirichlet operator:

(f,Lrg)L2(µrG) = −
∑

k,l∈ZD

Gk,l(∂kf, ∂lg)L2(µrG),

where G ≡ M−1 is the covariance matrix associated to the measure µG, as above. By
integration by parts,

−
∑

k,l∈ZD

Gk,l(∂kf, ∂lg)L2(µrG)

=



f,
∑

k,l∈ZD

Gk,l∂k∂lg





L2(µrG)

−



f, r−1
∑

k,l∈ZD

Gk,l∂kV ∂lg





L2(µrG)



6.5 Symmetry in Sobolev spaces 150

so that

−
∑

k,l∈ZD

Gk,l(∂kf, ∂lg)L2(µrG)

=



f,
∑

k,l∈ZD

Gk,l∂k∂lg





L2(µrG)

−



f, r−1
∑

l,j∈ZD

(

∑

k∈ZD

Gl,kMk,jxj

)

∂lg





L2(µrG)

=



f,
∑

k,l∈ZD

Gk,l∂k∂lg





L2(µrG)

−
(

f, r−1
∑

l∈ZD

xl∂lg

)

L2(µrG)

,

since by definition,
∑

k∈ZD Gl,kMk,jxj = xl if j = l, and 0 otherwise. Thus, on a dense
domain including UC2

b , we have

Lrg =
∑

k,l∈ZD

Gk,l∂k∂lg − r−1
Dg (6.19)

where
Dg ≡

∑

l∈ZD

xl∂lg. (6.20)

D will play the role of the dilation generator in our setup. We now make two important
observations.

Lemma 6.5.1. For all i, j ∈ ZD,
[D,Xi,j] = 0, (6.21)

and




∑

k,l∈ZD

Gk,l∂k∂l,Xi,j



 = 0. (6.22)

Proof. We have

[D,Xi,j] =

[

∑

k∈ZD

xk∂k,
∑

l∈ZD

Mi,lxl∂j −
∑

l∈ZD

Mj,lxl∂i

]



Chapter 6. Ergodicity for Infinite Particle Systems 151

so that

[D,Xi,j] =
∑

k,l∈ZD

Mi,l[xk∂k, xl∂j ] −
∑

k,l∈ZD

Mj,l[xk∂k, xl∂i]

=
∑

k,l∈ZD

Mi,l (xkδk,l∂j − xlδk,j∂k)

−
∑

k,l∈ZD

Mj,l (xkδk,l∂i − xlδk,i∂k)

=
∑

l∈ZD

Mi,lxl∂j −
∑

l∈ZD

Mi,lxl∂j

−
∑

l∈ZD

Mj,lxl∂i +
∑

l∈ZD

Mj,lxl∂i

= 0,

so that (6.21) holds.
For (6.22), we calculate that





∑

k,l∈ZD

Gk,l∂k∂l,Xi,j



 =
∑

k,l∈ZD

Gk,l (∂k[∂l,Xi,j] + [∂k,Xi,j]∂l) ,

where

[∂k,Xi,j] =

[

∂k,
∑

l∈ZD

Mi,lxl∂j −
∑

l∈ZD

Mj,lxl∂i

]

= Mi,k∂j − Mj,k∂i.

Thus




∑

k,l∈ZD

Gk,l∂k∂l,Xi,j



 =
∑

k,l∈ZD

Gk,l (Mi,l∂k∂j − Mj,l∂k∂i + Mi,k∂j∂l − Mj,k∂i∂l)
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so that




∑

k,l∈ZD

Gk,l∂k∂l,Xi,j



 =
∑

k∈ZD

(

∑

l∈ZD

Gk,lMl,i

)

∂k∂j −
∑

k∈ZD

(

∑

l∈ZD

Gk,lMl,j

)

∂k∂i

+
∑

l∈ZD

(

∑

k∈ZD

Gl,kMk,i

)

∂j∂l −
∑

l∈ZD

(

∑

k∈ZD

Gl,kMk,j

)

∂i∂l

= ∂i∂j − ∂j∂i + ∂j∂i − ∂i∂j = 0,

again using the fact thatG = M−1.

We thus arrive at the following result.

Proposition 6.5.2. On UC4
b , we have

[Lr,Xi,j] = 0

for all i, j ∈ ZD and r > 0, so that

[Lr,L] = 0

for all r > 0.

Proof. For i, j ∈ ZD,

[Lr,Xi,j] =





∑

k,l∈ZD

Gk,l∂k∂l − r−1
D,Xi,j





= 0

by (6.21) and (6.22) of Lemma 6.5.1. Hence

[Lr,L] =
1

4

∑

i∈ZD

∑

j:j∼i

[Lr,X
2
i,j] =

1

4

∑

i∈ZD

∑

j:j∼i

([Lr,Xi,j]Xi,j + Xi,j[Lr,Xi,j]) = 0.
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With this result in mind, we introduce the following family of Hilbert spaces: for n ∈
N ∪ {0} and r > 0, define

X
n
r :=

{

f ∈ L2(µrG) ∩ D(Ln
r ) : |f |2Xn

r
:= |f |2L2(dµrG) + (f, (−Lr)

nf)L2(dµrG) < ∞
}

,

equipped with the corresponding inner product

(f, g)Xn
r

= (f, g)L2(µrG) + (f, (−Lr)
nf)L2(dµrG),

for f, g ∈ Xn
r . Then we obtain the following fact:

Proposition 6.5.3. For all n ∈ N ∪ {0} and r > 0, on a dense set Dn
r ⊂ Xn

r , we have

(f,Lg)Xn
r

= (Lf, g)Xn
r

= −1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,jg)Xn
r
.

Proof. Using the antisymmetry ofXi,j in L2(µrG) (Lemma 6.4.1) for all i, j ∈ ZD and the
fact that Lr commutes with L by Proposition 6.5.2, we have

(f,Lg)Xn
r

= (f,Lg)L2(µrG) + (−1)n (f,Ln
rLg)L2(µrG)

= −1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,jg)L2(µrG) + (−1)n (f,LL
n
r g)L2(µrG) .

Thus

(f,Lg)Xn
r

= −1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,jg)L2(µrG) −
1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,j(−Lr)
ng)L2(µrG)

= −1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,jg)L2(µrG) −
1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf, (−Lr)
n
Xi,jg)L2(µrG)

= −1

4

∑

i∈ZD

∑

j:j∼i

(Xi,jf,Xi,jg)Xn
r
.
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In the case n = 1, we have

(f, g)Xr = (f, g)L2(µrG) +
∑

i,j∈ZD

µrG(Gi,j∂if∂jg) = (f, g)L2(µrG) + µrG(G
1
2∇f ·G 1

2∇g),

where for simplicity here and later we set Xr ≡ X1
r for all r > 0.

Remark 6.5.4. By Proposition 6.5.3, the operator −L is closable in Xr for all r > 0 (by

standard arguments — see for example Proposition 3.3 of [96]) and can be extended to a

non-negative self-adjoint operator onXr by taking the Friedrichs extension. We continue to

denote this extension by the same symbol L. Moreover, L generates a strongly continuous

semigroup etL : Xr → Xr such that etL = Pt|Xr . Indeed, by the spectral theorem, the

strongly continuous contraction semigroup etL : Xr → Xr is well defined, and can be

extended to L2(µrG). This extension coincides with Pt on a dense set of L2(µrG) (namely

UC2
b (Eα)), so that the extension must coincide with Pt on the whole of L2(µrG). In view of

these observations, we can think of {Xr : r > 0} as the natural family of spaces on which
Pt acts.

6.6 Ergodicity

Before we start investigating the ergodicity of the semigroup (Pt)t≥0, it is useful to think
about what kind of convergence to expect. One might initially hope for exponential con-
vergence in L2(µrG), i.e. the existence of a constant θ > 0 such that

µrG (Ptf − µrGf)2 ≤ e−2θtµrG(f − µrGf)2 (6.23)

for all t ≥ 0 and f ∈ L2(µrG). It is well known (see for example Property 2.4 of [66]), that
inequality (6.23) is equivalent to the spectral gap inequality:

θµrG (f − µrGf)2 ≤ µrG (f(−Lf)) . (6.24)

We claim, however, that (6.24) cannot hold. To this end, suppose that we are in the situation
whenM = Id, so that µrG is a product measure, and consider a sequence of functions of
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the following form:
fΛ(x) ≡

∑

i∈Λ

x2
i ,

for a finite set Λ ⊂ ZD. Then, if we denote by µr the centred Gaussian measure on R with
variance r > 0, we have

µrG(fΛ − µrGfΛ)2 = µrG

(

∑

i∈Λ

(x2
i − µrGx2

i )

)2

=
∑

i∈Λ

µrG(x2
i − µrGx2

i )
2 + 2

∑

i,j∈Λ
i)=j

µrG

(

(x2
i − µrGx2

i )(x
2
j − µrGx2

j )
)

=
∑

i∈Λ

µrG(x2
i − µrGx2

i )
2 + 2

∑

i,j∈Λ
i)=j

µr(x
2
i − µrx

2
i )µr(x

2
j − µrx

2
j)

=
∑

i∈Λ

µr(x
2
i − µrx

2
i )

2

= |Λ|µr(x
2
0 − µ0x

2
0)

2 ≡ const · |Λ|,

with |Λ| denoting cardinality of Λ. Moreover,

µrG (fΛ(−LfΛ)) =
1

4

∑

i∈Λ

∑

j:j∼i

µrG(Xi,jfΛ)2,

where

(Xi,jfΛ)2 =

{

0 if {i, j} ⊂ Λ or {i, j} ⊂ Λc,

4x2
i x

2
j otherwise.

Therefore

µrG (fΛ(−LfΛ)) = 2
∑

{i,j}⊂Λ
i∈Λ,j∈Λc,j∼i

µr(x
2
0)

2 = const · |∂Λ|

i.e. µrG (fΛ(−LfΛ)) depends only on the size of the boundary of the set Λ. Hence

µrG (fΛ(−LfΛ))

µrG|fΛ − µrGfΛ|2
∼ |∂Λ|

|Λ|
,
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which converges to 0 for a suitable sequence of sets Λ invading the lattice. This clearly
prohibits the existence of a constant θ > 0 such that (6.24) holds.

The above considerations show that we cannot hope for exponential decay to equilibrium of
our semigroup acting on the natural spaceXr. However, in the remainder of this section we
develop a strategy to show that our semigroup acting on Xr is still ergodic, for simplicity
working in the set-up when the matrix M is given by M = bId with b ∈ (0,∞). Our
estimates are optimal in the sense that the rate of decay we give is polynomial.

For r > 0, define

Ar(f) ≡
(

∑

i∈ZD

µrG|∂if |2
)1/2

(6.25)

and

Br(f) ≡
(

∑

i∈ZD

(

µrG|∂if |2
) 1

2

)

. (6.26)

Lemma 6.6.1. There exists a constant κ, independent of the dimension D, such that for
any r > 0, f ∈ Xr, i ∈ ZD and t > 0,

µrG|∂i(Ptf)|2 ≤ κD

t
D
2

A2
r(f). (6.27)

Proof. Fix r > 0. It is enough to show (6.27) for f ∈ UC4
b (Eα). Indeed, UC4

b (Eα) is
dense in Xr and (Pt)t≥0 is a contraction on Xr. Denote ft = Ptf for t ≥ 0. For i ∈ ZD, we
have

|∂ift|2 − Pt|∂if |2 =

∫ t

0

d

ds
Pt−s|∂ifs|2ds

so that

|∂ift|2 − Pt|∂if |2 =

∫ t

0

Pt−s(−L(|∂ifs|2) + 2∂ifsL∂ifs + 2∂ifs[∂i,L]fs)ds

=

∫ t

0

Pt−s



−
D
∑

k=1

∑

j∈ZD

|Xj,j+(k)(∂ifs)|2 + 2∂ifs[∂i,L]fs



 ds. (6.28)
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For i, j ∈ ZD and k ∈ {1, . . . , D},

[∂i,Xj,j+(k)] = b
[

∂i, xj∂j+(k) − xj+(k)∂j

]

= b
(

δi,j∂i+(k) − δi−(k),j∂i−(k)

)

,

so that

[∂i,L] =
1

2

D
∑

k=1

∑

j∈ZD

[∂i,X
2
j,j+(k)]

=
1

2

D
∑

k=1

∑

j∈ZD

(

[∂i,Xj,j+(k)]Xj,j+(k) + Xj,j+(k)[∂i,Xj,j+(k)]
)

=
D
∑

k=1

∑

j∈ZD

(

Xj,j+(k)[∂i,Xj,j+(k)] +
1

2

[

[∂i,Xj,j+(k)],Xj,j+(k)

]

)

=
D
∑

k=1

(

bXi,i+(k)∂i+(k) − bXi−(k),i∂i−(k)

)

+
b

2

D
∑

k=1

(

[∂i+(k),Xi,i+(k)] + [∂i−(k),Xi−(k),i]
)

= b
D
∑

k=1

(

Xi,i+(k)∂i+(k) + Xi,i−(k)∂i−(k) − b∂i

)

.

Using this in (6.28), yields

|∂ift|2 − Pt|∂if |2 =

∫ t

0

Pt−s

(

−
D
∑

k=1

∑

j∈ZD

|Xj,j+(k)(∂ifs)|2

+ 2b∂ifs

D
∑

k=1

(−b∂ifs + Xi,i−(k)∂i−(k)fs + Xi,i+(k)∂i+(k)fs)
)

ds.

(6.29)
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Integrating (6.29) with respect to the invariant measure µrG then gives

µrG|∂ift|2 − µrG|∂if |2 =

∫ t

0

(

−
D
∑

k=1

∑

j∈ZD

µrG|Xj,j+(k)(∂ifs)|2

− 2Db2µrG|∂ifs|2 + 2b
D
∑

k=1

µrG(∂ifsXi,i−(k)∂i−(k)fs)

+ 2b
D
∑

k=1

µrG(∂ifsXi,i+(k)∂i+(k)fs)
)

ds. (6.30)

Recall that the fieldsXi,j, i, j ∈ ZD, are anti-symmetric in L2(µrG) (Lemma 6.4.1). There-
fore

µrG|∂ift|2 − µrG|∂if |2 =

∫ t

0

(

−
D
∑

k=1

∑

j∈ZD

µrG|Xj,j+(k)(∂ifs)|2

− 2Db2µrG|∂ifs|2 − 2b
D
∑

k=1

µrG(∂i−(k)fsXi,i−(k)∂ifs)

− 2b
D
∑

k=1

µrG(∂i+(k)fsXi,i+(k)∂ifs)
)

ds. (6.31)

Hence, using the elementary fact that xy ≤ b
2x

2 + 1
2by

2 for all x, y ∈ R, we see that

µrG|∂ift|2 − µrG|∂if |2 ≤
∫ t

0

(

−
D
∑

k=1

∑

j∈ZD

µrG|Xj,j+(k)(∂ifs)|2

− 2Db2µrG|∂ifs|2 +
D
∑

k=1

b2µrG|∂i−(k)fs|2 +
D
∑

k=1

µrG|Xi,i−(k)∂ifs|2

+
D
∑

k=1

b2µrG|∂i+(k)fs|2 +
D
∑

k=1

µrG|Xi,i+(k)∂ifs|2
)

ds

≤
∫ t

0

b2
D
∑

k=1

(

µrG|∂i−(k)fs|2 + µrG|∂i+(k)fs|2 − 2µrG|∂ifs|2
)

ds. (6.32)
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Let> denote the Laplacian on the lattice ZD, that is for functions g on ZD,

>g(i) :=
D
∑

k=1

(g(i+(k)) + g(i−(k)) − 2g(i)).

We recognise that the right-hand side of (6.32) has exactly this form. Indeed, if we set
F (i, t) = µrG|∂i(Ptf)|2 for t ≥ 0 and i ∈ ZD, then (6.32) yields

∂tF (i, t) ≤ b2>F (i, t), t ∈ [0,∞), i ∈ Z
D. (6.33)

SetW (i, t) = b2>F (i, t) − ∂tF (i, t), so thatW ≥ 0 by (6.33). Then

∂tF (i, t) = b2>F (i, t) − W (i, t), t ∈ [0,∞), i ∈ Z
D. (6.34)

To solve this equation, we first solve the homogeneous heat equation on the lattice:

∂tu(i, t) = b2>u(i, t), t ∈ [0,∞), i ∈ Z
D,

u(i, 0) = u0. (6.35)

This can be done using Fourier transform. Indeed, it is easily seen that the solution to (6.35)
is given by

u(i, t) = pt ∗ u0(i) :=
∑

l∈ZD

pt(i − l)u0(l),

for t ≥ 0, i ∈ ZD, where

pt(l) ≡
1

(2π)D

∫

[−π,π]D
e−2tb2(1−cos x) cos(l · x)dx, (6.36)

for l ∈ ZD, where l · x =
∑D

j=1 ljxj for x ∈ RD. The heat kernel pt can be recognised
as a multidimensional modified Bessel function of the first kind, so that pt is positive (see
[128]). We can now solve (6.34) using Duhamel’s principle, to see that

F (i, t) = pt ∗ F (i, 0) −
∫ t

0

pt−s ∗ W (i, s)ds, (6.37)
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for t ≥ 0 and i ∈ ZD. Since the both the heat kernel pt andW are positive, this then yields

F (i, t) ≤ pt ∗ F (i, 0) =
∑

l∈ZD

pt(i − l)F (l, 0),

or equivalently
µrG|∂i(Ptf)|2 ≤

∑

l∈ZD

pt(i − l)µrG|∂lf |2

for all t ≥ 0, i ∈ ZD.
To complete the proof, it remains to show that there exists a constant κ ∈ (0,∞) such

that
pt(l) ≤

κD

t
D
2

, (6.38)

for all l ∈ ZD. To see this, note that

pt(l) =
1

(2π)D

∫

[−π,π]D
e−2tb2(1−cos x) cos(l · x)dx

≤ 1

(2π)D

(
∫ π

−π

e−2tb2(1−cos x)dx

)D

. (6.39)

Now, for small δ > 0,

∫ π

−π

e−2t(1−cos x)dx = 2

∫ δ

0

e−2t(1−cos x)dx + 2

∫ π

δ

e−2t(1−cos x)dx

≤ 2

∫ δ

0

e−2t(1−cos x)dx + 2(π − δ)e−2t(1−cos δ).

Moreover, for x ∈ (0, δ), we have cos x ≤ 1 − x2

2 , so that

∫ π

−π

e−2t(1−cos x)dx ≤ 2

∫ δ

0

e−tx2
dx + 2(π − δ)e−2t(1−cos δ).

The the right-hand side can be seen to be bounded above by κt−
1
2 for a constant κ. Using

this in (6.39) yields (6.38).

Remark 6.6.2. We remark that the convergence in Lemma 6.6.1 cannot be improved, in the
sense that the stated rate of convergence is attained. Indeed, we can calculate that for any
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i ∈ ZD,

Lx2
i = b2

D
∑

k=1

(x2
i+(k) + x2

i−(k) − 2x2
i )

i.e. for f(x) = x2
i , Lf = b2>f , where as above> is the discrete Laplacian on ZD. Thus,

Ptf = etb23f and using the Fourier representation of the kernel of etb23 given in (6.36)

etb23f ∼ 1

t
D
2

,

for large t.

Corollary 6.6.3. For all r > 0 and f ∈ Xr such that Br(f) < ∞, we have

∑

i∈ZD

µrG|∂i(Ptf)|2 ≤ κ
D
2

t
D
4

Ar(f)Br(f), (6.40)

where Ar(f) and Br(f) are given by (6.25) and (6.26) respectively, and κ is the constant

that appears in Lemma 6.6.1. Furthermore, there exists a constant c ∈ (0,∞) such that

µrG

(

(Ptf)2 log
(Ptf)2

µrG(Ptf)2

)

≤ c
κ

D
2

t
D
4

Ar(f)Br(f), (6.41)

i.e. we have convergence of our semigroup in entropy with polynomial rate of convergence.

In particular

µrG(Ptf − µrG(f))2 ≤ c
κ

D
2

t
D
4

Ar(f)Br(f). (6.42)

Proof. By Proposition 6.5.3, Pt is symmetric in Xr. Therefore we can write

∑

i∈ZD

µrG|∂i(Ptf)|2 =
∑

i∈ZD

µrG(∂if∂iP2tf)

≤
∑

i∈ZD

(

µrG|∂if |2
)

1
2
(

µrG|∂iP2tf |2
)

1
2

≤
(

∑

i∈ZD

(

µrG|∂if |2
)

1
2

)

sup
j∈ZD

(

µrG|∂jP2tf |2
)1/2

. (6.43)

Combining (6.43) with Lemma 6.6.1 we immediately arrive at (6.40). Now inequalities
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(6.41) and (6.42) follow from the logarithmic Sobolev and Poincaré inequalities for the
product Gaussian measure µrG.

The following result shows that the class of functions for which the system is ergodic
is larger than the one considered in Corollary 6.6.3.

Proposition 6.6.4. The semigroup (Pt)t≥0 is ergodic in the Orlicz space LΨ(µrG) 5, with

Ψ(s) ≡ s2 log(1 + s2), in the sense that

‖Ptf − µrGf‖LΨ(µrG) → 0

as t → ∞, for any f ∈ LΨ(µrG) and r > 0.

Proof. For f ∈ Xr∩
{

f ∈ LΨ(µrG) :
∑

i∈ZD

(

µrG|∂if |2
)

1
2

< ∞
}

the result follows from
Corollary 6.6.3 and the fact that the logarithmic Sobolev inequality is equivalent to the
existence of a constant c such that

‖f − µrGf‖2
LΨ(µrG) ≤ cµrG(f(−Lf)),

by Proposition 3.1 of [32]. Now it is enough to notice that such a set of functions is dense
in LΨ(µrG).

6.7 Liggett-Nash-type inequalities

In this final section we will show how to deduce Liggett-Nash type inequalities from the
results of the previous section. For r > 0, let Ar and Br be defined by (6.25) and (6.26)
respectively.

Theorem 6.7.1. There exist constants k1, k2 ∈ (0,∞) such that for all r > 0 and f ∈
Xr ∩ D(L) with Br(f) < ∞,

µrG(f − µrG(f))2 ≤ k1 (−Lf, f)
D

D+4

L2(µrG) (Ar(f)Br(f))
4

D+4 , (6.44)

5Recall that the Orlicz space LΨ(µrG) is defined to be the space of measurable functions f such that
µrG (Ψ(f)) < ∞, equipped with the norm ‖f‖LΨ(µrG) := sup{µrG|fg| : µrG(Ψ(g)) ≤ 1}.
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and

[Ar(f)]2+
4
D ≤ k2

[

∑

i∈ZD

∫

∂if∂i(−Lf)dµrG

]

Br(f)
4
D . (6.45)

Remark 6.7.2. Note that inequality (6.45) can be considered as an analogue of the Nash
inequality in Rn (which first appeared in [103]). Indeed, on Rn, the Nash inequality states

that

|u|2+
4
n

L2(Rn) ≤ k(−∆u, u)L2(Rn)|u|
4
n

L1(Rn), u ∈ L1(Rn) ∩ W 1,2(Rn),

for some constant k > 0, and where ∆ is the standard Laplacian on Rn. The main dif-

ference with our situation is that the natural space for our operator L is Xr instead of

L2.

Proof. We follow the method of T. Liggett, described in [92]. As usual, set ft = Ptf . For
f such that µrGf = 0 we have

∫

fftdµrG ≤
(

µrG(f 2)
)

1
2
(

µrG(f 2
t )
)

1
2

≤ 1

t
D
8

(

cκ
D
2 µrG(f 2)Ar(f)Br(f)

)
1
2
, (6.46)

where we have used inequality (6.42) of Corollary 6.6.3 . Moreover, since L is symmetric
in L2(µrG),

d

ds

∫

fLfsdµrG =
d

ds

∫

fsLfdµrG

=

∫

PsLfLfdµrG =

∫

(

P s
2
Lf
)2

dµrG ≥ 0.

Thus
∫

fftdµrG =

∫

f 2dµrG +

∫ t

0

∫

fLfsdµrGds

≥ µrG(f 2) + t

∫

fLfdµrG.
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Using this in (6.46), we see that

∫

f 2dµrG ≤ t

∫

f(−Lf)dµrG +
1

t
D
8

(

cκ
D
2 µrG(f 2)Ar(f)Br(f)

)
1
2 (6.47)

for all t ≥ 0. We can then optimise the right-hand side over t. Indeed, taking t such that

t
D+8

D =
D

8
×

(

cκ
D
2 µrG(f 2)Ar(f)Br(f)

)
1
2

∫

f(−Lf)dµrG

yields

µrG(f 2)1− 4
D+8

≤ c
4

D+8κ
2D

D+8

(

1 +
8

D

)(

D

8

)
8

D+8
(
∫

f(−Lf)dµrG

)
D

D+8

A
4

D+8
r (f)B

4
D+8
r (f).

Raising both sides to the power D+8
D+4 then gives

µrG(f 2) ≤ k1

(
∫

f(−Lf)dµrG

)
D

D+4

A
4

D+4
r (f)B

4
D+4
r (f),

where k1 = c
4

D+4κ
2D

D+4
(

1 + 8
D

)
D+8
D+4

(

D
8

) 8
D+4 . Replacing f by f − µrGf then yields (6.44).

The proof of (6.45) is very similar. Indeed, note that by inequality (6.40) of Corollary
6.6.3,

∑

i∈ZD

∫

∂if∂iftdµrG ≤
(

∑

i∈ZD

µrG|∂if |2
)

1
2
(

∑

i∈ZD

µrG|∂ift|2
)

1
2

≤ κ
D
4

t
D
8

A
3
2
r (f)B

1
2
r (f) (6.48)

for all t ≥ 0. Then, in a similar way to the above, but using the fact that L is symmetric in
Xr this time, we have

d

ds

∑

i∈ZD

∫

∂if∂i(Lfs)dµrG ≥ 0,
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so that

∑

i∈ZD

∫

∂if∂iftdµrG =
∑

i∈ZD

µrG|∂if |2 +

∫ t

0

∑

i∈ZD

∫

∂if∂i(Lfs)dµrGds

≥
∑

i∈ZD

µrG|∂if |2 − t
∑

i∈ZD

∫

∂i(−Lf)∂ifdµrG (6.49)

for all t ≥ 0. Using this in (6.48), we obtain

A2
r(f) ≤ t

∑

i∈ZD

∫

∂i(−Lf)∂ifdµrG +
κ

D
4

t
D
8

A
3
2
r (f)B

1
2
r (f) (6.50)

for all t ≥ 0. The right-hand side of (6.50) is minimized when

t
D+8

8 =
D

8
× κ

D
4 A

3
2
r (f)B

1
2
r (f)

∑

i∈ZD

∫

∂i(−Lf)∂ifdµrG
.

For this particular t, we have

A
2D+4
D+8

r (f) ≤
(

1 +
8

D

)(

D

8

)
8

D+8

κ
2D

D+8

(

∑

i∈ZD

∫

∂i(−Lf)∂ifdµrG

)
D

D+8

B
4

D+8
r (f).

Raising both sides to the power D+8
D then yields

A2+ 4
D

r (f) ≤ k2

(

∑

i∈ZD

∫

∂i(−Lf)∂ifdµrG

)

B
4
D
r (f),

with k2 =
(

1 + 8
D

)
D+8

D
(

D
8

)
8
D κ2, as claimed.



166

Appendix A

Stochastic Equations in Infinite
Dimensions

This appendix very briefly summarises some of the results and ideas from the theory of
stochastic equations in infinite dimensions used in Chapter 6. All the material is contained
in [109], which should be referred to for the details.

A.1 Gaussian measures on Hilbert spaces

Let U be a separable Hilbert space, with inner product 〈·, ·〉. A probability measure µ on
(U,B(U)) is called Gaussian if for arbitrary h ∈ U there existm ∈ R and q ≥ 0 such that

µ{x ∈ U : 〈h, x〉 ∈ A} = N (m, q)(A)

for all A ∈ B(R), whereN (m, q) is the standard Gaussian measure onR with meanm and
variance q. If µ is Gaussian, there exist m ∈ U and a symmetric non-negative continuous
linear operator Q such that:

∫

〈h, x〉µ(dx) = 〈m, h〉, ∀h ∈ U,

∫

〈h1, x〉〈h2, x〉µ(dx) − 〈h1, m〉〈h2, m〉 = 〈Qh1, h2〉, ∀h1, h2 ∈ U.
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The elementm is called the mean of µ, and Q the covariance operator.

A.2 Stochastic processes on Hilbert spaces

Let (Ω,F , (F)t≥0, P) be a filtered probability space and U a separable Hilbert space. A
family (X(t))t≥0 of U-valued random variables such that X(t) is Ft-measurable is called
an adapted stochastic process on U . (X(t))t≥0 is square-integrable if E|X(t)|2 < ∞, and
is a martingale if E(X(t)|Fs) = X(s) P-a.s. for arbitrary t ≥ s.

For a U-valued square-integrable martingale (X(t))t≥0, the quadratic variation pro-
cess of (X(t))t≥0 is the unique increasing, adapted, continuous process ([X(·)]t)t≥0 taking
values in the space of trace-class1 operators on U , such that

X(t) ⊗ X(t) − [X(·)]t

is an Ft-martingale and [X(·)]0 = 0. The cross quadratic variation ([X1(·), X2(·)]t)t≥0 of
two such processes is then given by

[X1(·), X2(·)]t =
1

4
([(X1 + X2)(·)]t − [(X1 − X2)(·)]t) .

A stochastic process (X(t))t≥0 taking values in U is Gaussian if for all t1, . . . , tn,
(X(t1), . . . , X(tn)) is a Gaussian random variable in Un.

A.3 Wiener processes in Hilbert spaces

Let (Ω,F , (Ft)t≥0, P) be a filtered probability space and U a separable Hilbert space. Let
Q : U → U be a bounded linear operator which is non-negative and such that Tr Q < ∞.

Definition A.3.1. A U-valued stochastic process W = (W (t))t≥0 is called a Q-Wiener

process if

(i) W (0) = 0;

1An operator T on U is of trace class if Tr T =
∑∞

k=1〈Tek, ek〉 < ∞ for some orthonormal basis {ek}
of U .
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(ii) W has continuous trajectories;

(iii) W has independent increments;

(iv) L(W (t) − W (s)) = N (0, (t− s)Q) for all t ≥ s ≥ 0.

Let W be a Q-Wiener process with Tr Q < ∞. Then W is a Gaussian process on U ,
E(W (t)) = 0 and [W (·)]t = tQ. Moreover, if {ek} is a complete orthonormal system in
U and {γk} is a sequence of non-negative numbers such thatQek = γkek for k = 1, 2, . . . ,
then

W (t) =
∞
∑

k=1

√
γkβk(t)ek

where
βk(t) =

1
√

γk
〈W (t), ek〉

are real-valued mutually independent Brownian motions, and the series is convergent in
L2(Ω,F , P). A square-integrable martingale (X(t))t≥0 such that X(0) = 0 is a Q-Wiener
process if and only if [X(·)]t = tQ for all t ≥ 0.

Now suppose that Q : U → U is still a non-negative bounded linear operator, but not
necessarily of trace-class. Let U0 = Q

1
2 (U) with the induced norm ‖ · ‖0 = ‖Q−1/2(·)‖.

Let U1 be an arbitrary Hilbert space and J : U0 → U1 a Hilbert-Schmidt embedding. Let
{gk} be an orthonormal basis for U0, and {βk} a family of independent real-valued standard
Wiener processes. Then the formula

W (t) =
∞
∑

k=1

gkβk(t), t ≥ 0,

defines a Q1-Wiener processW on U1, where Q1 = JJ∗ is a non-negative bounded linear
operator on U1 such that Tr Q1 < ∞. For arbitrary h ∈ U , the process

〈h, W (t)〉 =
∞
∑

k=1

〈h, gk〉βk(t)
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is a real-valued Wiener process and

E〈h1, W (t)〉〈h2, W (s)〉 = min{t, s}〈Qh1, h2〉

for all h1, h2 ∈ U and t, s ≥ 0. In the case whenQ is of trace class,Q 1
2 is Hilbert-Schmidt,

so we can take U1 = U to arrive at aQ-Wiener process as defined above. IfTr Q = ∞, we
will call the constructed processW a cylindrical Q-Wiener process on U . When Q = Id,
we just say thatW is a cylindrical Wiener process.

Let H be another separable Hilbert space. Following Chapter 4 of [109], the stochastic
integral

∫ t

0

Φ(s)dW (s) (A.1)

with respect to a (cylindrical)Q-Wiener processW may be constructed for any predictable
process Φ = (Φ(t))t≥0 taking values in the space of Hilbert-Schmidt operators from U0

intoH such that
P

{∫ t

0

‖Φ(s)‖2
LHS(U0,H)ds < ∞

}

= 1.

The stochastic integral (A.1) is independent of the choice of U1 and J . For such Φ, (A.1)
is a continuous square-integrable martingale, and its quadratic variation is of the form

[
∫ ·

0

Φ(s)dW (s)

]

t

=

∫ t

0

QΦ(s)ds,

where QΦ(s) = (Φ(s)Q
1
2 )(Φ(s)Q

1
2 )∗.

A.4 Solutions to evolution equations

Let (Ω,F , (Ft)t≥0, P) be a filtered probability space and suppose U and H are separable
Hilbert spaces as above. Let W be a (cylindrical) Q-Wiener process on U . Consider the
stochastic evolution equation

dX(t) = AX(t)dt + B(X(t))dW (t), X(0) = x ∈ H, (A.2)
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where A is the infinitesimal generator of a strongly continuous semigroup (St)t≥0 =
(

etA
)

t≥0
on H and B : H → LHS(U0, H) is measurable. A predictable H-valued pro-

cess X = (X(t))t≥0 is said to be a mild solution of (A.2) if for arbitrary t ≥ 0

P

(
∫ t

0

|X(s)|2ds < ∞
)

= 1 (A.3)

and
X(t) = Stx +

∫ t

0

St−sB(X(s))dW (s)

P-a.s. We have the following existence and uniqueness result (Theorem 7.4 from [109]):

Theorem A.4.1. Assume that x is an F0-measurableH-valued random variable. Suppose

also that there exists a constant C > 0 such that ‖B(y)−B(z)‖LHS(U0,H) ≤ C‖y − z‖ for
all y, z ∈ H and ‖B(y)‖2

LHS(U0,H) ≤ C2(1 + ‖y‖2) for all y ∈ H . Then there exists a mild

solutionX to (A.2), unique up to processes satisfying (A.3).
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[5] C. Ané, S. Blachère, D. Chafaı̈, P. Fougères, I. Gentil, F. Malrieu, C. Roberto, and
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et Synthèses. Soc. Math. France, Paris, 2000.

[6] A. Arnold, P. Markowich, G. Toscani, and A. Unterreiter. On convex Sobolev in-
equalities and the rate of convergence to equillibrium for Fokker-Planck type equa-
tions. Comm. Partial Differential Equations, 26(1-2):43–100, 2001.
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[13] D. Bakry and M. Ledoux. Lévy-Gromov’s isoperimetric inequality for an infinite
dimensional diffusion generator. Invent. Math., 123:259–281, 1996.

[14] F. Barthe, P. Cattiaux, and C. Roberto. Interpolated inequalities between exponen-
tial and Gaussian, Orlicz hypercontractivity and isoperimetry. Rev. Mat. Iberoamer-
icana, 22(3):993–1067, 2006.

[15] F. Barthe and B. Maurey. Some remarks on isoperimetry of Gaussian type. Ann.
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[63] M. Gromov. Carnot-Carathéodory spaces seen from within. In A. Bellaı̈che and J. J.
Risler, editors, Sub-Riemannian Geometry, Progress In Mathematics, pages 85–324.
Birkhäuser, 1996.

[64] L. Gross. Logarithmic Sobolev inequalities. Amer. J. Math., 97:1061–1083, 1975.

[65] L. Gross and O. Rothaus. Herbst inequalities for supercontractive semigroups. J.
Math. Kyoto Univ., 38(2):295–318, 1998.



REFERENCES 177
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tors in infinite dimensions. J. Funct. Anal., 247(2):438–476, 2007.
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[111] C. Roberto and B. Zegarliński. Orlicz-Sobolev inequalities for sub-Gaussian mea-
sures and ergodicity of Markov semigroups. J. Funct. Anal., 243(1):28–66, 2007.

[112] L. C. G. Rogers and D. Williams. Diffusions, Markov Processes, and Martingales:
Volume 1, Foundations. Cambridge Mathematical Library. Cambridge University
Press, 2000.

[113] O. Rothaus. Analytic inequalities, isoperimetric inequalities and logarithmic
Sobolev inequalities. J. Funct. Anal., 64:296–313, 1985.

[114] O. Rothaus. Hypercontractivity and the Bakry-Emery criterion for compact Lie
groups. J. Funct. Anal., 65(3):358–367, 1986.

[115] L. Saloff-Coste. Aspects of Sobolev-Type Inequalities. Number 289 in LondonMath-
ematical Society Lecture Note Series. Cambridge University Press, 2002.
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