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Abstract—We consider the link scheduling problem in wireless mesh networks for capacity maximization. Unlike all previous approaches, ours views capacity in terms of covering a graph’s edges by matchings that are feasible in the sense of the physical interference model, thus leading to a novel fractional edge-coloring model. This set-up reveals that, depending on node density, often a network admits increased capacity by virtue of simply scheduling links based on fractional, rather than integer, edge coloring. This settles a heretofore unaddressed issue in the physical interference model.
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I. INTRODUCTION

We consider a set of nodes operating in a wireless mesh network under the constraints imposed by the physical interference model of wireless communication [1]. These nodes are interconnected by a set L of links, each link e ∈ L being characterized by a sender node se and a receiver node re. Any node may in principle act either as sender or as receiver, depending on the links in which it participates. When all links in a set S ⊆ L are concomitantly active, the ability of receiver re to decode what it receives from sender se is constrained by the signal-to-interference-plus-noise ratio (SINR) that results from the combined activity of the group, given by

\[ \text{SINR}(e, S) = \frac{P / d_{se, re}^\alpha}{\gamma + \sum_{f \in S \setminus \{e\}} P / d_{sf, rf}^\alpha}. \]  

In this expression, P is a node’s transmission power (assumed the same for all nodes), γ is the noise floor, d_{ab} is the Euclidean distance between nodes a and b, and α > 2 is used to determine how power decays away from the transmitter with the distance to it. The SINR constraint operates by affecting the so-called feasibility of set S. We say that a nonempty S ⊆ L is feasible if no two of its links share a node and SINR(e, S) ≥ β for all e ∈ S, where β > 1 is a parameter related to a receiver’s decoding capabilities, assumed the same for all receivers. Every singleton \{e\} ⊆ L is assumed feasible.

The problem of maximizing network capacity, broadly understood as the rate of effective communication among nodes, is closely related to that of scheduling the links in L for operation. This, in turn, is often posed under the so-called physical interference model (in which the SINR constraint is fully taken into account) but sometimes assumes only the constraints imposed by the so-called protocol-based interference model (which depend essentially on graph-based distances). Solving the link-scheduling problem has given rise to numerous proposals, some approaching the scheduling problem by itself [2]–[9], some in conjunction with others (such as power control and end-to-end routing, for example) [10]–[12]. Many of these proposals are formulated within the framework of spatial time-division multiple access (STDMA), which divides time into slots and reduces the scheduling problem to the selection of which links to activate simultaneously in each one. The type of selection strategy that is by far the most adopted asks that a sequence S = (S_1, S_2, …, S_T) be determined for some T > 1. In this sequence, each S_i is a subset of the link set L complying with the constraints imposed by the interference model in use and moreover ensuring that each e ∈ L appears in exactly one of the T subsets. Any approach to maximize network capacity by solving the link-scheduling problem (as in [1], [2], [8], [9]) will therefore seek to minimize T (maximize 1/T) without violating any of these constraints. Once a solution is available, repeating the sequence S guarantees interference-free communication for as long as needed.

II. OPEN ISSUES AND CONTRIBUTIONS

One common abstraction for reasoning about such proposals is that of graph coloring or related notions. In terms of the formulation outlined above, clearly the links in each subset S_i, to be scheduled for operation in the same time slot, can be regarded as being assigned the same color (the ith of the T available colors) if we interpret the conditions for membership in S_i in the context of graph coloring. Whether it is vertex coloring or edge coloring that is being considered depends on how the graph in question is set up to represent how the various links relate to each other given the interference model at hand. In either case, once the least possible value of T is found (or approximated), each vertex or edge ends up having exactly one color.
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To the best of our knowledge, the decades-long effort to come up with capacity-optimizing strategies for link scheduling has almost completely failed to recognize that such a single-color abstraction is inherently limited and may in many cases fall short of leading to as much network capacity as possible. The exceptions we know of are only three and separated by many years. The earliest one is based on the coloring of a graph’s edges and adopts what would pass for the protocol-based interference model [13]. The other two are much more recent and both based on the coloring of vertices, the earliest one given for the protocol-based interference model as well [12], the latest for the physical interference model [9]. (Further exceptions exist related to models of physical interference other than the one we assume, as for example the form of node coloring used in index coding [14].)

These three proposals use the fractional variety of graph coloring. In terms of STDMA, they let each link appear in exactly $q \geq 1$ of the $T$ sets in $S$, the same value of $q$ for all links, instead of in one single set. Moreover, instead of minimizing $T$ alone, they seek to minimize the ratio $Tq$ while treating $q$ as a variable. If $T$ is the least number of slots to accommodate all $|L|$ link activations, one per link, in the single-color case, and if the pair $(T^*, q^*)$ provides the least possible $Tq$ ratio while accommodating all $q|L|$ link activations, $q$ per link, in the fractional-coloring case, then conceivably it may happen that $T^*/q^* < T$. If this does happen, then clearly we have $T^* < T^* q^*$, so the $T^*$-slot sequence is shorter than $q^*$ repetitions of the $T^1$-slot sequence and therefore the former is preferable to the latter, since in the two cases we have the same total number of link activations, viz., $q^*|L|$. Readily, in this case the sequence to be repeated in order for interference-free communication to be provided needed is the one comprising $T^*$ sets. Thus, so far as we seek to maximize network capacity via link scheduling, what needs to be done is maximize the ratio $q^*/T$. This ratio is how we define network capacity henceforth.

Important though these three contributions have been, they have each left relevant problems open as well. The most relevant one is the search for approaches for the exact determination of optimal fractional colorings in the physical interference model. This has been attempted neither by the proposals in [12], [13] (both of which target the protocol-based interference model, though the latter is exact while the former is a heuristic) nor by the one in [9] (which is a heuristic, even if one for the physical interference model).

In this letter we describe such an exact method and use it to chart the landscape of a class of random networks regarding the possibility of fractional-coloring-based link scheduling that is superior to its single-color counterpart. We have been able to do this for a reasonably wide range of the parameters involved in network generation, which has led us to conclude that, given the uncertainties afforded by the confidence intervals obtained, networks with the potential to benefit from a fractional-coloring approach occur in a non-negligible proportion. These empirical findings constitute one of our contributions. Our main contribution, though, is that by formulating capacity optimization in the framework of fractional coloring, we automatically provide for the fallback solution in which it is integer (single-color) coloring, rather than nontrivial fractional (more-than-one-color) coloring, that yields optimal capacity. Integer coloring, after all, is simply the particular case of fractional coloring in which it is better to use one, rather than more than one, color per link.

III. MATHEMATICAL FORMULATION

Given the set $L$ of links to be scheduled, and letting $N$ be the set of all nodes acting as sender or receiver in at least one link in $L$, we consider the undirected graph $G = (N, L)$, that is, the graph having $N$ for set of vertices and $L$ for set of undirected edges. We begin with the presentation of a linear programming (LP) problem for the determination of maximum network capacity as defined in Section II. That is, we aim to formulate the problem of finding the integers $T$ and $q$ that minimize the ratio $Tq$ while allowing every link in $L$ to be active in exactly $q$ of $T$ time slots and respecting the constraints imposed by the physical interference model. By the definition of a feasible set of links and also the definition of graph $G$ above, clearly every feasible set of links corresponds to a matching in $G$, though the converse may not be true. Henceforth we refer as a feasible matching to any matching whose edges constitute a feasible set of links.

Let $M$ be the set of all feasible matchings of $G$. For each $M \in M$, let $x_M$ be a real variable and consider the following LP problem.

$$\text{minimize } w = \sum_{M \in M} x_M$$
$$\text{subject to } x_M \geq 0, \quad \forall M \in M$$
$$x_M = 1, \quad \forall e \in L$$

This problem asks that the sum of all $x_M$’s (the objective function $w$ in Eq. (2)) be minimized while respecting the constraints that none of them be allowed to become negative (Eq. (3)) and that, for each edge $e \in L$, those $x_M$’s for which $e \in M$ add up to $1$ (Eq. (4)). Because the coefficients of the $x_M$’s in Eqs. (2) and (4) are all equal to $1$, hence rational numbers, at least one solution exists minimizing $w$ with every $x_M$ a rational number as well. Let $P$ be the subset of $M$ such that $M \in P$ if and only if $x_M > 0$ in this solution.

For $M \in P$, let $p_M/q_M$ be such positive rational value of $x_M$ minimizing $w$. If $q^*$ denotes the least common multiple of all $q_M$’s over $M \in P$, then the desired minimum value of $w$, call it $w^*$, can be written as

$$w^* = \frac{\sum_{M \in P} T_M q_M}{q^*},$$

where $T_M = q^* p_M / q_M$ is necessarily a positive integer.

Now consider any edge $e \in L$ and let $P_e$ be the subset of $P$ such that $M \in P_e$ if and only if $e \in M$. That is, $P_e$ is the set of all feasible matchings $M$ of $G$ that contribute to the minimum value of $w$ with a positive $x_M$ and moreover include edge $e$. Set $P_e$ is necessarily nonempty, since the matching containing $e$ and no other edge is by assumption feasible. By the constraint in Eq. (4), we have

$$\sum_{M \in P_e} T_M = q^* \sum_{M \in P_e} \frac{p_M}{q_M} = q^*.$$
If we view each \( T_M \geq 1 \) as a sort of multiplicity of matching \( M \), then this equation is saying that the added multiplicities of all matchings in \( P_e \) equals \( q^* \). In the context of scheduling the links in \( L \), this means that, if we let all links in \( M \) be concomitantly active for \( T_M \) time slots and do this for all \( M \in P_e \), then after all \( \sum_{M \in P_e} T_M \) time slots link \( e \) will have appeared \( q^* \) times, regardless of the particular link \( e \) under consideration. Thus, ensuring that this happens for every \( e \in L \) requires \( \sum_{M \in L_e} T_M = \sum_{M \in P_e} T_M \) time slots. We denote this overall number of time slots by \( T' \) and, by Eq. (5), conclude that \( w' = T'/q^* \) is the desired minimum value of the ratio \( T'/q \).

The preceding development admits the graph-theoretic interpretation in which the edge set of \( G \) has to be covered by \( T \) feasible matchings while mandatorily including every edge in exactly \( q \) of them and minimizing \( T/q \). A new fractional edge-chromatic indicator of \( G \), denoted by \( \chi^*_s(G) \), can then be defined to be

\[
\chi^*_s(G) = w^* = \min_{k \geq 1} \frac{\chi^*_k (G)}{k},
\]

where \( \chi^*_k (G) \) is the minimum number of feasible matchings that cover all edges in such a way that each one appears in exactly \( k \) matchings. Clearly, network capacity as defined in Section II is given by \( 1/\chi^*_s(G) \). Moreover, by Eq. (7) we have

\[
\chi^*_s(G) \leq \chi^*_1(G).
\]

One of the core elements of our study in this letter is the determination, for some given \( G \), of whether coloring its edges fractionally provides more capacity than coloring them with one single color per edge. Put differently, for each \( G \) we must be able to determine whether the inequality in Eq. (8) is strict, which clearly is true if and only if the minimum in Eq. (7) is achieved for \( k > 1 \). Solving the LP problem in Eqs. (2)–(4) already gives us the value of \( \chi^*_s(G) \) along with the corresponding \( x_M \)'s that are nonzero. It would then seem that checking whether all of these \( x_M \)'s equal 1 suffices, since if they do we can immediately conclude that \( \chi^*_s(G) = \chi^*_1(G) \). However, that LP problem may admit several optimal solutions, including some that involve non-unit \( x_M \)'s even when another equally optimal solution involves unit \( x_M \)'s only. For this reason, testing whether every nonzero \( x_M \) equals 1 in the optimal solution returned by the LP solver is meaningful only in the affirmative case. In the negative case the test is meaningless, since it does not necessarily follow that \( \chi^*_s(G) < \chi^*_1(G) \). Given this difficulty, we address the direct calculation of \( \chi^*_s(G) \) as well, by modifying the LP program of Eqs. (2)–(4) so that each \( x_M \) must be an integer equal to 0 or 1. The result is the following integer linear programming (ILP) problem.

\[
\text{minimize} \quad w_{\text{int}} = \sum_{M \in \mathcal{M}} x_M \quad \text{(9)}
\]

subject to \( x_M \in \{0, 1\}, \quad \forall M \in \mathcal{M} \) \quad \text{(10)}

\[
\sum_{M \in \mathcal{M} | e \in M} x_M = 1, \quad \forall e \in L \quad \text{(11)}
\]

Clearly, any valuation of the \( x_M \)'s satisfying the constraints in Eqs. (10) and (11) characterizes a partition of the link set \( L \) into feasible matchings (specifically, a matching \( M \in \mathcal{M} \) is in the partition if and only if \( x_M = 1 \)). The objective function in Eq. (9) counts the corresponding number of matchings and therefore its optimal value, call it \( w^*_{\text{int}} \), is such that \( \chi^*_s(G) = w^*_{\text{int}} \).

In summary, the following is how we find out whether \( \chi^*_s(G) < \chi^*_1(G) \) and stop:

Step 1: Find \( \chi^*_s(G) \) by solving the LP problem in Eqs. (2)–(4);

Step 2: If every nonzero \( x_M \) in the solution equals 1, then conclude that \( \chi^*_s(G) = \chi^*_1(G) \) and stop;

Step 3: Find \( \chi^*_1(G) \) by solving the ILP problem in Eqs. (9)–(11);

Step 4: Test whether \( \chi^*_s(G) < \chi^*_1(G) \).

Clearly, Steps 1–4 amount to solving the ILP problem only in those cases in which the solution to the LP problem is inconclusive as far as comparing \( \chi^*_s(G) \) and \( \chi^*_1(G) \) is concerned.

IV. EXPERIMENTAL SETUP

Given a fixed graph \( G = (N, L) \), of vertex set \( N \) and edge set \( L \), the computational core of our experiments is carrying out Steps 1 and 3 given at the end of Section III, which solve an LP problem and an ILP problem on \( G \), respectively. In our experiments, graph \( G \) is an instance of the following random geometric graph. Given a \( d \times d \) region in two-dimensional Euclidean space, each of the \( |N| \) vertices is placed in it uniformly at random. For vertices \( a, b \in N \), the unordered pair \( (a, b) \) is an edge of \( G \) if and only if \( d_{ab} \leq P/3\gamma \) (equivalently, if and only if \( \text{SINR}((a, b), \{(a, b)\}) \geq \beta \), where the role taken up by \( a \) as sender or receiver relative to \( b \) is immaterial). Put differently, \( (a, b) \) is an edge in \( G \) if and only if the singleton \( \{(a, b)\} \) is feasible. For each \( e = (a, b) \in L \), sender \( r_e \) is either \( a \) or \( b \) uniformly at random, with receiver \( r_e \) set correspondingly. We use \( \alpha = 4 \), \( \beta = 316.23 \) (25 dB), and \( \gamma = 8 \times 10^{-11} \) mW (–100.97 dBm), as well as \( P = 300 \) mW (24.78 dBm) throughout all experiments.

For fixed \( |N| \) and \( d \), we generated 1,000 graph instances and tested each one for suitability to Steps 1–4. Failing instances were dropped, so all our results are expressed as averages over the passing instances. An instance can fail for at least one of three reasons: edge set \( L \) is empty; edge set \( L \) has more than 128 edges, in which case we lack the computational resources to enumerate all feasible matchings that go in set \( \mathcal{M} \); the number of feasible matchings in set \( \mathcal{M} \) is greater than \( 50 \times 10^6 \), which is as far as we can go given 128 GB of RAM and given that we use the Gurobi suite (www.gurobi.com) for solving both the LP and ILP problems, always with the presolver disabled and Simplex as the core linear programming solver. Choosing \( \beta = 25 \) dB has therefore aimed at minimizing the number of failing instances by avoiding too many networks with more than 128 edges. Even so, many of the instances for the higher values of \( |N| \) reached the mark of several million feasible sets. Moreover, \( \beta = 25 \) dB lies within the range for WiFi, a key component of wireless mesh networks [15].

Given a \( |N|, d \) pair, enumerating all the feasible matchings in \( \mathcal{M} \) for a passing graph instance \( G \) has taken on average up to about 597 seconds to complete. Running Step 1 to find \( \chi^*_s(G) \), or Step 3 to find \( \chi^*_1(G) \) whenever reaching that step, has required on average up to about 199 and
3,575 seconds, respectively. These figures refer to an Intel Xeon E5-1650 v4 running at 3.6 GHz on 128 GB of RAM. Such maximum averages were all observed for $|N| = 100$ and $d = 4$ km. Taken in conjunction with the limitations discussed above regarding the value of $|L|$ and a graph instance’s number of feasible matchings, these running times make it unlikely that problem instances can be scaled up significantly while still being amenable to solution by our exact method. We return to this issue in the Appendix.

V. RESULTS AND DISCUSSION

We give results in Figures 1 and 2, with Figure 1 showing the percentage of graph instances $G$ for which $\chi_{\text{phys}}^*(G) < \chi_{\text{phys}}(G)$. Such graph instances are cases of network-capacity improvement when substituting a algorithm based on fractional edge coloring (of capacity $1/\chi_{\text{phys}}^*(G)$) for one based on edge coloring that employs one single color per edge (of capacity $1/\chi_{\text{phys}}(G)$). The ratios of capacity improvement, given by $\chi_{\text{phys}}(G)/\chi_{\text{phys}}^*(G)$, are shown in Figure 2 as averages over the pertinent graph instances $G$. These figures are best analyzed in terms of a geometric graph’s node density (its number of nodes divided by the area of deployment), since this automatically provides an indirect basis for analysis in other terms as well (higher densities imply higher numbers of edges and in turn higher numbers of feasible matchings).

Clearly, a tendency is shown in Figure 1 of higher percentages for higher node densities. This is easily seen as we fix $d$ while $|N|$ is increased, but holds across values of $d$ as well: note that node density is of the order of $10^{-5}$ to $10^{-4}$ for $d = 1$ km, $10^{-6}$ to $10^{-5}$ for $d = 2$ km, and so on, which in general correlates well with lower-d plots being located higher up in the figure. Of course, owing to the total absence of passing graph instances for the highest values of $|N|$ and lowest values of $d$, at this point we can only speculate as to what would happen if such instances’ numbers of edges and of feasible matchings could be handled, but the trend seems clear nonetheless. Indeed, increasing a geometric graph $G$’s node density tends to lead to a higher number of edges, and therefore a pressure exists for the value of $\chi_{\text{phys}}(G)$ to increase as well. Intuitively, this presents an opportunity for some $k > 1$ to prevail in Eq. (7) and for $\chi_{\text{phys}}^*(G) < \chi_{\text{phys}}(G)$ to occur.

Another observable of interest is the capacity ratio, or gain, given by $\chi_{\text{phys}}^*(G)/\chi_{\text{phys}}(G)$, for those instances $G$ for which $\chi_{\text{phys}}(G) < \chi_{\text{phys}}^*(G)$ is obtained. This is shown in Figure 2 as averages over the instances accounted for in Figure 1. A relationship is seen to exist also between the graphs’ node densities and their capacity gains, but now the trend is for the lower-node-density graphs to afford higher marks. This can be seen as we fix $d$ and increase $|N|$ (plots in the figure are generally decreasing toward 1) and, to a limited extent, across values of $d$ as well. At this point we must not state the latter more firmly because the plots in Figure 2 deviate from what they would look like ideally (plots nicely nested one above the other with increasing $d$). This may have to do with the higher confidence intervals occurring precisely where deviations from the said ideal are most striking (confidence intervals up to nearly 7% of the corresponding means in some cases), but only further experimentation will clarify the issue.

VI. CONCLUDING REMARKS

Considering the set of feasible matchings of $G$ in the physical interference model has led to the definition of a new fractional edge-chromatic indicator for $G$, $\chi_{\text{phys}}^*(G)$, and correspondingly a new definition of network capacity, $1/\chi_{\text{phys}}^*(G)$. The single-color-per-edge definition, $1/\chi_{\text{phys}}(G)$, can be optimal whenever $\chi_{\text{phys}}^*(G) = \chi_{\text{phys}}(G)$, which as we have found can happen relatively often. This notwithstanding, denser networks can also yield $\chi_{\text{phys}}^*(G) < \chi_{\text{phys}}(G)$, which sometimes accounts for non-negligible capacity improvements (i.e., increases in the ratio $\chi_{\text{phys}}^*(G)/\chi_{\text{phys}}(G)$). Conveniently, adopting the fractional-coloring framework allows optimization to be carried out exclusively by solving the corresponding LP problem, without any need whatsoever to call upon the accompanying ILP problem, which is substantially more time-consuming than the former.
APPENDIX

Regarding Scalability

It is clear from our discussion in Section IV that the networks we experimented with were limited by the need to enumerate all feasible matchings in $M$ in order to exactly solve the LP problem given by Eqs. (2)–(4) and the ILP problem given by Eqs. (9)–(11). The number of such matchings eventually exhausts all computational resources available, thus making it impossible for $M$ to be enumerated and for either problem to be solved. Ultimately, however, it is the LP problem that matters most, and for this one a clear path exists for the search for scalability.

To see that a substantially more efficient alternative may be available, consider the particular case in which $M$ is the set of all matchings of $G$ (i.e., not necessarily feasible in the sense of the physical interference model). In this case, the LP problem given in Eqs. (2)–(4) can be taken as defining the fractional chromatic index of $G$ [16] and the better alternative is to consider it in its dual formulation, given as follows.

$$\begin{align}
\text{maximize} & \quad z = \sum_{e \in L} y_e \\
\text{subject to} & \quad \sum_{e \in M} y_e \leq 1, \quad \forall M \in M
\end{align}$$

In this formulation, for each $e \in L$ we have a real variable $y_e$ (which can be negative, zero, or positive, by virtue of the equality constraint in Eq. (4)), and for each matching $M \in M$ we have a constraint forbidding the $y_e$’s for $e \in M$ to add up to more than 1 (Eq. (13)). The goal is to maximize the sum of all $y_e$’s (the objective function $z$ in Eq. (12)). By LP duality, if the LP problem in Eqs. (2)–(4) defines the fractional chromatic index of $G$, then so does the one in Eqs. (12) and (13).

It would seem that the new formulation suffers from the same problem as the previous one, the only difference being that now the size of $M$ is reflected in the number of constraints, not the number of variables. While the latter is clearly true, it is in principle possible to solve the problem without listing all constraints explicitly. We start by maximizing $z$ subject to only a minimal set of constraints (one for each singleton matching $\{e\} \subseteq L$, which ensures a finite maximum value for $z$). Then we iterate, each time expanding the set of explicitly listed constraints with the addition of an unlisted one that is currently violated. We do this until no violated unlisted constraints remain.

In order to succeed with this approach, we must ensure that both the time required to identify a violated unlisted constraint and the overall number of iterations are polynomially bounded. The first of these goals is achieved by resorting to the problem of finding a maximum-weight matching in $G$, which is known to be solvable in polynomial time by a variety of methods (see [17] and references therein). To see how this problem can be of use, let $y^*_e$ be the value of $y_e$ for each $e \in L$ after one of the iterations, then find a maximum-weight matching of $G$ with the $y^*_e$’s as weights. Let $M^*$ be the matching obtained, of weight $W^* = \sum_{e \in M^*} y^*_e$. If $W^* > 1$, then clearly the constraint in Eq. (13) for $M = M^*$ is being violated and should therefore be listed explicitly for the next iteration. If $W^* \leq 1$, then clearly no further violated constraints exist (since $M^*$ has maximum weight) and no further iterations are needed. As for the second goal, that of iterating for only a polynomially-bounded number of times, the ellipsoid method for linear programming, though impractical for direct use, provides the necessary theoretical guarantee [18]. An essentially equivalent path is followed in [13].

The case in which the matchings in $M$ are all feasible in the sense of the physical interference model is substantially more complex, but at least we have the results of [18] to rely on for guidance. Specifically, what we must do is discover a polynomial-time algorithm to find a maximum-weight feasible matching of $G$. Such an algorithm will depend on all the intricacies underlying the definition of SINR in Eq. (1), and whether one exists is for now an open problem. Should it not exist, or should it prove too elusive to find, a more costly algorithm will also do: though requiring more computational effort to determine the required feasible matching, the expected savings derived from not having to list a huge number of constraints explicitly are bound to be worth the additional resources expended.
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