MAC design for WiFi infrastructure networks:
a game-theoretic approach

llenia Tinnirello, Laura Giarré and Giovanni Neglia

Abstract—In WiFi networks, mobile nodes compete for access-  Another problem specific to infrastructure networks is give
ing a shared channel by means of a random access protocol @dl by the repartition between uplink and downlink resources.
Distributed Coordination Function (DCF). Although this pr otocol Infrastructure networks are characterized by a star tayolo
is in principle fair, since all the stations have the same prbability . . . .
to transmit on the channel, it has been shown that unfair which connects multlple mobile nqdes to ‘F?‘ common station
behaviors may emerge in actual networking scenarios becaaof ~called Access Point (AP). On one side, mobile stations can up
non-standard configurations of the nodes. Due to the prolif@tion  load traffic to the AP, which is connected to external network
of open source drivers and programmable cards, enabling an (e.g. to the Internet); on the other side, they can download

easy customization of the channel access policies, we PreBO affic from the external networks through the AP. Since the

a game-theoretic analysis of random access schemes. We Sho‘%\P contends as a normal station to the channel, its channel
that even when stations are selfish, efficient equilibria catitions '

can be reached when they are interested in both uploading and access probability is the same of the other mobile statibinis.
downloading traffic. We explore the utilization of the Acces Point  implies that the AP aggregated throughput, i.e. the downlin
as an arbitrator for improving the global network performan ce. pandwidth, is equal to the throughput perceived by any other
g?%%ctivglIi)/rci)r?wgls:maér;gin%vilﬁf:ﬁei?giiaﬁl?i]npcli?ng?sCF extensionSsiations, thus resulting in a per-station downlink bandkwvid
' much lower than the uplink one [4]. Indeed, recent exterssion
of DCF [5] (namely, the EDCA protocol) allow the AP to set
[. INTRODUCTION heterogeneous contention windows among the stations & giv
The problem of resource sharing in WiFi networks [1], [2]priority to downlink throughput or to delay-sensitive fiaf
is addressed by the Distributed Coordination Function (DCF hus, nowadays nodes can adapt their contention windows
which is a Medium Access Control (MAC) protocol based oaccording to the values signaled by the AP for each traffic
the paradigm of Carrier Sense Multiple Access with Colfisioclass. However, there is the risk to exploit this adaptation
Avoidance (CSMA/CA). The basic idea of the protocol i€ selfish manner, for example by using a contention window
very simple: sensing the channel before transmitting, analue of a higher priority class [6].
waiting for a random backoff time when the channel is sensedThese considerations motivate a game theoretical analysis
busy. This random delay, introduced for preventing callisi of DCF, in order to propose some protocol extensions able
among waiting stations, is slotted for efficiency reason ari@ cope with the resource sharing problems. The problem
extracted in a range called contention window. Standard DGRN be formulated as a non cooperative game, whose players
assumes that the contention window is set to a minimum val@ee n contending stations. When stations work in saturation
(CWpin) at the first transmission attempt and is doubled ugpnditions, i.e. they always have a packet available in the
to a maximum valueW,,..,) after each transmission failure .transmission buffer, DCF can be modeled as a slotted access
The distributed DCF protocol is in principle fair, becaus@rotocol, while station behavior can be summarized in terms
the contention window setting€'W,,;, and CW,,., are Of per-slot access probability [7]. Therefore, we consider
homogeneous among the stations, thus ensuring that et the strategy of a generic statiorat each time slot is
node receives in the long term the same number of accé§saccess probability, say it;. A vector of station payoffs
opportunities. Nevertheless, some unexpected behaviames h(/1,J2, . .., J,) can be defined according to the network and
been recognized as a consequence of non-standard settRg¥ication scenario [8]. Previous studies have mainly-con
of the contention windows. The stations employing lowegidered that each node utility is given by the node saturatio
contention windows gain probabilistically a higher numbehroughput performance [9]. In [10], [11], it has been shown
of transmission opportunities, at the expense of compliaitat a utility function equal to the node upload throughput
stations. These settings can be changed by the card manay lead to an inefficient Nash equilibrium in which stations
facturers, as recognized in [3], or by the end users thankstfansmit in every channel slot (i.e. play= 1). This situa-
the availability of open-source drivers. tion creates a resource collapse, because all statiorsniran
S o simultaneously thus destroying all packet transmissibiee
i l'-e;'i’]gff’t"f r']sni"";tngl'EgvtliJ’f"fﬁ'tSa‘f'iF;a'ermo' 9012&ammo, ltaly  complex utility functions combining upload throughput and
L. Giarré is with DIETT, Universita di Palermo, 90128 Raie, Italy ~COStS related to collision rates [10], [12], [13] or to energ
gi arre@ni pa. it consumptions [14], [15] lead to different equilibria, btey
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performance metric and so appears completely arbitrary. needed. In particular, although we prove that stationgraxt

In this paper, we show that efficient equilibria can b bidirectional traffic is sufficient to lead to efficient afijoria,
naturally reached in infrastructure networkhen stations are we also suggest how to use the AP for dealing with the
interested in both uploading and downloading traffifince presence of stations interested in upload traffic only. The
the utility of each station depends not only on its throughpupload traffic scenario has been largely analyzed in liteeat
but also on the AP throughput, no station is motivated #nd our solution is derived by the approach introduced iy [10
transmit continuously. Extending our preliminary resuilts (based on a MAC-layer artificial throughput control) thasha
[17] and in [18], we derive Nash equilibria and Pareto optiméeen adapted to an infrastructure network. Specificalljlewh
conditions as a function of the network scenario. We alg&0] proposes a distributed jamming mechanism for destigyi
define a mechanism design scheme, in which the AP playansmissions of too greedy stations, here we centrallyrabn
the role of arbitrator to improve the global performanceh& t the unidirectional upload flows, by selectively dropping th
network, by forcing desired equilibria conditions. ACK frames of greedy stations at the AP. Obviously, différen

The rest of the paper is organized as follows. In Sec. I-A waunishment schemes can be implemented at different layers.
briefly review some research papers related or complementhr [9], [19] the authors describe two driver-level approesh
to ours; in Sec. Il we carry the game theoretic analysis agdlled CRISP and SPELL, based on software modules to
we find the Nash equilibria and the Pareto Optimal solutionse installed at each contending node, for piloting the MAC
in Sec. lll we analyze the use of the AP for performingettings of the cards according to some monitored parameter
some mechanism design schemes; in Sec. IV we show fhi@tions are discouraged from installing different drikresd-
MAC scheme implementation and the performance evaluatiokes because their bandwidth share is asymptotically imfer
through simulations; finally we drew some conclusive rersarko what they would receive playing CRISP or SPELL. In
in Sec. V. [20] both routing-layer and application-layer punishnzeate
considered. At the routing layer, each node can stop the
. forwarding of traffic packets sent by stations recognized as
A. Our Scenario and Related Work selfish, ngle at the algplication Iayeryit is possible togﬁnap

In recent years, the proliferation of open-source drivers fdeny the traffic incoming from selfish nodes. Similarly, gath
WiFi cards has motivated several game-theoretical arsabfsi than dropping the ACK frames, the AP can stop forwarding the
different selfish behaviors of 802.11 nodes. In particegat traffic sent by selfish nodes to the application layer or to the
attention has been dedicated to the backoff attacks [9]-[18ired network. However, since we are assuming that stations
(i.e. to the presence of selfish nodes changing the contentigork in saturation conditions, we do not model the intexacti
window value in order to increase their throughput), whioh abetween the packet generation process at higher layers and
also the focus of our work. However, our scenario differsrfrothe MAC-layer queue. Therefore, we limit our analysis on
previous ones because we consider an infrastructure netwanAC-layer traffic control, because in the current framework
where each station is involved in bidirectional traffic flowsthe higher layer discard process cannot have effects on the
This assumption introduces an intrinsic self-regulatogchh  MAC-layer queues and contention process.
anism in the contention process, since each station needs tpinally, while our work is focused on analyzing and/or cor-
constrain its transmission rate at least to leave space tmih recting selfish node behaviors, some other related work, [21]
downloading traffic. Indeed, we believe that this assunmpio [22] has addressed the issue of how to identify a misbehaving
pretty realistic. In most cases, nodes are interested ikl wireless node. These papers consider different misbetsavio
information exchange. Even applications like file uploadinincluding those aiming to increase the upload rate and those
or downloading that look unidirectional, in reality recir aiming to increase the download rate. They present DOMINO,
some signaling traffic in the opposite direction. Moreoves software to be installed in or near the Access Point, to
in most recent P2P systems, peers interested in the safagect and identify greedy stations. It is important to rtbs
file are incentivized to barter their chunks, so that eachr pgBOMINO does not address the problem of how to control or
downloads and uploads the file at the same time. punish the identified greedy stations. Similarly to DOMINO,

We also assume that the stations work with saturatedREAM [23] is a solution to detect and contrast a specific
transmission buffers. This is quite natural if we think abouattack (in this sense it is a malicious behavior rather than
large data transfers and it does not necessarily imply thatiaselfish one): a host could maliciously modify the protocol
station should try to transmit at the highest possible riate. timeout mechanism (e.g., by changing SIFS parameter in
fact in our scenario the station is also interested to itsrdoad  802.11) and cause MAC frames to be dropped at well-behaved
rate. nodes. Both these works are orthogonal to our purposes and

Therefore, in this paper we define a new utility function ableould be integrated in our framework.
to simultaneously account for a generic bidirectionalficaf
scenario and a desired uplink/downlink bandwidth repartit
When such a ratio goes to infinity, we asymptotically recover
the case when a node is only interested in its upload rate [10]

Moreover, in an infrastructure network, the Access Point We assume that all the stations try permanently to transmit
(AP) is a central element that can try to implement faion the channel because their transmission queues are never
resources repartition and punish misbehaving nodes whampty, i.e. they work in saturation conditions. We havefiedi

II. CONTENTION-BASED CHANNEL ACCESS A GAME
THEORETIC ANALYSIS



that non-saturated stations affect the performance ofael where R is the retry limit employed in the network (i.e. the
stations only marginally and regardless of their contentionaximum number of times the station tries to retransmit
windows. When all stations are saturated, it has been shownpacket as consequence of collisions) didi) is the
[24] that DCF can be accurately approximated as a persisteohtention window at thei-th retry stage (i.e.W (i) =
slotted access protocol, because packet transmissionsecamin{2!CW,, ., CWa.}). We can evaluate the AP collision
originated only at given time instants. Figure 1 shows gobability as a function of the vector strategy or as a
example of DCF as a slotted protocol. After a busy timdunction of a generic couplér;, p;):

stations A and B defer their transmissions by extracting a n
random slotted delay (respectively, 4 and 8 slots). Sinee th  p,p(7) =1— H(1 1) =1—(1-p)(1—7)
timer of station A expires first, station A acquires the rigit =1

transmit on the channel. The next transmission, which tgsul
in a collision, is performed again after an integer number &. Station Utility

backoff slots from the e”?' of the previo_u_s cha_nnel activity. According to the slotted channel model, the random access
Therefore, th_e chapngl time can pe d'V'ded_ mto _SIOtS grocess can be described as a sequence of slots resulting in
uneven duration delimited by potential transmission mSta 5 ;ccessful transmission (when only one station accelsses t
In a generic channel slot, each statiohas approximately @ channel), in a collision (when two or more stations access

fixed probabilityr; to transmit, which depends on the averagge channel), or in an idle slot (when no station accesses the
backoff values. channel). By observing that each slot boundary represents a

] ] regeneration instant [25] for the access process, the ghymut

A. Station strategies of each station can be readily evaluated as the ratio between

Let n be the number of saturated contending stations. \ilee average number of bits transmitted in each slot and the
assume that each statianis rational, and can arbitrarily average duration of each slot [24].
choose its channel access probabitityin [0,1]. This choice  In our study we consider that the AP could allocate a
can be readily implemented by tuning opportunistically theifferent downlink throughput to each station by impleniegt
minimum and the maximum values of the contention windowa. specific scheduling mechanism, as described in Sec. II-D.
By observing that; = 1/(1 + E[W]/2), where E[IW] is the For now on we consider that the scheduling rule is given and
average contention window used by station, a solution igto sve denoter; the fraction of the AP’s throughpub(,p) given
CW. = CW .. = 2/7; — 2L The set of all the strategiesto stationi (clearly ", z; = 1). We can express the uplink
in the network is ther{0,1]". We define asoutcomeof the throughputS? and the downlink throughpu$? for the i-th
game a specific set of strategies taken by the players, thestaion as [24]:

vectorT = (1,72, -+ , ) € [0,1]". We call ithomogeneous , (1 —pi)(1 —7ap)P
outcome whenever all the stations play the same strategy, i. Sy (i, pi) = D GJ: (= | T (2)
T=(71,7,..7). idle idle
Performance perceived by a given statiorot only depends i 1— P
p yag y dep Si(rispi) = 228 ap(pap) = 73 f(par)(1 —pap) 3)

on the probabilityr; to access the channel, but also on the Pigieco + [1 — Piaie|T

probability that no other station transmits in the same. Sl%hereP is the frame payload which is assumed to be fixed
Therefore, from the point of view of statioy the vector andT are, respectively, the empty and the busy slot duration
strategyr can be represented by the couple of valtesp:), ang p,, is the probability that neither the stations, nor the

wherep; = 1 —J;,,(1 — 7;), the probability that at least Ap yansmit on the channel, i€ = (1 — pap)(l —7ap).
another station transmits, summarizes the interactiorth wi We define the utility function; for the mobile station as:
K2 .

all the other mobile stations. In the presence of downlink _ _

traffic, we also assume, unless otherwise specified, thatRhe Ji = min{S,,, k; S5} 4)
contends for the channel as a legacy DCF station with sal
rated downlink traffic. Thus, the overall collision probidli
suffered by station results to bel — (1 —p;)(1 —7ap), where
Tap iS the channel access probability employed by the A
Since the AP is a legacy station, its transmission prolighdi
not chosen by the AP, but is function of the perceived calfisi
probability pap, 7ap = f(pap). The functionf() has been
derived in [7]:

tIuﬁe rationale of this definition is the assumption that the

station applications require bandwidth on both directidrse
oefficientk; € (0,00) takes into account the desired ratio
etween the uplink and the downlink throughput required by

station: and we call it theapplication requiremenat station

i. If k; = 1, station: requires the same throughput in both

directions. The limit cas&; = 0 corresponds to a useronly

interested in the downloading ra$é. In this case it is trivial to

T=[f(p) = WIWW determine the user's dominant strategy, that is to not inéns
2(1—p"th) at all in order to avoid any collision with the AP. For this
1—pftis(1—p) 327 p W (i) O=p<l 1) Y

reason, in this paper we exclude the case- 0. Conversely,

2(R+1) -1 o b ) ;
the limit casek; = oo corresponds to a usépnly interested in

R+14+3 0 W (i) p=

10bviously, this solution introduces some quantizatioee on the actual ?We are implicitly considering a basic access scheme, with
7; values, since the contention window can assume only integkeres. A EIFS=ACK_Timeout+DIFS, which corresponds to have a fixed busy
discussion about these effects is provided in [26]. slot duration in both the cases of successful transmisgioncallision.



the uploading rat&’?, (as assumed in most previous literature). Remark 2.2:Consider a generic statianand the collision
Apart from the mechanism design analysis, we briefly treptobability p; € (0,1) suffered because of the other sta-
this case, since most limit results have been discussedin [1tion strategies. By derivation, it can be easily proved that
[11]. When all the coefficients; are equal to a fixed value, S’ (7;,p;) is @ monotonic decreasing function of, starting
we talk about uniform application requirements. from Si(0,p;) > 0, and thatS:(7;,p;) is a monotonic
Figure 2 plots the utility of a given statiof in the case increasing function of;, starting fromsS?, (0, p;) = 0.
of uniform application requirements with = 1, 802.11b  Let us denote aest responsestrategy of a station as
physical (PHY) layer,P = 1500 bytes, a data rate equal tor"”). For k; = o, the station utility function is equal only
11 Mbps, and an acknowledgment rate of 1 Mbps. In sucht@ S’ (7;, p;). From Remarks 2.1 and 2.2, it results that the
scenario, by including physical preambles, acknowledgmerility is maximized forr"”) = 1 whenp; < 1 (then there is a
transmissions, MAC headers and interframe times, The unique best response), and it is constant to 0 when 1 (then
duration is equal to 1667s. Different network conditions, any strategy is the best response). Epr4 oo andp; < 1,
summarized by different values of theprobability, have been from Remark 2.2 we can state that the utilifyis maximized
considered. The collision probability; takes into account for ") € (0,1) such thatsi (7" p;) = kz'SQ(Ti(bT)vpz‘)- It
only the competing mobile stations, so that the actualsioli 5| ows that, forp; < 1, ) s the solution of the following
probability is given byl — (1 —p;)(1—7ap). From the figure, implicit equation: !
it is evident that, for eachy;, the utility is maximized for

a given best response value (e.g. about 0.01pfer 0.15), Ti(bT) = 1—(3@% =
which slightly increases gs; grows. For uniform application kiwi f (1-(1-pi) (1-7"")) (6)

requirements, we consider that the AP equally shares its 1—(1—kimi)f(1—(1_pi)(1_Ti<m>))
throughput among the contending stations (:e= 1/n Vi).

In this case, it is useful to define the single variable fiorei 1 1€ Previous equation has a single solutignin the range

Shom(r) = Su(ril— (1)) (0,1). In fact, the left sidel(ri(”b)) of (6) is a continuous
S%OW( ) ; ffg ’(1_ (17" (5) strictly increasing function Ole-( ") with values in [0, 1].

d AT n AP 4 For p; # 1, the right sider(7\"") is a continuous strictly
representing, respectively, the uplink and downlink tigtou decreasing function with values in the same interval (we are
put perceived by each station in the case of homogenegjiing to show it below), and with:(0) > 1(0) = 0 and
outcomes £|7; = 7, V). (1) < I(1) = 1. Then, there is necessarily a unique solution

Figure 3 plots the utility of a given station in the casor p, £ 1. In order to check our statement about the function
of homogeneous outcomes fer= 2 andn = 10, and for on the right side of (6), we can express it as the composition
different uniformk values. In these curves = 1—(1—7)""%  of three functionsh(y) = kiziy/(1 — (1 — kixy)y), f(x),
is not fixed, because the strategy changes are not unilate&@i(br)) — 1—(1—pi)(1—7’i(bT))- Now g() is strictly increasing
The optimal strategy, which maximizes the station utilisya o, pi # 1 and has value 0, 1]. f() is strictly decreasing

function of bothn and*k. and has value if0, 1] (this is evident if we remind that ()
o is the probability to access the channel for a legacy stdkian
C. Nash Equilibria experience a collision probability). k() is strictly increasing

We are interested in characterizing Nash Equilibria (NE) afi the interval[0, 1] (for all the possible values df;z;). Then,
our game model where stations achieve a non-null utilite Thhe compositiorho f o g is strictly decreasing fop; # 1. The
inefficient equilibria in which all stations achieve an ifil solution 7; of (6) can be found numerically in a few fixed
value equal to 0 can be easily found by observing that:  point iterations.

Remark 2.1:In general, station utility is a function of the Note that, as originally proved in literature and revisited
whole set of strategiesr{, but it is constant and equal tif in [8], if there are stations with only uplink traffic flows, éh
a)p; = 1, i.e. if at least one of the other players is transmittiny E of the distributed access game with non-null utility \esu
with probability 1 (35 # i | 7, = 1), or if b) 7, = 0. We also are all and only the vector of strategies such thatd! i
observe that the AP access probabilityr depends onr; {1,2,---n} | 7, =1 andk; = oo. In this particular case our
andp; according to (1) and cannot be equal to 1 for standaggneral utility function leads to the same results of [1Q]][
contention window values. Conversely, wherk; # oo Vi, the next proposition shows that

Proposition 2.1: The vectors of strategies, such that there is a non trivial NE where all players obtain non null
34,1€l1,2,---n| 1, =1, 7 =1 are NE of the distributed utility.
access game in which all stations achieve an utility vala th Proposition 2.2:For a given vectork of application re-
is constant and equals 0. quirements(ky, k2, - - - ky) in (0,00)™, and a given vector of

Proof: The result is an immediate consequence of Reownlink throughput coefficient$xy, o, - - - x,,), it exists a
mark 2.1. If there are at least two stations transmittindhwitunique NE+ with non-null utility values.
probability 1, then the channel is entirely wasted because of Proof: We already know that all the vectors of strategies
collisions andS?, = S = 0, Vi. In these conditions/; = 0 Vi  such that at least two stations transmit with probabilitre
and stations are not motivated in changing their strategies NE with zero utility. Moreover, an outcome with only one sta-

The following remark will be useful for characterizing mordion, say iti, transmitting withr; = 1 cannot be a NE because
efficient NE. the station would find convenient to unilaterally redugeo



increase its downloading rate. Then we can conclude that a N&vnlink throughput perceived by each station at the NE is
with non-null utility values can only exist for € [0,1)", or (1 + k;)/nSap. This implies that stations requiring large
equivalentlyp; < 1 for all j, so in what follows we consider values will consume a large fraction of the network resosirce
this case. A NE is an outcome* of mutual best responses, Whenever the AP is able to estimate the application re-
that can be expressed by (6), being that 1 for all ¢, i.e. quirement of each station (by monitoring the ratio betwéen t
an outcome such that for eaéhr; = 1—(116—116% with  uplink and downlink throughput perceived by each statidn),
Tap = f(1 —[[i=,(1 —7;)). Although the above equationscan implement a different downlink scheduling policy deds
characterize the best responses only fore [0,1)", we to improve the network fairness. For example, by imposing
will first look for solutions with~ € [0,1]", knowing that that the total per-node bandwidsf, + S, = (1 + k;)x;Sap
solutions with one transmission probability equal toare is equal for each station, with the constraiy, z; = 1, it
not NE. The conditions can be geometrically represented riesults:
the n + 1 dimensional hypercub), 1]"*!, where the first )
n dimensions are the strategies, 7, ---,7, and the last - m
dimension is the AP access probabilityp. We denote with !
0 = (11,72, Tn,Tap) @ generic vector in this hypercube. When multiple stations have the same application require-
Moreover,0™ and 1™ is the m-dimensional vectors whosements, we can group these stations into applications dasse
elements are respectively all equalit@nd to1. and represent each classwith a single k; value. Stations

A solution of the set of equations, if any, corresponds teelonging to the same classes will also receive the same
the intersection of the:-dimensional hypersurfacé iden- downlink rationz;.

tified by the equationrap = f(1 — [[;_,(1 — 7)) with Note that the first scheduling policy guarantees a uniform

()

(11,72, ,7a) € [0,1]", and the one-dimensional curvg, utility for all the stations, while the secorapplication-aware
identified by the set of. equationsr; = H’ffk% with  scheduling policy equalizes the total per-station bantwid
Tap € [0,1]. thus resulting in heterogeneous utilities. Therefore, weld

We observe thatS is continuous, and it divides the hy-argue that a different utility definition, based on the total
percube in three regions: the surfagdtself, the regionR;, per-station bandwidth, could be considered. However, such
of the points “below the surface”, i.eR, = {@|rap < @ definition does not capture the bidirectional nature of the
f(1=TI,(1—7))}, and the regiorR, of the points “above” considered applications and could lead to situations ircivhi
it, i.e. Ry = {07ap > f(1 —[[;—,(1 — 7))}. Note that the the uplink or downlink bandwidth is null.
point 0"*! belongs toR;, becausef(pap(0™)) > 0, and
the point1™*! belongs toR, becausef(pap(1™)) < 1. The ial tili
one-dimensional curve is also continuous and it conr@tts E. Social utility
(for 74p = 0) and 1™*! (for 74p = 1), then it necessarily  In this section, we try to identify desirable outcomes from a
intersects the surface. This proves that it exists an ietéien  global point of view. A natural choice is to look at outcomes

point. that maximize a social utility function, such as the minimum
Moreover, it is easy to check that, for eagt?mhes < 0 utility Jg(7) perceived in the networkig(r) = n%m Ji.

and—|T€C > 0. Then, there must be a unique intersectiomhis global utility is often referred to as social unﬁtyThe

point. following remark will be useful for such a characterization

Finally, we observe that this intersection point need to Remark 2.3:The uplink throughputs”™(7) given in (5)
belong to(0,1)"*!, because the sign of the derivatives foand perceived in the case of homogeneous outcomes is a
the point inC' imply that all the points of”' lie in (0,1)""!  non-monotonic function in-, with a single maximum value
buto™*! and1™*!, neither of which could be the intersections’om (7. ), for 7, € (0,1).
point because we have shown that they do not belon§.to  proposition 2.3: The social utility is maximized for a
Then, the intersection point is indeed a NE and moreover thgique homogeneous outcorie, 7/, - -- ,7/) and such out-
corresponding nodes’ utilities are all non-null. B come is Pareto Optimal.

Figure 4 shows some examples of equilibrium conditions  proof: From the utility definition, we have that the
in terms of surface and parametric curve intersectionswor t minimum utility perceived in the network is given by (1) =
stations (hence in a 3-dimensional space) and for diffetent min {mm{S ,x;k;Sap}}. Let us considerm such that

=1,-

andk; values. xmkm < x;k; for all 7. It is evident that the social

. . utility can be expressed in a simpler way ds(r) =
D. Downlink Scheduling Scheme mm{ min {S }, @mkmSap}. Therefore, the minimum util-

For evaluating the ratia; of the downlink throughput to ity is "due o the minimum uplink throughput among all the
be assigned to each station, the AP can employ differegiations or to the downlink throughput of station
policies. If the AP is not aware of the application requireise
of each station, a possible solution is to equally share théin this application scenario, it does not seem that is megmiito consider

downlink throughput among the stations (iae. _ 1/n Vi). as global utility the sum of all the utilities. Consider foxaenple that for
k; = oo for all 4, according to this definition, the optimal social outcome

Under this pOIiCy’ since each statiartries to get an uplink would be the extremely unfair one where a single node acsahsechannel
throughput equal to; S = k;/nSap, the total uplink and with probability 1 and all the others do not transmit.



Let us consider an outcome maximizing the social utigame that is studied in [10], [11]. Such solution corresfgond
ity such that Hllin {S.} < zmkmSap. We prove that this to maximize[],_, . .S, and the homogeneous outcome is
i=1,m :

- Mur

outcome has to be homogeneous. In fact let us considée one maximizing eacly,. For k = oo, this is equivalent
without loss of generality, a non-homogeneous orderecbyecto maximize the defined social utility. This is an unexpected

Twith 0 < 7 = o1, < 7541 < -7 < 1, then link between two different mathematical formulations.
S™(7h,pn) = min; S (75, p;) for h=1,2,--- . Letr/,, be An immediate consequence of Remark 2.4 wheh; is
a new strategy for thej(+ 1)-th station, such that/,, = 7;. constantis the following result . _
For the new outcoméry, - - - , 7, Tg"+1 .. 1,), the social utility Corollary 2.4: If z;k; is constant for ali and the solution

is still determined by the minimum uplink throughput that i~ of (6) for p; = 1 — (1 —_T*)n_l is lower or equal tor,,

now the throughput perceived by stations frorto j+ 1. This then the NE(7*, 7", ... 7%) is Pareto optimal.

throughput is higher than the previous one, sifitér;, p;) is Proof: When x;k; is constant f.or al_lz'., T*. is also the
monotonic decreasing im;;; for i # j + 1. Then the new Strategy at the (homogeneous) NE identified in Prop. 2.2, and
outcome has strictly higher social utility, this provesttaa if 7" <7 thent’ =77 o _ u
outcome has to be homogeneous in order to maximize thdigure 3 shows that the limit condition” = 7, is approx-
minimum uplink throughput. imately reached fok,, = 20 in the case of» = 2, and for

Let us then consider the other case, i.e. when &m = Ll in the case of = 10. For smallerk,, values, the
outcome T maximizing the social utility is such thatomogeneous NE™ is Pareto optimal. For largdr,, values,
min {81} > 2mkmS It has to beS™ — z. k.S including the unidirectional traffic casl,, = oc, the Pareto
i=1, U u) = MO AR: v mEmPAR o htimal outcomer’ is not an equilibrium point and the NE
because if it wereSy > ki Sap, then stationm could _« oives noor performance (i.e. performance much worse than
increase its downlink throughput and (then increase th&akoc hom (1))
utility) by reducing7,,. Then it has to be5, > S for all - "Note that Prop. 2.1 implies that therice of anarch§ is

i, .. 7 > 7y for all <. In particular all ther; have to be jgnite In fact the global utility at the NE described by
equal, because otherwise we could reduce the largest ac%. 2.1is0). because no user can transmit.

probability tor,,, and improve the social utility. The conclusion
is that also in this case an outcome maximizing the social
utility has to be homogeneous.

Now we prove that there is a unique outcome maximizin/g

the social utility. In fact/s((r, 7,---,7)) has a unique maxi-

mum becauss’ ™ has a unique maximum (see Remark Z_C{ﬁrce desired equilibrium outcomes. Indeeo_l, since the Ayl
hom : : e role of gateway to external networks, it can also play the
and S$" is non-increasing. We denote the outcome maxi- . - .
- . o . ) role of arbitrator for optimizing the global performanceitsf
mizing the social utilityr’ = (', 7" --- , 7).

) L access network.
Finally, we prove the Pareto optimality. We recall that a

Pareto optimal outcome is one such that no one could be . -
made better off by changing the vector of strategies withofit Tuning of the AP channel access probability
making someone else worse off. Now, if we take any outcomeln order to improve the downlink short-term fairness and
different from 7/ the corresponding social utility is strictly the overall network performance, we can use the AP channel
smaller, this means that there is at least one station wh@sgess probability-s» as a tuning parameter. In this case,
utility has decreased. m 74p does not depend om according to (1), but it is equal
It is easy to check when the social utility is limited by thdo & fixed valuec, which can be tuned by the AP. The best
uplink throughput or by the downlink throughput: response (6) for each stations equal to
Remark 2.4:Being 7* the value for whichS ™ (r) = " kix; - c
Tk, SHh9n (), and 7, the homogeneous strategy defined in T T (1 — ksas)e (8)
Remark 2.3, the optimal social outcomeis such that’ = 7*
if 7* <71,, or7 =7, whent, < 7*.
As an example,h Figure 3 plots Js(r) — = by the best response equations. LEYZ(c) and SYE (c),
min{ S " (1), T kmSEE"(T)} for z,, = 1/n and different . R
u ; . ... respectively, the station utility and the AP throughput per-
km = k values, showing cases where the maximum ut|I|tX . .
o : o eived at the NE for each differemtvalue selected by the
value Jg is limited by the uplink throughput (i.er* > 7,) , o NE 2
) L AP. Whenzx; # 0 Vi, the utility valueJ* of each station is
or by the downlink one (ier” < 7). Note that the roportional to the AP throughput T;]erefore all the g8
intersection between the curves correspondingS{s™ () prop ghput. '

andz,, k,, S"%" (1) depends on the scheduling policy and on" be maximized by maximizing the same functfoh:

the application requirements. When = 1/n Vi, or whenz; max JVF(c) = kjx; - max SYE ().

is given by (7), the index of the station perceiving the lower _ ¢ <

utility at the NE is that of the station with the smalldst ~ Figure 5 shows the effects of theiuning on the total band-
width perceived byn; andny contending stations belonging

IIl. CHANNEL ACCESS MECHANISM DESIGN

In this section, we explore the possibility of using the
ccess Point to change th#, or S’ functions, in order to

and the NE in(0,1)™ becomes the intersection between an
hyperplaner,p = ¢ and the parametric curv€' identified

value, i.e.m = arg min; k;.

It is interes_ting to nqte that fok = oo the optimall social  4Remind that the price of anarchy is defined as the ratio behtreeoptimal
outcomer’ coincides with the Nash bargaining solution of th@lobal utility and the global utility at the worst Nash Edifum.



to two different application classes, under the applicatioc cannot be used as a tuning parameter £01), Figure 6

aware scheduling policy (7). The figure refers to a scenamdso plots the limit curve obtained wheén — oo. In both

in which one station requires an uplink/downlink throughpurigures 5 and 6 the bandwidth perceived wheis tuned to

ratio k; = 1, and allny stations require &, ratio equal to 1, the approximated value (10) is enlightened by empty boxes.

2 or 10 (as indicated in the figure legend). The packet size HE$e points are quite close to the actual maximum values (as

been set to 1500 bytes, with an 802.11b PHY and a data rate also verified numerically).

equal to 11 Mbps. The figure enlightens that the per-stationWe observe that this scheme could also be presented as

bandwidth is maximized for a given = 74p, value. For a Stackelberg game with the AP as leader and the users as

example, forny = 1, no = 10 and k2 = 10, a maximum followers. In this case the AP would also be a player, with

bandwidth of 0.57 Mbps can be obtained whens set to the same set of strategies, but with a different utility fimre

0.02. For comparison, the figure also plots some black poinfghe social utility). The resulting Stackelberg equilibri cor-

corresponding to the bandwidth received at the NE underesponds to the one obtained by maximizing (9), i.e. to our

legacy AP. Despite the fact that the curves have a large ftsired NE.

region, in which the throughput is close to the optimal ohe, t

bandwidth obtained under a legacy AP can be much lower thgn

the maximum value (e.g. 0.46 Mbps for the previoys= 1,

ng = 10, andky = 10 case). When a contending stationis not interested in download-
In order to tune the: parameter maximizing the functioning, the mechanism design based only the> tuning is not

S (C), it is convenient to express each channel acceegective for obtaining efficient NE, because in this casdish

ACK suppression

probablhtyr as a function of the channel access probability will maximize its utility by pIaymgT = 1 and all the
experlenced by a reference statioat the NE: other stations will receive a null utility.
n A solution for controlling the resource repartition in in-
= kf? , frastructure networks with stations not requiring dowklin
’ T+ kf—?(l —-7) throughput is adding a selective discard of the ACK transmis

S|ons at the AP side. Since the AP is the common receiver for
where we have inverted the best response expression glv
stations, suppressing the ACKs at the AP side correspond
in (8) for the reference statiori, and substitutede
- to triggering ACK timeouts at the station side, which are

Tt kizi(1-7,) in the best response equation of any Oth?ﬁterpreted as collisions. Therefore, ACK dropping canaesct

stationj # 4. It results: a punishment strategy devised to limit the uplink throughpu
SNE(c) = SNE (c(r;H)) of too aggressive stations. We propose the following ttokesh
Pl P ! (17" P scheme: if a generic statioh has an access probability

Kix; T[Hﬁ(kilzi ] n [1+rj ]Zizf ,1)] —(1—7)n+1(T—0) higher than a given valug, the AP drops an ACK frame with
o (9) probability min{a(r; — ), 1}.
By deriving (9), it can be shown that (fok; # 0 V) In this case, for station with k; = oo the utility function
the function SA'%F has a unique maximum im;, € (0,1). J; is given by the uplink throughput and can be expressed as:

Such desired maximum can be obtained by setting a specific mi(1—p;)(1—7ap)

Tap, = ¢(r;,) value. Although a closed form expression for Py HLPare] T 0<m <y
such a maximum is not trivial, we verified that an excellenti(7i,pi) = § ZU=Bl_rerll-alnl < <4 1/a
approximation fork; > 1 Vj is given by: 0 y+1l/a<71; <1
(11)
1
Tap, = (10) where we recall thaP,g. = (1 — 7;)(1 — p;)(1 — 7ap) and
(L+ 32, kjzj)\/T/20 Ta4p can be zero if; = oo for all i. According to the previous
. . ki _ expression, for; < v the utility function J; is an increasing
which leads taf;, = (43 kjzy)/T/20 —(1—k;z;) | - The approx function of 7;, while for -, > ~ its slope depends on the

|mat|0n |S based on the result ShOWn |n [7] aCCOI’dIng to Wh|(ty Setung By Se|ect|ng alw Value Wh|Ch Corresponds to a
the Optlmal channel access prObablllty for a network with negat|ve derivative OU with respect tOTZ, for v < T <
competing stations is given by— In our scenario, at the v+ 1/a, the utility function is maximized for( r) _ =
NE outcome, the AP behaves as a single contending stationWe observe that this approach has some similarities with
while all the others require an uplink throughput equato,; that proposed in [10], [11]. There, the authors consider gha
times the AP one. penalty mechanism should be deployed in a distributed way
Figure 6 plots some examples of the NE utilitig'” through jamming, and they show that a simple linear control
perceived by station 1, competing with = 5 stations whose is sufficient to lead the system to work at a desired operation
application requirement i&, = 1, for P = 1500 bytes and point (as we are going to show for our ACK suppression
different k; values. The figure has been obtained in the caseheme). We believe that our solution is more appealing from
of an 802.11b PHY at 11 Mbps and an application-awaeepractical point of view. In fact, a distributed jamming vau
scheduling policy. Although this mechanism design schemequire that all WiFi cards support this mechanism. On the
cannot be performed when it exists = oo (since in this contrary our ACK suppression scheme requires only some
case statiori is not interested in the download traffic andthanges to the AP and WiFi cards do not need any change.



Figure 7 plots the station utility perceived in the case of Since for the stations employing; = oo the uplink
10 stations requiring uplink traffic only (i.6: = oo) under bandwidth is equal to the total perceived bandwidth (i.e.
the ACK suppression scheme, for differentvalues. Forv =  k;/(k; + 1) — 1), a possible tuning strategy (maximizing
0, the utility is an increasing function of the channel acceske per-station total bandwidth) is tuning,p to (13) and
probability and the best response of statida Ti(bT) =1.For ~vto /T %n —. Whenn, = n, the previous
a > 0, the utility function is maximized for et

br)
< 1. Sucha . 1

: . % expression becomes = ——L——
maximum corresponds tg for large enough values af (in P P ny/T/20+1

the figure,a = 80). approximation proposed in [7].
Let the station be ordered for decreasingvalues and let
n, be the number of stations with only upload traffic (i.e.!V-: GAME-BASED MAC SCHEME IMPLEMENTATION AND

, which is similar to the

k; = 0o). We can then prove the following result. EVALUATION
Proposition 3.1: The outcomes such thatr; = ~ for On the basis of the results discussed in the previous sec-
i € [I,n,) and 7, = kjz;Tap/(1 — (1 — ka;)Tap) for tions, we propose some simple DCF extensions devised to i)

i € [ny + 1,n] is a Nash equilibrium of the game, wherenable each contending station to dynamically tune itsmblan
the ACK suppression scheme indicated above is implementattess probability according to a best response stratdgy; i

with enable the AP to act as a game designer to induce some
o > 1 desired equilibrium conditions. Beingthe number of stations
T (14 OO AR) g 1 O (T ) associated to the AP, we assume that the AP maintains
T—(1="u = A= ap) I}, 41 (1=7)(T o)

(12) independent downlink queues. For each stationplink and

downlink transmission queues are always saturated, apant f

the casek; = oo when thei-th downlink queue is empty.

We also assume that each station is aware of its application
Proof: First we observe thaf is a NE. Indeed, Whateverrequirementski, while the AP is aware of the number of

playeri we consider withi < n,, Remark 2.1 guaranteesassociated stations involved in the contention process.

that for r; < ~ J; decreases as; decreases. Foy < 7; <

Tt 1/a 'nqua“ty (12) guarantees that decreases as; A. Estimators at the Station and AP side
increases until it reaches the valdeFor 7 > v + 1/a, the ) )
punishment strategy implieg = 0. Then deviating from# In actual networks, for implementing a best response strat-
is not convenient for playei. For each other statiof with €9y, €ach station needs to estimate the AP channel access
5>, 7j = kjzjrap/(1—(1—kjz;)Tap) is the station best propabll|ty TAP. Morgover, _fo_r |mplem.ent|n.g the mechamsm
response (8), which is fixed for a given » setting. Then, also design and scheduling policies described in the previoos se
for these stations it is not convenient deviating frém tions, the AP needs to estimate the channel access prdpabili

Second, whenn, = n, the NE isy = (,7,...7). T employed by each station and the per-station application

’ uo T 1 - IR B .

) 2 .
Considering the subset of outcomis~]”, we can reason requirementsk;°. All these parameters can be estimated on

as in Prop. 2.3 and show that the social utility (defined as tHi® Pasis of channel observations. .
minimum of stations’ utilities as in Sec. II-E) is maximized Considering the slotted channel model due to saturation

this subset at a unique homogeneous outcome. Moreover, §8pditions, a channel observation corresponds to the @hann
every outcome irf0, 1] — [0,~]", there is at least one stationPutcome observed into a given slot. Such outcome is given
with 7; > ~ and this station gets a smaller utility than at the NEY &n idle slot when no station transmits, by a successfil slo

~. We can then conclude that there is a unique homogene$(f€n @ single station transmits, by a collision slot when two
outcome maximizing the social utility and that it lies ipOr more stations transmit simultaneously. In order to penfo

[0,~]". Considering the value, introduced in Remark 2.3 run-time estimators, the channel observations can be gbup
if77 < ~ the homogeneous outcome(is;, 7. 7.), while in observation intervals at which new measurement samples
xT Yy XLy )y

if 7, >= ~ it is 4. Then, under the assumed hypotheses, € available. We express the measurement intervals irsterm
maf(imizes the social utiI’ity and is Pareto optimal. "of an integer numbeB of channel slots. Since the slot size
is uneven (because successful slots and collisions last Tor

Note that the utility perceived at the NE point depends Og{ne, while idle slots last only for), the actual time required

the settings of both4p» and~. Under the scheduling policy or a new measurement sample is not fixed.

given in (7), the per-station bandwidth maximization given In each interval, a _mo_nltorlng station cannot count the
(10) can be written as: total number of transmissions performed by the access ,point

because in a collision slot it is not possible to detect the

Moreover, whenk; = oo Vi and~v < 7, (the value in
Remark 2.3) the NE is also Pareto Optimal.

R > mna i1 (@%1) identity of the stations involved in the collision. Therefp
TAP, = n—\/m (13) we implemented an access probability estimator based on the
counting of the number of idle slots and the number of
which corresponds to a per-station best response successful transmissions 4p performed the AP. Let’;, .

B 5Although stations could in principle notify their applizat requirements,

. kit+1 : h 4 )
Ti, = (14)  we prefer to consider an independent estimate carried outhéyAP for
T/ T/QU +1- Z?:nqul ﬁ avoiding malicious false natifications.




the probability to have a successful AP transmission dhan3%. Unless otherwise specified, the measurement interval
the channel. Sincd,, = Tap(l — pap) = TAl Py, B has been set to 500 channel slots.
we have that the actuat,p value can be expressed as Figure 8 compares the behavior of our scheme with standard
Py, /(Ps.p + Piaie) and ar}’s(t) measure in the-th time DCF. Each point refers to a network scenario in which
interval can _be _evaluated ag% Similarly, during statiqns (indicated in the: axis), with uniform applica‘Fion
the observation intervaB, the AP ‘can separately count theequirementsk; = k Vi, compete on the channel with a
successful transmissions; performed by each statioiy for legacy AP. The aggregated uplink throughput (i.e. the sum
measuringr"(t) as % Being tz’, » the number of of the throughput perceived by all the mobile stations) and
successful transmission per%ormed by the AP for statiom k times the aggregated downlink throughput, (i.e. the AP
measurement of the downlink ratig” (¢) is simply given by throughput) are indicated by theaxis, respectively by white
tr'yp/trap. and black points. From the figure, it is evident that, as
As far as concerns thie estimates, when thieth downlink the number of contending stations increases, standard DCF
queue is not-empty, the AP can perform an estimation of te&es very poor performance to the downlink throughput.
application requirements by considering that at the AEs Conversely, fork = 1 our scheme is able to equalize uplink

equal to the throughput rati[_gfup . In the assumption of and downlink throughput for each, and even in congested

fixed packet size, such a ratic Can be expressed as the rgﬁéwork conditions. Moreover, it is also able to maintaia th

between the successful transmissiansperformed by station ove_rall network throughput (ie. the sum of the aggregated
i and the successful transmissions, » performed by the uplink and downlink throughput) almost independent on the

L ; : twork load. For example, for = 20 the sum of the uplink
AP for stationi, i.e. k" (t) = tx;(t)/tz"y p(t). Obviously, the ne . :
numbertz, , depends on the scheduling policy implemente%nd downlink throughout is about 3.8 Mbps for standard DCF

at the AP side, which in turns might depend on the curre d about 5 Mbps for our scheme. The figure also shows

k; estimates. It follows that also the; coefficients might qurscheme effectiveness for different application reguients

be time-dependent and updated at each estimation inter{'/'a(ﬁ' f = 0.5). The figure clearly visualizes that;, 5, =

B. When thei-th downlink queue is empty, the AP carfa, @s expected. Note also that our scheme is different

immediately understand that the station application dass rg"][.“ a:jglatsr?lcaELIngfrluiatlon schgm:a,dsuc(:jh SS t_h(_e sc,ihemes
require downlink bandwidth, i.ek; = oco. efined in the extensions [3]. Indeed, by giving lower

Finally, the estimategp, &;, k;, and#; are performed by contention windows to the AP (i.e. a higher EDCA priority

smoothing the measurement oM k™ and ~™ with a class to the AP), it is not possible to perform a desired nesou

filter. In o%r simulations. we f;’;’d ai]éirs;-order z;utoreg'vms repartition between uplink and downlink which is also load

o ’ L independent.

filters for all the parameters, whose memory coefficient has

been set o 0.75 .We_ have al_so checked our schemg performan_ce when ap-
T plication requirements are time-varying, by running seler

simulation experiments in which the; coefficients dynam-
B. Best response performance under legacy AP ically change during the simulation time. Figure 9 shows
simulation example lasting50 seconds, in which two

a
A_s discussed in Sec. Il, in the case of unidirectional Uplo%ntending stations (station 1 and station 2) have injtitie
traffic, the best response strategy leads to very pportﬂmmg same application requirements = ks — 1, and station 2
perfqrmance unde'r legacy AP. Therefore, in this section Whanges temporarily these requirementéde= 5 in the time
considerk; # oo, Vi. _ interval [250s, 500s]. In the figure we plot the uplink and
A generic station may implement a best response strategjownlink throughput perceived by each station (labeled as
on the basis of the previous estimators and (6), by sett®1g §ia1 and Sta2) under the application-aware schedulingypoli
channel access probability to: when the AP estimates the coefficients according to the
ki (t) Fap (t) estimators introduced in (IV-A) (in the inte_rval [O_s, 50p0s]
T 01 = heiea(0)7an (D). (15) and when the AP knows the exakt values (in the interval
[500s, 750s]). Since we initialized our estimation procgih
Although an analysis of the estimate noise effects on thg(0) = k2(0) = 0, it also follows that the scheduling starts
system and equilibrium performance is also possible (as deith 1 = zo = 1/2, i.e. by equally sharing the downlink
scribed in [26]), we have evaluated the effectiveness of tleroughput among the stations. When thevalue changes to
presented scheme (approximating the performance of ah idgaafter a transient phase of a few tens of seconds, station 2
best response in which all stations exactly know thg  downlink throughput is reduced, in order to provide an equal
parameters and:; is evaluated with the actuat; values) aggregated bandwidth to both the stations. Whencomes
by means of simulations. We have extended the custobmck to 1, the downlink throughput is again equally shared
made C++ simulation platform used in [7], for a 802.11gmong the stations and the transient phase is much quicker
physical rate, with the data rate set to 6Mbps. The contentibecause in this case we assumed that the AP knows the exact
windows used by the AP have been set to the legacy valugsvalues. Note that the throughput fluctuations in the range
CWinin = 16 and CW,,., = 1024. All the simulation [0s, 250s] and [500s, 750s] are comparable, thus provirg tha
results have been obtained by averadi@glifferent simulation the noise on thek; estimates does not critically affect the
experiments lasting0s, leading to a confidence interval lowemetwork bandwidth repartition.

(4 1) =
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C. Best response performance under AP mechanism desigmplementation as the number of competing stations grows,
Figure 12 compares the aggregated network throughput of our

The _implementation .Of the optima_ll tuning of thep scheme with the standard DCF one, for differenwalues.
probability can be easily supported in actual networks, tg

X ) . . ) X ach point refers to a network scenario in whichstations
using the approximated optimal value given given in (10

Such lue d q I . hich h indicated in ther axis) are aware of the ACK suppression risk
uch a value depends only on tlmleestlima'Fes, which we have g employ a consequent best response strategy. Althoegh th
previously introduced to enable application-aware sclieglu

o variance of ther; estimators could imply that in some intervals
pohqes. _ - . . such a probability passes the threshold value (i.e. there is
Figure 10 plots the overall bandwidth (i.®,;_; S, +53) 4 non null probability of unnecessary ACK dropping), the
gvallab!e |n_the network under t_he r_alpphcatlon-aware suhedﬁgure shows that the aggregated throughput is almost aunsta
ing policy, in case of two application classek (= 1 and regardiess of the number of competing stations. This behavi
ks = 10), as a function of the per-class number of stationg yery different from standard DCF, whose efficiency degend
n1 = ny. The figure compares the performance obtained Whgf the number of contending stations and degrades for high
the AP behaves as a legacy station and when the AP adaptivglyy conditions. Therefore, our scheme is able not only to

tunes itsr4 » parameter according to the approximated optim@lscourage cheating card behaviors, but also to optimiee th
value given in (10). Form; = ny = 20, the bandwidth q0pal network performance.

available under legacy AP is 10% lower than the one available
in case of adaptive, p tuning. Indeed, as evident in Figure 5, V. CONCLUSIONS

there is a wide range of, » values which provide performance The proliferation of MAC-level programmable WiFi cards

quite close to the opt|mall one. . can potentially create serious coexistence problems,esinc
,AS far as concernsthe_|mplementat|on of t.h_e ACK supprégsme stations could implement greedy access policies to

sion scheme (FO be considered Wlﬁ"? = 00), itiS Necessary jncrease their bandwidth share at the expenses of compliant

to configure: i) they threshold, which depends on the \sers. For this reason, we have proposed a game-theoretic

estimates and on the known parameteii) the a coefficient, 555 of persistent access schemes for WiFi infrastrect

which is simply related toy and to the PHY paramete® opyorks, in order to characterize equilibria conditions &0

and o iii) the per-station channel access probabiliy i = design disincentive mechanisms for inefficient behavidvs.

1,2, my estimate;. All these (_:onfigurations may rely on Fhﬁave proved that, when stations are interested in both dploa
estimators already introduced in (IV-A). The implemerdati ., and downloading traffic, it exists a Nash Equilibrium wée

_ _ _ in
of the ACK suppression scheme at the AP side has 'mport%\rl'l%the stations reach a non-null utility. Moreover, we haiso

implications for preventing users and card manufacturersf o, 15req the utilization of the Access Point as an arbitrato
using non-standard contention window values. As proved {8 jmproving the global network performance. Specifically
[3], currently there is an impressive proliferation of cti®d \ e have proposed two different solutions. When all stations
cards, i.e. cards which implement lower contention windowg ire downlink traffic, the AP can tune its channel access
to gain advantage during the contention with other cards. probability to control the station best responses and dpitim
Figure 11 shows a simulation example (reproducing oRge overall network capacity. When some stations are inter-
of the realistic scenarios documented in [3]), in which @sted in uplink traffic only, the AP can selectively discard t
cheater card with a contention window equal&aompete acknowledgments of too greedy stations.
with one legacy card. Both the stations are interested ioath!  \\ie have then proposed some extensions to standard DCF,
traffic only. The figure refers to a simulation experimenh order to estimate the network status, in terms of pefestat
lasting 105 seconds, after a transient phase of 10 secorgbﬁjncaﬂon requirements and channel access probalilit,
Despite of the temporal fluctuations, it is evident that themylate an access scheme based on best response strategies
cheating card obtains a throughput (dashed line) higher thgng AP mechanism design. We proved the effectiveness of our
two times the throughput (bold line) perceived by the legagp|utions in controlling the resource sharing for WiFi netis
card. Also, Figure 11 plots the throughput performance ef thy, various network scenarios. Currently, we are invesiigat
two stations when the AP implement the ACK suppressiqsh the prototyping of our solutions in actual WiFi cards and
scheme. In this case, the cheater is no longer motivatedAps. \while the estimate and best response modules can be
use a channel access probability higher than the contendgﬁg,my implemented at the driver level, the ACK dropping

station, since its throughput is maximized tuning the cleénnscheme requires a hardware/firmware update.
access probability to the threshold valug(2./7/2c + 1)

(i.e. implementing a best response strategy). The figuresho REFERENCES
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