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Abstract—In WiFi networks, mobile nodes compete for ac- Another problem specifically emerged in infrastructure
cessing a shared channel by means of a random access protocolnetworks is given by the repartition between uplink and
called Distributed Coordination Function (DCF). Although this 4 niink resources. Infrastructure networks are characte
protocol is in principle fair, since all the stations have the . db tar t | hich t ltiol bil
same probability to transmit on the channel, it has been 1ze y a star topo ogy-, which connects mg Iple_mo -|e
shown that unfair behaviors may emerge in actual networking Nodes to a common station called Access Point (AP). Since
scenarios. Assuming that a contending node can dynamically the AP contends as a normal station to the channel, its
change its strategy, by tuning its contention parameters to non- channel access probability is the same of other mobile
standard values on the basis of channel observations, we prove stations. This implies that the AP aggregated throughput,

that, for infrastructure networks with bidirectional traffic and . . . .
homogeneous application requirements, selfish access strategies"e' the downlink bandwidth, is equal to the throughput

are able to reach equilibrium conditions, which are in many Perceived by all the other stations, thus resulting in a per-
cases also Pareto optimal. Indeed, the station strategies conger ~station downlink bandwidth much lower than the uplink one
toward values which maximize a per-node utility function, while [3].

maintaining performance fairness.

The problem of resourse sharing in presence of rational
nodes, able to dynamically adapt the contention window

The problem of resource sharing in WiFi networks [1], jssettings, can be modeled in terms of non-cooperative games
addressed by the Distributed Coordination Function (DCFfmong the nodes. Previous studies have already proposed
which is a Medium Access Control (MAC) protocol based orthis modeling approach for the DCF protocol, but they have
the paradigm of carrier sense multiple access with cotisiomainly considered unidirectional traffic flows. In [5], for
avoidance (CSMA/CA). The basic idea of the protocol jexample, it has been shown that an utility function equal
very simple: before transmitting, stations have to send@ the node throughput may lead to a Nash equilibrium
the channel as idle for avoiding interference with othef? Which stations do not perform backoff anymore. This
ongoing transmissions. Whenever the channel is sensed bug{iiation creates a resource collapse, because all station
stations have to monitor the channel until it is idle. At thigfansmit simultaneously thus destroying all packet trans-
point, rather than immediately transmitting, a furtherdam  Missions. More complex utility functions combining node
deferment is considered for avoiding synchronizationswitthroughput and costs related to collision rates [5], [6]ar t
other waiting stations. This random delay, called backsff, €nergy consumptions [7] lead to different equilibria, btt a
slotted for efficiency reasons. The range in which the deday [he same time they appear less natural.
extracted, called contention window, is an adaptive patame
which follows a truncated exponential increment law, from N this paper we analyze the problem of resource sharing
a minimum to a maximum value. in infrastructure networks. We argue that modeling DCF with

The distributed DCF protocol is in principle fair, becausd@tional nodes in infrastructure networks with bidirenab
the contention window settings should be hard-wired in eadf@ffic flows is quite different from the unidirectional case
station, thus assuring that each node receives in long texm fP€cause infrastructure networks may easily relate indalid
same number of access opportunities. Nevertheless, ialact§tation performance to overall network performance. This
networks it has been observed that stations may experied€tionship may be artificial, i.e. induced by some punish-
heterogeneous performance. In many cases, such unexpedRdt strategies implemented by the AP [8], or intrinsic to
behavior has been recognized as a consequence of selﬁ%ﬁ traffic scenario. For example, it is likely that each n(_)de
settings of the contention windows [2], whose configuratioktility depends on both the node and the AP throughput, since
is made available to end users thanks to open-source drivef@Mmon applications require both upload and download
In fact, stations employing lower contention windows gairpandmdth. In these assumptions, nodes are not motivated

probabilistically an higher number of transmission oppert to transmit contlnou.sly on the channel in order to leave
nities, at the expense of compliant stations. some resources available to the AP. We assume that all the
stations have uniform application requirements, which are
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I. INTRODUCTION



Il. GAME THEORETIC ANALYSIS the perceived collision probability 4 according to the
In an infrastructure network, mobile stations are involve@XPression derived in [9]:

into two different data streams: on one side, they need to 20-p"th) 0<p<l
upload traffic to the AP, which is connected to external r = f(p) = 1—1;’(*}2:51—p)25:0plw(i) -
networks; on the other side, they need to download traffic T, W) p=1

from the external networks through the AP. The first data (1)

stream is referred as uplink data stream, while the secomchereR is the retry limit employed in the network af#f (¢)
one is referred as downlink data stream. We assume thatthe contention window at thg;, retry stage (i.elV (i) =
all the contending stations work in saturation conditidres, min{2!CW,,;,, CW,,42}). We can evaluate the AP collision
they are permanently in a contending state. In fact, nomprobability as a function of the vector strategyor as a
saturated stations affect the performance of other satliratfunction of a generic couplér;, p;):

stations only marginally and regardless to their contentio n
windows. When all stations are saturated, it has been shown  p,p, =1 — H(l —7)=1=(1-p;)(1—m7)
[10] that DCF can be accurately approximated as a persistent i=1

slotted access protocol. Indeed, the probability to transm g gation Utility
a generic channel slot can be approximated by a constantAssuming that the AP equally shares the downlink

parameterr (as in persistent protocols), which is related tothroughput among the stations, we can readily express the

the backoff expiration rate, i.e. to the contention WIndOV\{Jp"nk throughputS:. and the downlink throughpus’; for

settings. the i-th station as:
A. Sation strategies Si( ) (1 —=p;)(1 — 7ap)P @)
u\TiyPi) =
Let n be the number of saturated contending stations. b Pigieo + [1 — Pige]T
Since each station is rational, it can arbitrarily choose 1 7ap(l-—
) i AP pap)P

i ity in [0, 1]" Sirisps) = ~ 3
its channel access probability in [0,1]*. The overall set a(Ti, i) 1 Prateo + [ — Prage] T 3)

of strategies in the network is thdn, 1]*. We define an ) o i
outcome of the game a specific set of strategies taken by théhereP is the frame payload which is assumed to be fixed,

players, then a vector = (71,7, -+ ,7,) € [0,1]". We andT are, respectively,_t_he empty _and the busy_ slot duration,

also say that an outcome is homogeneous whenever all tA8d Fiaic i the probability that neither the stations, nor the

stations play the same strategy, ire= (7, 7,...7). AP transmit on the channel, i.€q. = (1—pap)(1-Tap).
Being all the player requirements homogeneous, the equi-s'”ce the.downllnk throughput.ls equal fqr all the ;tatlons,

libria we are going to define are invariant to player perWe can avoid the apex. We define the utility functiod;

mutations. For this reason we define two outcomésand ~for the mobile station as:

7% equivalent if they can be obtained one from the other J; = min{S% kSy} (4)

through an opportune permutation of the indexes and we _ o _
write 7@ ~ 7. We denote a class of equivalent outcomed he rationale of such a definition is the assumption that the

as {7}, where ¥ is an ordered vector, i.e. a vector withStation applications require bandwidth on both directions
increasing component{ < 7 < ---7,). If A is a set of The coefficientk € [0,00) takes into account the desired

ordered vectors, thefi4} denotes the union of the classesatio between the uplink and the downlink traffic. We assume
of equivalence of the vectors iA. that the application is the same for all the stations, thus
Performance perceived by a given stationnot only Uusing a fixedk value for all the utility functions. When
depends on the probability to access the channel, but also® = 1 all the stations require the same throughput in both
on the probability that no other station interferes on theea directions. Note that = oo corresponds to the unidirectional
slot. Therefore, from the point of view of statiénthe vector traffic case, in which no station is interested in downlink
strategyr can be represented by the couple of valiresp;),  throughput. 3 _ o
wherep; = 1 — []..,(1 — ;) summarizes the interactions Figure 1 pl_ots the utility of a given statiof) in case of
with all the other ‘mobile stations. We also assume th&02.11b physical layed” = 1500 bytes, a data rate equal to
the AP contends to the channel as a legacy DCF statidt Mbps, and an acknowledgment rate of 1 Mbps. In such a
with saturated downlink traffic. Thus, the overall collisio Scenario, by including physical preambles, acknowledgmen
probability suffered by stationresultsl —(1—p;)(1—74p), ransmissions, MAC headers_ and interframe times, The
where 7,4 is the channel access probability employed byluration is equal to 1667.s. Different network conditions,
the AP. Since the AP is a legacy station, its transmissiopimmarized by thep; probability have been considered.
probability is not chosen by the AP, but is function ofNote thatp; takes into account only the competing mobile
stations, so that the actual collision probability is given
1This choice can be readily implemented by tuning opportwasitithe 1 — (1 — p;)(1 — 7ap(ps, 7)) From the figure, it is evident
minimum (CW,»,) and the maximum@ W,z ) values of the contention that, for eachp;,, the utility is maximized for a given best

windows. By observing that; = 1/(1 + E[W]/2), where E[W] is the . .
average contention window used by station, a solution iete'$vi . —  response value (about 0.01 fpr= 0.15), which slightly

CWigy = 2/7i — 2. - decreases gs; grows.



according to (1). By derivation, it can be easily proved that
Sa(7;) is a monotonic decreasing function ef, starting
from S%(0) > 0, and thatS(r;) is a monotonic increasing
function of ;, starting fromsS (0) = 0.

Remark 2.2: Shem(7) is not monotonic and has a single
maximum valueS”°™(z,), with 7, € (0, 1).

Let us consider now thBest Response. From remark 2.1,
we can state that playeérutility J; is maximized forf(b’") €
(0,1) such thats: (") = kSi(7"")). It follows that 7*
is the solution of the following |mpI|C|t equation:

Station utility [Mbps]
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Fig. 1. Utility of a given station, for differentp; values, as a function ( " = % =
of the strategyr; (k = 1). (1 (1—p; ( (br))) (5)
—(n—k)f(1-(1=p) (1-7"").)
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It can be shown that the previous equation has a single
solution 7;* in the range(0,1), which can be numerically
solved in a few fixed point iterations.

Proposition 2.1: The homogeneous strategy vectdr; =
T = — (ﬁf(;)f(u (1)1)* —, Vi is the only Nash equilibrium
n [0,1)" of the game descnbed above.

Proof: The strategy vectofr*,7*,--- ,7*) is a Nash

equilibrium as an immediate consequence of (5) fpr=
(1—77)"~1. In fact the equation can be read as a mutual best

=
o

-

Station utility [Mbps]
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Symmetric channel access probabilty response. Since equation (5) has a single solution, thé&stsex
Fig. 2. Station utility in case of homogeneous access préiyaeimployed  a unique homogeneous NE strategy. Si(]bepi)(l 77—1-) =
by all the stations and differert values. (1 —p;)(1 — 75),Vi, 4, the right hand of the best response
equation (5) is the same for all the stations. This excludes
We also consider the single variable functidifs™ (1) =  the existence of non-homogeneous Nash equilibria. m
Su(r, (1 = 7)*~1) and S (1) = Sa(r, (1 — 7)""") rep- Note that the parameter*, which characterizes the Nash

resenting, respectively, the uplink and downlink throughp equilibrium strategy, only depends on the number of station
perceived by each station in case of homogeneous outcomgesnd it is not affected either by the PHY layer parameters
(T|7; = 7,v1). Figure 2 plots the utility of a given station (such as backoff slot duration, interframe spaces, etddyor
in case of homogeneous outcomes for= 2 andn = 10,  the frame length.

and for differentk values. In these curves = (1 —7)"~! Proposition 2.2: If the solution7* of equation 5 forp; =

is not fixed, because the strategy changes are not unilater@l —7*)"~1 is lower or equal tor,, the NE (7%, 7*,---7%)
The optimal strategy, which maximizes the station utility, s pareto optimal.

function of bothn and k. Proof: First, we observe that, even in presence of the
ash Eauilibri AP downlink flow, the minimum uplink throughput perceived
C N quitibria in the network is maximized for a homogeneous outcome.

From the utility definition (4), it is evident that the In fact, if 7 is a non-homogeneous outcomedn= {z,z €
strategies{(xz, 1),z € [0,1)"~'} are not Nash Equilibria (0,1)"}, we can prove that the minimum uplink throughput
(NE) as in [5]. In fact, when one station employs a channajannot be maximized. Without loss of generality, we conside
access probability equal to 1, the AP collides with probbil thatr is an ordered vector, with < 71 < 75 < --- < 7, < 1
pap = 1, thus resulting in a downlink throughp$y; equal and S} (7) = min; S.. Let 7/ be a new strategy for station
to 0. Thus, the station is motivated to reduce its transimissi 1, such thal) < 7, < 7{ < 7». For the new outcome’ =
probability to a value lower than 1. Conversely, the strig®g (7], 72, - 7,), the minimum uplink throughput is still the
{(z,1,1),x € [0,1]"2} are still Nash equilibria, because throughput perceived by station 1. This throughput is highe
for a given station: the utility function is fixed to 0, than the previous one, sin¢¥ (;) is monotonic increasing
regardless of its specific strategy. in 7. It follows that S!(7/) = min; S{(7’) > Sk(t) =

Now, we prove that there is another NE where all thenin; S’ (7).
stations achieve a non-null utility. The following remark Second, we observe that when all the station utilities are
will be useful to characterize Nash equilibria and Parettimited by the downlink throughput, i.eS’ > kS;Vi, Sy
optimality. is maximized for the homogeneous outcomé&. In fact,

Remark 2.1: Consider a generic statiarand the collision a non-homogeneous outcome cannot maxintizebecause
probability p; suffered because of the other station strategie#. is always possible to increase the AP throughput, by
Consider that, for a givem; € (0,1), Tap depends orr;  slightly reducing a given channel access probabitityvhile



maintaining S7 > S, (i.e. while maintainingr; > TYZ?T). node: requires a specific ratié; between the uplink and

In case of homogeneous outcomes, siSgé(r,7,---,7)) the downlink bandwidth, the station utility function can be
is a monotonic decreasing function i the maximum is defined as:

reached for the minimum which guarantees, > Sy, i.e. J; = min{S’, k;Sq} (8)
for r = 7*.

br

Finally, we prove Pareto optimality wher* < 7,. Let The (ET?St respons(ebr)strateg;{ ' e (0_71)' such that
T be an outcome different fronr*, with at least a player S.(r;") = kiSj(r;”"), is no longer uniform for all the
better off than in+*. This allocation is necessarily non- stations, but depends an:
homogenous, because, being that< 7, J;((7,7,--- , 7)) k.
: o~ , . . . r) if (paP)
is maximized forr = 7*. Let j be the station which perceives = 9)

o " e o . n—(n—k;)f(papr)

the minimum utility. If the minimum utility is determined . _
by the downlink throughput, all the other utilities are alsgAlthough the general proof is not straightforward, we run
limited by the downlink throughput, and no station can gegeveral numerical experiments (for differeit, ko, ---kn
a better payoff tharkS,(7*). If the minimum utility is an values) and we always found that the best response strategie
uplink throughput, it has to be lower thasj,(7*), because Still converge to a unique stable solution. _
7* maximizes the minimum uplink throughput. Then, in both  Since in most common cases < 1 ('-?- nodes require
the cases playej has a lower utility atr than at7*. It ~more bandwidth in downlink rather than in uplink) angp
follows thatT* is a Pareto outcome. m s lower thanm < 1, equation 9 can be approxi-

Note that the intersection between the functigff™(7) mated as;-i(br) = kiTap/n. Therefore, the ratio between the
and the fUﬂCthkah"m( ) depends oit. Letk, be the value channel access probability of two different statianand j
of k£ for which 7* = ... Figure 2 shows that the intersectionis approximately given by the ratio betweépand %, i.e.
strategyr™*, for which the utility function has an abrupt slope (b7) =k /k; - (1") . With such an approximatiom.p can
change, grows as thievalue increases. The figure also show
that the limit conditionr* = 7, is approximately reached for
k, = 20 in case ofn = 2, and fork, = 11 in case ofn = 10. (br)
For smallerk values, the NE is Pareto optimal. For larger pap=1- H(1 —ki/ki- ) (10)
values, stations are mainly interested to the uplink badttwi =1
and the system tends to the unidirectional case, in which tl@ad equation 9 is an implicit equation with a single unknown
equilibrium condition is not Pareto optimal. parameten-( . The uniqueness of the equilibrium condi-

) tions can be approximately verified by studying this single-

D. AP optimal strategy unknown equa?ign.

We could argue that the system performance can be further
improved by also tuning the AP contention window to a fixed l1l. MAC SCHEME DESIGN AND EVALUATION
value. In these conditions, sineg » does not depend on Our previous analysis suggests that, in the presence of
anymore, the best response (5) for all the stations is equalfidirectional traffic requirements, stations should be imot
vated in tuning their contention windows as a function of the
AP channel access probability. This is very different from
the behavior of current selfish cards, which simply try to
the NE equilibrium point (4) in (0,1)" becomes maximize their own throughput by using fixed contention
(r¥,7%,.--77). For k # 0, by maximizing the NE \indows smaller than the standard ones. Thus, we designed
equilibrium utility as a function of the parametetsp, some simple DCF extensions, in order to enable each con-
a single optimal7} , can be found, that for™ < 1is tending station to dynamically tune its contention windows

%e expressed as a function of a single stratq@?

n

4+ k’TAP (6)

T n—(n—k)Tap

approximated as: according to a best response strategy. To this purpose,
. 1 - we also designed two different estimators for probing the
TAp = L \/m (") network working conditions. In fact, station best response

depends not only on the application requirements (by means
Note that the optimar,p is not proportional tol/n as in of k), but also on the network load (by meansrmfand on
[9], because the AP downlink throughput corresponds to thgie other station strategies (by means-gf, which in turns
aggregation ofn flows, whose bandwidths is a fraction of gepend on the whole outcome). This information is not

the uplink throughput perceived by each station at the NEijrectly available to the contending stations.

point. Such a point corresponds t00 = ——£
ny/2T/oc—(n—1)"

which depends on both and the parametefs ando as in A. Best response Implementation and Estimation

[9]. We defined two different estimators for enabling each sta-
o tion to infer aboutn andr4p, by independently monitoring
E. Heterogeneous applications the channel activity. The estimators work by filtering some

The generalization to the the case of heterogeneous apptieasurements sampled at regular intervals. We express the
cations among the nodes is formally immediate. When eacheasurement time intervals in terms of an integer number
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Fig. 3. The aggregated throughput is showed for various nuwfeodes.  Fig. 4.  Aggregated throughput for various number of nodes fang
The standard DCF (dotted line) is compared with our scheme:fer 1 0.5,1,2.

(continuous line).

%nd CWiae = 1024. All the simulation results have been
obtained by averagind0 different simulation experiments
Iatsting 10s, leading to a confidence interval lower tha{.

B of channel slots. Since slot size is uneven (because bu
slots last for " time, while idle slots last only for), the

actual time required for a new measurement sample is ng . - .
fixed hless otherwise specified, the measurement interval has

The estimation of the number of stations actually contencf—een set to 500 channel slots (which averagely correspond
ing on the network is implemented by counting the number 3.00ms). . .
|Figure 3 compares the behavior of our scheme with

of packet senders observed during the measurement interva dard DCF. Each boi : K o
Obviously, to filter the sender addresses, the monitorin anaar . Eac _pomt reters to a network scenario in
hich n stations (indicated in the axis) compete on the

station has to correctly receive the packets. Thus, duhieg t ) . .
B interval the number of observed packets is not fixed. L&hannel with an AP. The aggregated uplink throughput (i.e.
the sum of the throughput perceived by all the mobile

n™(t) be the load measurement performed during tttle , . .
measurement interval by a given station The estimation stations) and the aggregated downlink throughput, (i.e. th

# of the number of contending stations is performed with &7 throughput) are indicated by theaxis, respectively by
first order autoregressive filter. white and black points. From the figure, it is evident that, as

the number of contending stations increases, standard DCF
n(t) = dn(t —1) + (1 —0)n™(t) (11) gives very poor performance to the downlink throughput.

h is th hi fici ina th Conversely, our scheme is able to equalize uplink and
whered is the smoothing coefficient. For measuring the ARy, niink throughput for eachs, and even in congested

channel access probal?ility, each station has also to CoYltwork conditions. Moreover, it is also able to maintaia th
the numbettz of transmissions performed by the AP duringq,ea| network throughput (i.e. the sum of the aggregated
B. Given that stations have no way of understanding whicf},jing and downlink throughput) almost independent on the
station has transmitted in a collision slot, the station&las ,otvork load. For example, for — 20 the sum of the uplink

to count the total number of collisiors for measuring the  and downlink throughout is about 3.8 Mbps for standard DCF
Tip(t) parameter in the-th time interval asz*=. The L4 about 5 Mbps for our scheme.

estimation74 p of the AP channel access probability is then Figure 4 proves our scheme effectiveness for different ap-

performed via filtering. plication requirements, i.e. for different desired ratévieeen
Fap(t) = yiap(t —1) + (1 — )77 (1) (12) uplink and downlink _throughput_. Specifically, we plotted
the throughput repartitions obtained fér= 0.5,1,2. and
where+y is the smoothing coefficient. increasing number of nodes. For sake of presentation, we
We can now implement the station best response strategltted the aggregated uplink throughput abdimes the
at timet, for a generic statior. On the base of (5), station aggregated downlink one. The figure clearly visualizes that

1 may update its channel access probability as: >, SL = knSy as expected.
) = Fap(t) (13) Finally, we analyzed the resource repartitions obtained
it — (A(t) — k)7ap(t). for k = 0.5,1,2 when also the AP implements a best

response strategy (instead of working as a legacy station).

In this case, for easily implementing the solution of the
We show how our scheme is approximating the perbest response equation, we tuned the AP channel access

formance of the ideal game in which all stations exactlyprobability according to the approximated expression mgive

know the network status. We developed a custom-made (7). Since this expression does not depend coit only on

C++ simulation platform, by extending the simulator usedhe application requirements we assumed that this tuning is

in [9]. We considered an 802.11g physical rate, with th@erformed just once, at the beginning of the simulationniro

data rate set to 6Mbps. The contention windows used hfie figure, we notice that the payoffs obtained by the station

the AP have been set to the legacy valde®/,,;, = 16 are comparable with the previous case. As the number of

B. Resource repartition
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Fig. 5. Aggregated throughput for various number of nodes /and
0.5,1,2.

station grows, the throughput repartition is slightly difént
from the desired one, because we are using an approximated
74", expression.

IV. CONCLUSIONS

In this work we propose some extensions to standard
DCF, in order to emulate an access scheme based on best
response strategies for infrastructure networks. We prove
that, in this scenario, node strategies can easily converge
to a Nash equilibrium which maximizes the global utility
and opportunistically shares the total downlink and uplink
bandwith. Such equilibrium strategies are not affected by
physical layer parameters and only depend on the number of
contending stations and application requirements.
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