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Context and goal 
 
Landscapes, in particular high mountain scenes, are a common background in many 
computer graphics applications. Various methods aim to synthesize high-level descriptions 
of such landscapes as a set of maps (e.g., elevation, presence of rocks, the density of 
vegetation) [1]. Exploring these landscapes from a first-person viewpoint requires the 
addition of geometrical elements (trees, rocks) and detailed textures. Typical methods for 
detail enhancement usually focus on a specific detail type [2] and hence do not ensure 
consistency between the various elements. A final rendering step is often subcontracted to 
heavyweight offline renderers. 
 
Generating a high-quality rendering directly from landscape maps yields several challenges. 
Landscapes cover large spatial ranges, and therefore features at several scales are visible 
from a given viewpoint. Details and texture should have visual consistency (e.g., loose rocks 
objects on a rocky-textured cliff), but also a physical and geological consistency (e.g., screes 
usually stabilize on gentle 30% slopes). Authoring the distribution of these details requires 
time and expertise, especially to ensure an apparent consistency. 
 
Our goal is to side-step this pipeline and develop a learning-based method that would 
directly output a plausible rendering of a set of input landscape maps from a given camera. 
Special care needs to be taken so that the algorithm robustly handles user interventions 
while preserving the consistency of the generated landscapes. 

Approach  
 
In a first step, we will consider only the elevation and convert it into a set of geometrical 
features, such as slope, orientation, or curvature. We will then project these features to 
display them from the camera location and explore models similar to pix2pix [3] to convert 
the projected feature to a high quality  rendering in image space. We will extend this 
approach to enforce temporal consistency from camera movement and support high 
resolutions. We will also explore the use of differentiable rendering to learn the features 
instead of hardcoding them, for example using a cascaded network architecture, 
conditioning the features by the image-space rendering.. 
 
We will then add semantic maps representing landscape characteristics, such as grass, 
forests, screes, or cliffs. We will develop a “brush,” enabling the user to control the 
distribution of these elements [4]. We will build a specific architecture designed to ensure 
that the landscape elements respect the user’s input and are also consistent with physical 
laws. For that, we will use tools specific to simulation-based landscape generation[5]. 
 



We will train the model with a dataset reconstructed from a scan of a real mountain range, 
and a dataset generated from synthetic data. We assume that the synthetic dataset will 
provide less plausible results but gives us access to the ground truth of the various 
landscape layers. Except for elevation, these layers are not readily accessible from the 
scanned dataset, and therefore a possible extension includes a non-supervised classification 
of landscape elements[6]. 

Work environment and requirement 
The internship will take place at Inria Sophia Antipolis. Inria will provide a monthly stipend 
of around 1100 euros for EU citizen in their final year of master, and 400 euros for other 
candidates.  
 
Candidates should have strong programming and mathematical skills as well as knowledge 
in computer graphics, geometry processing and machine learning. Experience with physical 
simulation is a plus. 
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