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Virtual-Topology Adaptation for WDM Mesh
Networks Under Dynamic Traffic
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Abstract—We present a new approach to the virtual-topology cannot match. This capacity can be “chopped up,” e.g., by using
reconfiguration problem for a wavelength-division-multiplexing-  \WDM technology, into hundreds of channels (wavelengths)
based optical wide-area mesh network under dynamic waffic \ hich can be operated at the speed of electronic equipment.
demand. By utilizing the measured Internet backbone traffic . . L
characteristics, we propose an adaptation mechanism to follow A WDM network consists Of_ the WDM f|be!’-op’F|c links qnd
the changes in traffic without a priori knowledge of the future WDM-aware nodes connecting them, possibly in an arbitrary
traffic pattern. Our work differs from most previous studies on  mesh topology. The optical nodes in such a network include
this subject which redesign the virtual topology according to an  gptical crossconnects (OXC), transmitters, and receivers, and
expected (or known) traffic pattern, and then modify the connec-  ha5a nodes are capable of separately routing the various wave-

tivity to reach the target topology. The key idea of our approach . . - -
is to adapt the underlying optical connectivity by measuring length channels in the optical domain. These optical nodes can

the actual traffic load on lightpaths continuously (periodically —Pe configured to set up lightpaths [2] to provide single “elec-
based on a measurement period) and reacting promptly to the tronic” hop communication channels between any two nodes,

Ioaq imbalancgs caused by flucj[uations on the traffic, by either which may be geographically far apart in the physical network,
adding or deleting one or more lightpath at a time. When a load - 54 19 eliminate extra signal processing at intermediate nodes

imbalance is encountered, it is corrected either by tearing down -
a lightpath that is lightly loaded or by setting up a new lightpath 20N that path. (For a detailed survey, refer to [3]).

when congestion occurs. We introduce high and low watermark A Virtual topology is defined to be the set of all such light-
parameters on lightpath loads to detect any over- or underutilized paths in a network. Such a virtual topology can be employed by
lightpath, and to trigger an adaptation step. We formulate an  an Internet service provider (ISP) or a large institutional user
optimization problem which determines whether or not to add o hapgwidth (hereafter referred to as an ISP) to connect its
or delete lightpaths at the end of a measurement period, one d - t P ¢ by | ina bandwidth
lightpath at a time, as well as which lightpath to add or delete. end equipment (e.g., routers) by leasing bandwi (nge-
This optimization problem turns out to be a mixed-integer linear length channels) from the network operator who owns the fiber
program. Simulation experiments employing the adaptation plant and OXCs. In fact, multiple virtual topologies, possibly
algorithm on realistic network scenario§ reveal interesting effects belonging to different ISPs, may coexist on the same fiber plant.
of the various system parameters (high and low watermarks, qvever, we will focus on only one such virtual topology and
length of the measurement period, etc.). Specifically, we find that its ad t, tion in th t of thi
this method adapts very well to the changes in the offered traffic. Its a .ap _a lon in the rest of this pc’?lper.
_ ] o This virtual-topology property is a powerful tool because,
_Index Terms—bynamic traffic, mesh network, mixed-integer \yii the setup of a lightpath, two nodes become virtually neigh-
linear program (MILP), optical network, virtual-topology recon- . .
figuration, WDM. bors, regardless of the physical connectivity between them.
' However, it may not be possible to establish a lightpath for
every node pair, because of scalability and economic concerns.
. INTRODUCTION Hence, some traffic may need to be switched electronically from
S TODAY'S networks evolve toward the IP-over-One lightpath to another at intermediate nodes until it reaches

wavelength-division-multiplexing (WDM) networking itS destination; this approach is called multihopping [3]. The
paradigm, we need to examine new methods to design d@cesses of setting up individuallightpaths are clearly related to
efficiently operate them. The primary reason for using optic&N€ another since a lightpath may carry multihop traffic besides
technology in communication networks is its large bandwid#i€ single-hop traffic between the two nodes it directly connects.
(50 THz) [1], a capacity that other physical-layer technologid°r this reason, the virtual-topology design is a combined
problem of optimizing the use of network resources, for a given
traffic demand. This problem has been addressed by several
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sz.on the entire topology. With this new definition of the problem, we

expect to solve the issue of unpredictability of the traffic and to
obtain a scheme which is practical for real backbone networks.
The traffic-disruption problem due to the unavailability of
o e e, PR REYIP PRSI R network resources can also be_: solved by our new approach if
Time of the Day [hour] the step adjustments on the virtual topology are chosen care-
fully. In our study, we design the step adjustments in a hitless
Fig. 1. Traffic measurements on a link in the Abilene network during a 334hanner, so that a change can be either a lightpath addition or
Egrr;ggp';r)ﬁg‘tg:t?]% e cltji:r)\lschft?r;f;i?:oorﬁ)?l-incl)(r.] Day 2. The two pmf"e? I:ghtpath deletion (after rerouting the traffic using this virtual
ink).

Observations on several backbone networks show that
for a specific traffic demand may not be able to respond withe amount of traffic between nodes changes in a smooth
equal efficiency to a different traffic demand. Thus, in suchnd continuous manner [10], [11] (see Fig. 1). Long-term
a situation, a reconfiguration of the virtual topology may bgariations have time-of-the-day characteristics where traffic
needed to match it with the changing traffic. intensities change in terms of hours. Therefore, the adaptation

In this paper, we investigate the problem of on-line reconfignechanism we propose would be beneficial especially for
uration of the virtual topology in WDM mesh networks whempackbone networks of ISPs since the traffic characteristics in
the traffic load changes dynamically over time. Reconfigurghese environments favor the slow adaptation.
tion of optical networks has been studied, both for broadcastin this paper, we develop a reconfiguration algorithm which
optical networks [12], [13], and for wavelength-routed networkgpplies simple adjustments to the virtual topology when it is
[14]-[17]. In these studies, the problem is generally treated a&cessary. Network traffic is measured periodically, and the in-
a two-phase operation where the first phase is virtual-topologitmation on the virtual-link loads (i.e., lightpath loads) is used
design for the new traffic conditions and the second phase is toedecide whether or not an adjustment is needed. Basically, a
transition operation from the old virtual topology to the newlyiew lightpath is added when a congestion is encountered, and a
designed one. A major difficulty with this view is that the futurgightpath is deleted if it is being underutilized. Thus, an ISP can
traffic demand is assumed to be known. With this informatiogptimize the operational cost of its virtual topology by leasing
in hand, the design of a new virtual topology is practicable, amghly the appropriate amount of lightpaths as it considers to be
in many studies considerable effort was spent for the designrehlly necessary. We introduce two system parameters to detect
the next virtual topology so as to reduce the topology changg® link-usage (in)efficiencies: high watermafk; and low wa-
during the transition phase [15], [17]. In practice, the assumgrmarki¥,. At the end of an observation period (typically hun-
tion on the future traffic may decrease the value of the newditeds of seconds), if the load of one or more lightpaths is higher
designed virtual topology if the traffic changes are predicted ithan 17;;, a new lightpath is established to decrease that load.
accurately. What we need is a reconfiguration method that carhen the load of a link drops belol’;,, that link will be torn
update the virtual topology without relying on traffic forecastsdown if alternate paths exist for diverting the traffic using that

Another problem originates from the transition procestightpath.

During the second phase, lightpaths involved in transition Our scheme is computationally simple when compared with
cannot be used by the ongoing traffic. Most earlier studigsevious studies, e.g., [19], and hitless since the traffic is not di-
developed techniques to minimize the disruption to the ongoingctly interrupted. The system paramet@fg andW, provide
traffic [12], [18], [19]. These studies dealt with this problem eiflexibility and control over the adaptation process, specifically
ther by performing the reconfiguration on all network elementke frequency of the virtual-topology adjustments, average hop
concurrently [18], or by applying step-by-step changes until thiistance, and network resource usage. We elaborate on the ef-
new virtual topology is settled upon [12], [19]. In both casesects of the system parameters through our simulation experi-
the traffic disruption because of the transition phase cannotients reported in Section V.

eliminated completely. In previous studies on virtual-topology design, the methods

In another earlier study, hitless reconfiguration was definggtablished as many lightpaths as possible and reconfiguration
as a reconfiguration process without the loss of any data [1d]d not change the number of lightpaths [12], [19]. Our method,
According to the methodology proposed in [14], the transitioon the contrary, keeps only the necessary number of lightpaths
between topologies was achieved by first establishing all nelat can grow during peak traffic hours and fall when the overall
links without removing any link. The links of the old topologynetwork traffic decreases. This type of operation is more cost
were removed only when the traffic was rerouted through tlegfective for ISPs. Also, we show that the adaptation method
links of the new topology. can perform reconfiguration using far fewer lightpath changes

In this study, our problem definition is different. As trafficcompared with an earlier reconfiguration study [15].
fluctuates over time, it will be monitored systematically, and The rest of the paper is organized as follows. Section Il ex-
the virtual topology will be changed accordingly, but we dplains the network and the traffic models and provides an in-
not make any other assumptions on future traffic pattern. Thrmal statement of the problem. Selection of the best candidate
reconfiguration process is seen as a continuous measuremkgittpath to add or to drop at each step is formulated as an op-
adaptation system where small adjustments are made, insteatihaization problem, and solutions obtained by solving this for-
waiting for a noticeable drop in system efficiency and changimgulation for a simple network are used to compare our method
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to an earlier study in Section Ill. The key ideas of our adaptatigmnecessary. The adaptation process should be quick enough to
algorithm are introduced, and an outline is given in Section Ivhatch the long-term traffic fluctuations, but should not disturb

In Section V, representative numerical examples employing aie traffic unnecessarily. We state the problem we want to solve
adaptation algorithms are discussed. Section VI concludes twefollows.

paper. Given:
» A network graphP(V, Ep) whereV is the set of nodes
Il. PROBLEM DEFINITION and Ep is the set of links connecting the nodes. Graph
A. Network Model nodes correspond to network nodes with OXCs and links

correspond to the fibers between nodes.
* Number of wavelength channels carried by each fiber.
» Number of transmitters and receivers at each node.
 Current virtual topologyV(V, Ey) as another graph
where the nodes correspond to the nodes in the physical
topology. Each link inFy, corresponds to a direct optical
lightpath between the nodes.

We consider a network ¥ nodes connected by bidirectional
optical links forming an arbitrary physical topology. Each op-
tical link supportsiW wavelengths, and any nodés assumed
to haveT; transmitters and?; receivers. We assume that each
node is equipped with an OXC with full wavelength-conver-
sion capability, so that a lightpath can be established between
any nqde pair |f the resources (an optical transmitter at source, | Current traffic load carried by each lightpath.
an optical receiver at destination, and at least a wavelength orbetermine'
each fiber link) are available along the path. Mechanisms to ac- ' ) ]
commodate no wavelength conversion and different numbers of * Whether the current virtual topology of the network is ef-
wavelengths on different links are straightforward. We consider ~ ficient for the current traffic.
unidirectional lightpaths, since the traffic between two nodes is * Whether a change in the virtual topology should be made.
not necessarily symmetric (as can be seen in Fig. 1). « If achange is necessary, which lightpaths should be added

Each OXC is connected to an edge device, e.g., an IP router, and/or deleted.
which can be a source or a destination of a traffic flow and One canidentify the following important steps in solving such
which can provide routing for multinop traffic passing by tha@ Problem:
node. We assume that each router is capable of processing alb Traffic should be monitored continuously to provide ade-
packet traffic flowing through it and of observing the amount ~ quate information to the reconfiguration system.
of traffic on its outgoing lightpaths. In this paper, for ease of ¢ A decision mechanism is needed to trigger a vir-
explanation, we consider a centralized approach to the virtual- tual-topology change if the current topology is not
topology reconfiguration problem. A central manager will col- convenient.
lect the virtual-link usage information from routers at the end of < Finally, the exact modification to the topology should be
every observation period. Specifically, the link-usage informa-  determined.
tion needed to make areconfiguration decision consists of which
links are overloaded, which links are underloaded, and what [ll. LocAL OPTIMIZATION

are the end-to-end packet-traffic intensities flowing through the \ne state our approach to solve this problem formally as a

overloaded links. The decision for a topology change will thegixed-integer linear program (MILP). This formulation is de-

be made by the central manager, and a signaling mechanism kg for one step of the adaptation, so it defines a local opti-
be started if a lightpath addition or deletion is required as a rggzation.

sult of the decision algorithm (in this paper, for simplicity, we
ignore the details of the signaling protocol). AnimplicitassumpA. Formulation of Adaptation as a MILP

tion here is that the observation period is much longer (typically we assume full wavelength-conversion capability at each
hundreds of seconds or longer) than the time it takes for contipige in this formulation. We use the following notations:
signals to propagate from various nodes to the central manager., s and d denotesourceand destinationof a traffic flow

We expect that it is possible to design a decentralized protocol when used as a superscript or subscript

to do this job as well, but this is outside the scope of our present, , and j denoteoriginating and terminating nodes of a
Investigation. _ _ lightpath, respectively.

In the optical layer, we use shortest path routing for routing . ,,, and» denote the end points of a physical link.
lightpaths on the physical topology and the first-fit scheme fo(; oy step of the adaptation, one of these three decisions can
wavelength assignment [20]. For packet routing, we considepa made: addition of a lightpath, deletion of a lightpath, or no
shortest path (minimum-hop) routing scheme, since it providggange to the virtual topology. The choice of the decision is re-
bettgr usage of network links and is frequently used by existifged to the highest and the lowest lightpath loads and the wa-
routing protocols. termark values. Selecting the proper action and the best light-
path which keeps the maximum link load as low as possible is a
local optimization problem (“local” with respect to time). This

Essentially, our aim is to provide a very good virtual topologgroblem turns out to be a MILP. In the remainder of this sec-
under dynamic traffic conditions, by keeping the lightpath load®n, we give the MILP formulation for one step of the adapta-
balanced, and by changing the virtual connectivity only whention method.

B. Problem Statement
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Given

* Number of nodes in the netwoek N.

* Physical topology of the networR = {P,.}, where
P, indicates the number of fibers between nodeand
n, and P,,,, = P, for m 1,2,...,N andn =
1,2,...,N.

* Current traffic matrixA = {A.q} denotes the average
traffic rate (in bits/s) measured during the last observation
period between every node pair, with, = 0 for s =
1,2,...,N.

* Current virtual topolog/ = {V;; .}, whereV,;, is a
binary value denoting theth lightpath between nodes

andj, andV;; , = 0. V;;0 = 0 if there is no lightpath
from node: to nodej. Vijo = Vij1 == Vijp_1 =1
andV;;, = 0 if there arek lightpaths from node to
nodej. Since lightpaths are not necessarily assumed to be
bidirectional,V;;, = 0 # Vj; 4 = 0.

» Number of wavelengths on each fiberiv.

» Capacity of each wavelength chaneel” bits/s.

* Number of transmitters and receivers at nadg andR;
respectively.

* High watermark value= Wy, whereWge(0,1), e.g.,
Wy
overloaded when its load exceedl8 « C.

* Low watermark value= Wy, whereW (0, 1).

 Highest and lowest lightpath loads measured during thek

observation periodLf]  bits/s andLl}; bits/s, respec-
tively.
Variables

« Physical routing binary variablei/:¢ = 1 if the gth light-
path from node to nodej is routed through the physical
link (m,n).

* New V|rtual topology: V' = { ”q} whereV}; is de-
fined similar toV;; ,. Note thafl”’ is at most one lightpath
different fromV'.

« Traffic routing: The binary vanabléf” 4 1S 1 when the
traffic flowing from nodes to noded traverses lightpath
Vi and0 otherW|seTf;’q = 0 by definition. The traffic
from s to d is not bifurcated, i.e., all traffic betwearand
d will flow through the same path.

» Load of maximally loaded lightpath in the networkg., .

Objective

Minimize Lyfax.

The objective function minimizes the load of the maximally
loaded lightpath in the network. This objective allows us to bal-
ance the network load in the new virtual topology, by addition
or deletion of the best possible lightpath.

Constraints

» On physical topology:

Vi, jq, Zp”’q

Vi, jq, Zp”’q

Vi, jq,1, Zp”’q Zpﬂ;q =0,
n

1)

zgq

)

zgq

1#£landj #1 (3)

2.2 2 Vi

= 0.8 implies that a lightpath is considered to be *

239

Vi, Y YN i W P @
i 7 q
Vom,n,i, g, Pt <V o ®)

Equation (1) ensures that only one outgoing physical link
of the source node will be assigned to a lightpath. Equation
(2) ensures that only one incoming physical link at the des-
tination node will be assigned to a lightpath. Equation (3)
guarantees that the number of incoming and outgoing links
reserved for a lightpath at any intermediate node will be
equal. The total number of wavelengths used between two
nodes is limited to (the number of fiber linksy/ by (4).
Note that we assume wavelength conversion capability
on network nodes, and we use the wavelength channels
on different fibers as nondistinguishable entities. To cap-
ture wavelength continuity in a nonwavelength-conver-
sion network, some additional constraints will be needed.
Equation (5) states that a physical link is assigned only if
the lightpath exists.

¢ On virtual-topology connections:

ZZZWLq"'kH_(l—kH)'kL (6)
iJ q

J

where
LY L
“Max _ Wy | and kp = |[Wp — =M
’7 C H“ L ’V L C —‘7
VL7](]/[1+2(]€H—1) kL] (‘/uq V'LJQ)ZO
(7)

Note that the values dfy andky, are binary and they are
calculated by using the maximum and the minimum light-
path loads measured in the last observation period, water-
mark values, and channel capacity. Therefore, these values
are constant for the MILP. Note tha}; is unity when one
or more lightpaths are experiencing heavy load. This will
ensure that a new lightpath will be added to the virtual
topology. &, is unity when one or more lightpaths has a
load below the low watermark. In this cas&jf = 0 (i.e.,
none of the lightpaths in the virtual topology is heavily
loaded), a lightpath will be deleted. Thus, we are giving a
higher priority to a lightpath addition than to a lightpath
deletion to better accommodate the traffic. Equation (6)
specifies the total number of lightpaths in the new virtual
topology, i.e., itdecides whether a change should be made,
and if the answer is affirmative, whether a lightpath should
be added or deleted. Equation (7) guarantees that the new
virtual topology consists of the same set of lightpaths of
the old virtual topology except that one lightpath is added
or deleted.

< On virtual-topology traffic variables:

Vs,d,l,q ZTM ZTM

1, l=d

:{0, 1# sandl # d (8)
-1, l=s

Vs, di.jg.q Y3, <V )

3,9 — )4
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Lyax < C - Wy (10)
Vi7j7Q7 ZZAS(I . Tfﬁq S LMax- (11)
d

S

Equation (8) is a multicommaodity-flow equation control-
ling the routing of packet traffic on virtual links. Equation

(9) ensures that traffic can only flow through an existin§'9- 2 Sxnode network used in experiments.

lightpath, and (10) specifies the capacity constraint for ar* ¢ ———————+—+———————+—+—+—+—— e e
lightpath. Equation (11) constrains the load on any light w pOptimal HighLoad -+
i timal, LowLoad x ]

path to be lower than or equal to the maximum ldag.
» On transceivers:

Vi, » > Vi <Ti (12
i a %
Vi, )Y Vi <R 19 3
7 q 3

Equations (12) and (13) limit the total number of light-
paths originating from and terminated atanode to the tot
number of transmitters and receivers at that node.

The above formulation gives the best selection for a virtua
topology adjustment of one lightpath. We will now, by solving ol o+ o v v 0 v 0 0 0 0 v 00 00
the MILP, compare our adaptation scheme with an earlier reco crEaeseT e T'i:neﬁ.olfl e e e e e
figuration method proposed in [15].

Fig. 3. Number of lightpaths in virtual topologies obtained by solving our
proposed adaptation MILP and the optimal reconfiguration MILP.

B. Adaptation With Minimal Lightpath Change
In this section, we focus on minimizing the number of lightThjs second step selects the closest virtual topology among the

paths (i.e., resource usage cost) and the number of changes Mggl§ip|e topologies having exactjylightpaths and able to carry

for reconfiguring the topology (i.e., operation cost). We shoye given traffic demand. We use two metrics to compare our

that the new adaptation approach is cost effective in both senggptation method and the full reconfiguration method: the total

by comparing our results with an earlier reconfiguration stugy,mper of lightpaths in the network and the number of lightpath
[15]. The comparison is based on solving MILP formulations ¢fyqitions and deletions.

both methods by using the standard solver CPLEX [21]. Since finding the optimal topology using the method in [15]
The reconfiguration method proposed in [15] (which we caj computationally tractable only for small networks, our com-
full reconfiguration) can be summarized as follows. parison is based on a six-node topology shown in Fig. 2. (See

Section V-A for details of the traffic model. Larger network ex-
Start with initial virtual topology. amples employing our approaches will be shown in Section V).
Every A seconds do: Comparison of the number of lightpaths as a function of time
Find the optimal virtual topology for the new used by our proposed approach and the approach in [15] is
traffic pattern. shown in Fig. 3 for a 24-h run. Four wavelengths and four trans-
Find the virtual topology such that: ceiver pairs per node are assumed for both cases, and two set of
It requires minimum number of changes from results obtained for two different traffic matrices (one with 33%
the previous topology. of the node pairs having nonzero traffic intensities, referred to

aslow load, and the other with 50% node pairs with nonzero
We solve the MILP given in [15] by substituting the objectivdraffic, referred to adigh load. The results of our adaptation
function with scheme are obtained with an observation period of 5 min and are
. shown as lines. The optimal topology is calculated every hour
Minimize Z Z > Viig and is shown as points in Fig. 3. This plot shows that, as traffic
vt load changes over time, the number of lightpaths in the virtual
to minimize the total number of lightpaths in the network. Weppology for both approaches changes in unison as well. (Com-
also limit the maximum load.yiax to Wy. When the optimum pare the profiles in Fig. 1 with Fig. 3, noting that the measure-
virtual topology is obtained from this formulation, this soluments in Fig. 1 starts at 9:00 a.m.). However, as also expected,
tion gives the minimum number of lightpaths that any virtuahe adaptation method establishes a few more lightpaths than
topology must contain to carry the given traffic demand. Let thifiose in the optimal topology, and the difference in the number
number be;. This MILP can then be modified as follows.  of lightpaths increases slightly with the traffic load.
1) The objective function guarantees that the new virtual Fig. 4 plots the cumulative number of lightpath additions and
topology will be as close as possible to the previous onéeletions for both methods during the same 24-h period (results
2) A new constraint is added to the formulation to guarantéem only the high-traffic-load experiment are shown in this
that the new virtual topology will have lightpaths. figure). We observe that the adaptation scheme can reconfigure
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T T Recaniguraton
Adaptation

having the maximum loafl,,.x, = §(Vi.ax) Will be considered,
and a new lightpath will be established to decre@gsg.. The
new lightpathV,.,, should carry at least one of the traffic
flows thatV,,,.x was carrying, so that, after the new lightpath is
established, the load &f,,,, can decrease. As an extreme case,
one may seWWy = 100 andW = 0, minimizing the changes
on the virtual topology but also decreasing the quick reaction
ability of the network to dynamic changes in the traffic. The
characteristic of the traffic should determine the proper choice
for the watermark values.
There are several ways to select the source and the destination
nodes of the new lightpath to be added. We choose to establish
- a lightpath between the end nodes of the multihop traffic with
O i 2 s 4 s 6 7 8 o w0z e e mie w2 22224 the highest load using lightpath,... By doing so, we expect
Time [Hour] to have a noticeable decreasejf,y. If Vi.x is only carrying
Fig. 4. Comparison of the cumulative number of lightpath changes (sum 9gle-hop traffic, then we simply add a new lightpath between
lightpath additions and deletions) between our adaptation scheme and optithe end nodes ...
reconfiguration. When the load of a virtual link decreases to a value béléw
either because of changes in the dynamic traffic or because of
the topology using far fewer lightpath changes compared wittaffic rerouting due to previous topology changes, the algorithm
the optimal reconfiguration; thus, the adaptation scheme isnill tear down that link, unless it is a part of the only path for a
very efficient one. traffic flow. The main idea behind the deletion of underloaded
We remark that the complexity of the MILP limits its usdightpaths is to release the network resources whenever they are
for large networks. Thus, in Section IV we design an efficientot used efficiently and to have them available when new light-
heuristic method to adapt the virtual topology in response paths are to be established later. In some cases, it is possible

& 8 &

& & 8

w
a
T
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Cumulative Number of Lightpath Additions and Deletions

o
T

traffic changes in large networks. for the deletion of a lightpath to lead to congestion on another
lightpath and, consequently, to an addition of a new lightpath.

[V. HEURISTIC ADAPTATION ALGORITHM However, the traffic rates are changing dynamically, and in such
A. Key Ideas an environment this behavior should not be interpreted as insta-

bility. This dynamism is necessary for the method to find a very
We propose a one-phase reconfiguration algorithm where ii§od set of lightpaths for the current traffic. Whenever required,
network traffic flows are continuously observed and simple Upnjs ping-pong effect can be controlled by adjusting the water-
dates to the virtual topology are made whenever necessary. Fhgk values.
key idea of our approach is to set up new lightpaths when conyyhenever a lightpath is added or deleted, the routes for all
gestion occurs or tear down existing lightpaths when they are Rgfffic flows are recalculated. Occasionally, new overloaded or
used efficiently. Since frequent changes to the virtual topologiyderloaded lightpaths may occur after rerouting due to change
are not desirable, the length of traffic-observation period and thethe routes of some traffic, but this is a part of the adaptation
instant to trigger a virtual-topology change (either a lightpagfyocess and indicates that it may be beneficial to add or delete
addition or a lightpath deletion) should be selected carefully. more lightpaths. So, a few more steps may be helpful for the
The length of the observation period is a parameter which cgiyal topology to reach a load-balanced state.
be selected and updated according to the specific properties ofye should also note that variations to our approach exist, such
the network traffic. It specifies how frequently the adaptatiogs deletion or addition of multiple lightpaths in one step when
algorithm is activated. We use link loads of the lightpaths ifhe load of more than one lightpath is outside the region defined
the current topology as input to the triggering function of thgy watermarks. In this paper, we study the basic case where only
adaptation algorithm. Since having perfectly balanced loads gRe Jightpath is allowed to be added or deleted, and we also
every link may not be practical or may not be possible, we aigjydy a variation of the basic case where unlimited number of
to maintain quasi-balanced virtual links. We can define a quagidditions or deletions are allowed at every observation period.
balanced topology as follows:

V ={V;,Va,...,Vi}
WLS(S(‘/;)SWH/ L:l/z,/k

B. Outline of the Algorithm

We give a pseudocode of the heuristic adaptation algorithm in
Fig. 5. We use\,4 to denote the traffic rate from noddo node
where k is the number of lightpaths in the virtual topologyd normalized to the capacity of a virtual link. The notat{@ry)
whose lightpaths are denoted By 6(V;) is the load of theth is used to express the originating and the terminating nodes of a
lightpath, and¥;, andW g are the low watermark and the highlightpath, and> to represent the virtual-topology gragh-—V;;;
watermark values, respectively. The objective of the adaptatisra subgraph aff with one edge from nodgo nodej extracted.
algorithm is to keep the load of every lightpath between theseThe algorithm first checks for any lost end-to-end traffic be-
two thresholds. At the end of an observation period, if the loause of a lack of connectivity in the virtual topology. Under
of one or more lightpaths is higher th#iig, the lightpath,,.,  normal operation, the adaptation process expects a connected
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Input:
 Virtual topology, V' = {V;; }
o Current traffic rates, Agq
o Load of virtual links, d;;
o Available number of transmitters and receivers at node %, T; and R;
Output:
A decision which can be one of the following:
o Addition of a lightpath between nodes i¢new and jnew
o Deletion of an existing lightpath between ¢4 and jg
o No change to the virtual topology
Algorithm:
At the end of every observation period:

If Agqg > 0 and there is no path from s to d then
Establish Vg4 for maxsq{Asq}
else
Find the maximum link load: dmaz = 6
if dmaz > Wy then
max_load + 0
for every multi-hop traffic flow Agq using Vi, .. jma. dO
if (Agqg > max_load) and (T > 0) and (R4 > 0) then
max_load < Agq
Smm — 8, dmm < d
endif
endfor
if max_load > 0 then
1f Vg, mdmm can be established then
Establish V, 4.
Tsmnm < Tspm

= max;,; (4;;)

tmaxs)Jmazx

m

-1, Rq,,,, « Rdpp,, — 1

endif
else
1f Vi, aeimae €an be established then
Establish V; . ioa
Timaz « nmam - 1’ ija:p A ijaa: -1
endif
endif
endif

if no lightpath is added then
Find the minimum link 10ad: dmin = 0i,; .. jmin = Ming ;(di;)
complete «— false
while (0min < W) and not complete do
if (dmin,Jmin areconnected in G —V; . i . )

or (dmin = 0)
then
Tear down Viminjmin

Timin — Timin +1, Rj
complete «— true

else
Find the next lowest link load: d,exti0w

— Ry, +1

min

Omin + Onextiow
(imz‘n ’jmin) «— (ineztlow’jneztlow)
endif
endwhile
endif
endif

Fig. 5. Pseudocode of heuristic adaptation algorithm.
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Fig. 6. Example telco network used as the physical topology in our study.

If all of the communicating node pairs have at least one route,
then the lightpath loads are considered next. Information on
ligthpath loads is collected from routers which are source of a
lightpath, by the central manager (which is running the adapta-
tion algorithm), at the end of each observation period (see Sec-
tion II-A). A change to the virtual topology is made only when
a link load is higher thaWg or lower thanW; otherwise,
no change is made until the end of the next observation period.
The maximum link load is considered first, since a highly loaded
link (and with a potentially increasing load) would cause more
serious problems compared with an underloaded link. Lightpath
deletion is considered only if no lightpath is added, because we
allow only one lightpath change at a time (i.e., in one observa-
tion period). Lightpath deletion is performed only if that link is
not on the unique path between a node paind; for which
the traffic rate);; > 0. All lightpaths with a load lower than
W, are considered in increasing order of their loads, until an
appropriate lightpath is found.

The second variation that we implement in this study adds or
deletes lightpaths until all loads are between the watermarks. In
an observation period, only additions or deletions are allowed
exclusively, but the number of changes is not limited. Although
this method requires more processing, it shows a very inter-
esting aspect of the adaptation method, namely, even though
multiple lightpath additions or deletions are allowed, our nu-
merical examples reveal that, in the vast majority of adaptations,
just a single lightpath addition or deletion suffices to bring the
virtual topology to the quasi-balanced state.

V. ILLUSTRATIVE NUMERICAL EXAMPLES
A. Simulation Environment

Simulation experiments were conducted to investigate the fit-
ness of the adaptation approach and to expose the effect of var-
ious system parameters. In our experiments, we implemented
the heuristic algorithm shown in Fig. 5.

A telco mesh network of 19 nodes interconnected by 31 bidi-
rectional links was used as the physical topology for the nu-

network of already established lightpaths and it preserves timerical examples shown in this section for illustration purposes
connectivity of node pairs as long as these nodes have a nonZ€ig. 6). For our examples, we assume that the number of wave-
rate of traffic flowing between them. In some cases, traffic ratengths is 16 per fiber link and equal for all links. Each node is
from a nodes to a noded may cease, and if this silent periodassumed to have eight transmitters and eight receivers.

is longer than an observation period, a lightpath providing the Since this paper is focused on backbone networks, a traffic

connectivity may be torn down.

model is derived based on the observations on several back-
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bones’ link loads. Backbone traffic is the aggregation of sever 1% y y T T Maximum load ——
end systems’ traffic, and the aggregation process filters out 1 Minimum Load =
short-term variations. On the other hand, as can be seenin Fic
long-term variations (on a scale of hours) remain and repe
their pattern in one-day periods. To obtain a realistic model, v
sampled some representative link traffic rates (Fig. 1 shows ¢
of them) from real networks over a 24-h period. The samplir
allows us to represent the traffic rate as a function of time. Tl
average traffic rate ata pointin time between two sampling poir
of the rate function was calculated by a linear interpolation -
represent the continuous change in traffic. These traffic-re £ | .
functions are used to generate the simulated traffic between : P T e S S e
node pairin the network. We expect that the effect of aggregati ' '
and smoothing is more intense at the edge routers with resg % 12 2 % ™ p 72
to the smoothing effect of aggregation of traffic from a few nod. Time [hours]

pairs on anetwork link. Therefore, we believe thatitis reasonable @

to use the link traffic to simulate the traffic between the edge

routers for our purposes. This assumption is not vital for tt ' ' " Lightpath Addition/Deletion Times ——
adaptation method we propose, and the method should w
for any input traffic having long-term fluctuations, since the “‘ \ ‘ ’H ﬂ \

80 -

laximal and Minimal Lightpath Loads

reaction time can be adjusted according the time scale of thi
fluctuations. To create a simulation pattern for each node pz
a traffic rate function is randomly selected among five differel
patterns. The chosen rate function is then scaled by multiplyi i
it by a random value. The random scaling allows us to cree
differences between the traffic rates of different node pairs, ev

when the same pattern is chosen for different node pairs. E:

random scaling factot,; (for a node pairs, d)) takes values '

in the range[0.2,1.2] in our examples to create appropriat
variations in the traffic volumes between different node pair . . . :
In this model, every element of the traffic matrix is a continuo. ~ ° 2 0 metowy ® &
function of time representing the traffic rates during one day, ®)

rather than a single value. We should also note that no assumption _ o _ _ _
on future traffic demand is being made in the adaptation schem%e?aaﬁﬁ%iﬁrf?gf‘%?'2'”;8;'"(%;‘tlﬁ]agﬁlls%agrsaé%iéhﬁdri‘f;‘fi’r?ékﬂﬁqlg'sngf a
except that (without loss of generality) the traffic rates anghipath addition or deletion.

expected to fluctuate slowly compared with the time interval

between adaptation steps. Using this model, the traffic matrix ) ,

was randomly generated to have nonzero rate functions for 6Q mples that follow, we will allow a maximum of only one

of the node pairs (values on the main diagonal remain zero). |g?1tpath addition or deletion; finally, in Section V-G, we will

In this paper, we employ the following performance me Txamine the system perform_ance when an unlimited number of
pap oy ap jghtpath additions and deletions are allowed.

rics to reveal the different aspects of the adaptation sche A I ) fth ¢ hree-d iod
the average time between consecutive reconfiguration steps, th%n exemplary operation o t. € system or.at ree-aay perio
Wy = 70 andW; = 10 is shown in Fig. 7. Note that,

traffic-weighted average hop distance, the number of IightpatWét ) i !
in the virtual topology, and the percentage of links with loadd this section we represent the _hlgh and low watermark values
in the balanced regiofi¥;, Wx]. Through these metrics, wedS0 < Wi, Wy < 100, normalized to 100, so tha’y and

examine the effects of changing the system parameters, spe(%@ can be interpreted as percentage loads. Fig. 7(a) plots the

cally high watermark, low watermark, and length of observatigj@Ximal and miqimal Io_ads in the netwprk obsc_erved at t_he end
period. of each observation period (300 s for this experiment). Fig. 7(b)

shows the times of topology adjustments, where a positive im-

B. Typical Operation pulse indicates a lightpath addition and a negative impulse in-

d(ifates a lightpath deletion. The same average traffic rate func-

ns were repeated for every day, but slight differences can be

en for the same time of different days related to randomly gen-
ated traffic and to the dynamic nature of the algorithm.

Topology Adjustments
o

As a primary experiment, we demonstrate the operation
the system by measuring the maximal and minimal lightpa
loads inthe network at the end of every observation period. Hi%
and low watermarks will define halance regiorin which the
lightpath loads are allowed to fluctuate as long as they do not
exceed the high watermark or drop below the low watermark:
Every time alink load goes out of the balance region, the systeniThe effect of changing the value &gz on traffic-weighted
will try to adapt to the new traffic conditions. In most of ouraverage hop distance for a fixed valuelgf, = 10 is shown in

Effect of Watermarks
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Fig. 8. Traffic-weighted average hop distances during a day, for differepfg. 10. Number of lightpaths during a day, for different value§f with
values of Wy with W, = 10. W, = 10.
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Fig. 9. Traffic-weighted average hop distances during a day, for differeptg. 11. Number of lightpaths during a day, for different value$iof with
values ofW with Wy, = 70. Wy = 70.

Fig. 8. The hours on the axis correspond to the real hours olvalue. Therefore, the virtual topology keeps more lightpaths
the day. During the night (until 9 or 10 a.m.), as the traffic loadlive and has a lower hop-distance value.
decreases all over the network, the lightpath loads decrease aghe total number of lightpaths in the virtual topology during
well and the adaptation scheme deletes the lightly loaded linkespne-day period is plotted in Fig. 10 for different value$iaf
causing an increase in average hop distance. During the daytimigh W, = 10. Higher values o7 result in a smaller number
the average hop distance decreases with the increasing traffidightpaths and more economic usage of network resources
load. As can be seen in the figure, the average hop distarsteh as transceivers. Consistent with the results obtained for
decreases wheWy takes smaller values, since the lightpathaverage hop distance, the number of lightpaths is smaller when
are allowed to carry less load and t11&; limit can be reached the network load decreases due to time-of-the-day effect.
more quickly, resulting in new lightpath additions. For the case Fig. 11 plots the number of lightpaths for different values of
wherelWg = 60, more lightpaths are deleted compared with thB’;, with Wy = 70. The number of lightpaths in the system
case wheréVy = 70 during nighttime. This effect manifestsdecreases wheW, increases because the adaptation scheme
itselfin Fig. 8 as an aggressive climb in the average hop distantands to delete lightpaths more aggressively. The total number
and is related to the tightness of the watermarks: As the value®bfightpaths is smaller wheW, takes higher values. Since a
the watermarks approach each other, more lightpaths have lokgger number of lightpaths requires a larger amount of network
closer to the bounds, and small changes in traffic may resultresources, it may be preferable to keep this number small for
topology changes. economic use of resources. The two system param@étgrand

Fig. 9 plots the effect of/’;, on the average hop distance folV, can be used to balance the use of resources and the average
a fixed value ofiV . WhenW, is small, lightpaths are deletedhop distance.
less frequently since fewer lightpaths will have their load drop Figs. 12 and 13 plot the average time between two consec-
below a smalllW;,, compared with the case with a highéf;, utive adjustments in the virtual topology as a function/of;
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%0 ' ' ' TABLE |
PROBABILITY OF ADJUSTMENT DECISION AT THE END

= %or OF AN OBSERVATION PERIOD. Wy = 70, W, = 10
E
§ 250 Length of || Total Number | Average Number | Adjustment
g Observation of Periods of Adjustments | Probability
2 2001 Period [s] in One Day
g 100 364 12.33 0.014
8 mor 200 432 12.17 0.028
£ 400 216 14 0.065
g0 800 108 7.6 0.163
2

50

0 s . s periods would decrease the efficiency of step-by-step adapta-
60 65 70 75 80 . . . .
High Watermark (WH) tion on following the traffic changes closely if we do not allow

more than one lightpath to be changed at the end of each pe-

Fig. 12. Average time between two consecutive reconfiguration steps, agi@d. Table | shows the effect of the observation-period Iength on

function of Wy . . .. . .

topology-adjustment decisions. In this experiméfity = 70
andWW;, = 10, and the number of adjustments in a day is aver-

700 [ ' ' wi=80 — 1  aged over a five-day run.
\ 70 oo . . A
) 60 oo The first column shows the length of observation period in
g oor 1 seconds, used during the experiments. The values in the second
2 column are the total number of observation periods in a day;
@ 500 b . .
E therefore, they also show how many times the adaptation algo-
g 00 L | rithm was activated. The average number of adjustments during
g one day (number of additions and number of deletions are al-
§ a00 | 1 most equal) is shown in the third column. The probability of
§ adjustment at the end of an observation period is the ratio of the
8 200 |- 1 value in the third column to the one in the second column. As
g the observation period gets longer, itis more likely that the algo-
Rl T 1 rithm will decide to make an adjustment in the virtual topology.
_______________________________________ This result confirms our claim above, namely, short observation
%8 10 12 14 periods keep track of the traffic more accurately.

Low Watermark (WL)

Fig. 13. Average time between two consecutive reconfiguration steps, aEa Effect of Window Size
function of W .
The basic algorithm in Fig. 5 may sometimes react very

uickly because a change is made based on the measurement
uring the last observation period. If sudden jumps occur in
traffic load, keeping a longer history information may be more

. ) - ugeful to prevent the false alarms in the network from triggering
topology is adjusted more frequently as can be seen in Fig. ]a change. To study the effect of such history information,

The_s_e two figures show that the average number of Iightp store the lightpath loads measured at each period during
additions and deletions can be controlied by apprOpr'at‘%yhistory window. The basic algorithm in Fig. 5 is the case

choosing the watermarks. where the window size is equal to one. At each new period,
) , the window is slided forward by one unit to include the new

D. Effect of Observation Period measurement and to exclude the oldest one. The decision

A third parameter that affects the system’s behavior is tho lightpath addition/deletion is based on the average load
length of observation period over which the lightpath loads acalculated using the entire window. In Fig. 14, we show three
measured. The average traffic rate on a lightpath is calculaggdts of maximal lightpath loads interlaced for window sizes,
by measuring the total amount of traffic passing over it arj 2, and 4 Wy = 70 andW, = 10). The graphics are shifted
dividing that amount by the length of the period. The lightpathertically for a clear view and a 70% horizontal line is shown
load is the ratio of the measured average traffic rate to the liglitr each plot for guidance. As the window size increases, the
path capacity. Since the traffic rate is taken as an average vabbhserved average loads become smoother and some changes are
during a period, the length of one period will affect the systemtelayed or skipped. When the window size is one, a lightpath
ability to track the changes in traffic. Momentary changes couisl added around 6 a.m., but this addition does not take place
be measured and reacted to by using enough short obsefealarger window sizes. However, increasing the window size
tion periods, but a smoothing effect on traffic measurement®uld also delay some necessary changes. Specifically, when
by using longer periods would be more accurate to avoid th&any lightpath loads increase at the same time, this delay may
instabilities and frequent adjustments. On the other hand, locgause problems.

and W, respectively. We observe in Fig. 12 that the virtuag
topology is adjusted less frequently whéhry takes higher
values. Similarly, wheni¥/;, takes higher values, the virtual
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' ' Window Size =1 —— TABLE 11
i R PERCENTAGE OF THELIGHTPATH LOADS BETWEEN THE WATERMARKS
h OVER THE COURSE OFSIMULATION
" \// WWM Wi
3 W § | 10 | 12 [ 14
-t
§ } N— 60 99.9976 | 99.9958 | 99.9932 | 99.9882
& ‘ R e 65 || 99.9995 | 99.9986 | 99.9964 | 99.9919
g 70 99.9999 | 99.9991 | 99.9971 | 99.9949
g 75 99.9999 | 99.9991 | 99.9987 | 99.9962
80 99.9999 | 99.9997 | 99.9994 | 99.9984
Additions
H L L ' L L L L Deletions --------
0 3 6 9 12 15 18 21 24 = 1
Time [hour] % ]
s
Fig. 14. Maximal lightpath loads during a day for different history window & i
sizes. The plots are shifted for better view. §
S _
0.035 T . T T T T y T ?(
N T
(80:12) -~ £ i
0.03 F J 3
5
£ b4 1
g 005 1 g 4
g &
g o002t 1 E
2 T I I i
'é 0.015 | 3 4 5 6
§ Number of Lightpaths Added or Deleted in the Same Observation Period
% 001} Fig. 16. Distribution of number of lightpath additions and deletions when the
S number of additions and deletions are not limited.
0.005 4
increases. This table shows that the watermarks can be adjusted

T e e e B e e e % to obtain a more or less aggressive topology adaptation.
Loads [%] L. - X
Fig. 15. Distribution of lightpath loads for different values of watermarks ove(r;' Unlimited Additions and Deletions
the course of the simulated five days. To show how many lightpath additions or deletions are neces-
sary at every observation period to balance the lightpath loads,
we relaxed our algorithm to allow an unlimited number of ad-

F. Load Balancing
Hions or deletions at each step. When a lightpath is added or

The adaptation mechanism works to balance the Iightpaclj S L .
loads all over the network to maintain all loads in the balan eeleted, the traffic IS red_|str|bl_1ted and the_ lightpath loads are re-
Iculated. If there is still an imbalance in loads, an additional

region. In this section, we show the load-balancing ability of th ange is made immediately, without waiting for the next obser-
system. Fig. 15 plots the distribution of lightpaths according tion period. Fig. 16 plots the distribution of the number of ad-

their loads, for three different watermark-value pairs. At the end. ? h . .
P ?ons and deletions in one observation period (With = 70

of each observation period (300 s for this example), the loads

all lightpaths in the network are measured and the occurrence""gfj Wy = 10). The percentage is calculated over the total

each load is added to the total occurrences of that load since @Hénber of periods where at least one cha_nge is made. For ex-
ple, the percentage of observation periods where only one

beginning of the simulation. This processis repeated atthe endgiP" . 0 . .
every observation period throughout the simulation. A point A dition was made is 87% of all observation periods where at

| " .
this graphic indicates the percentage of the lightpaths with tHS?St Onequ't'of? vyast ;nadti. Th's f|gu(rje §Tomﬁ thatl one.crlﬁnge
load in the course of the experiment (a five-day run). The figuf@ aperiod s sutlicient fo obtain a good virtuaitopology in the

showsthatahigh percentage of the links are inthe balance regi _jonty .Of adaptatpn cases. Also note that, a w_rtual-to_pology
change is seldom, i.e., in most of the observation periods no

Another result is that most of the lightpaths are gathered in . de to the virtual topol 0 be ob d
smaller region toward the middle of the balance region, showi ange 1s made fo the virtual topology as can also be observe
Fig. 7. The percentage of suslientobservation periods is

that few lightpaths are critically close to the watermarks, and th )4/10/ for th i cal le in Fia. 16
can trigger a topology adjustment in the following observatio o forthe Specilic numerical examplie in F1g. 16.
period. The same experiment is repeated for different values
of Wy and Wy, and the percentage of the lightpaths in the
balance region is tabulated in Table II. Nz andW, values Based on a new view of the virtual-topology reconfiguration
are relaxed, the percentage of lightpaths in the balance regmoblem, we presented an adaptation scheme for WDM mesh net-

VI. CONCLUSION
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We believe that this work evolves the virtual-topology recon..,
figuration problem from a perspective where it is considered £
an interrupted process to a new one where itis taken as an e
tionary process. A future direction is to investigate how high ar
low watermarks can be changed dynamically to satisfy speci;
performance demands. The algorithm we introduced can be .
hanced in different directions. Application of new heuristics ty
our scheme to select the lightpath to be added or deleted ma @&
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