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Agenda
● Part I: Introduction, Motivation & Evaluation – 10 minutes

○ Motivation, Definitions & Properties 

○ Evaluation Protocols & Metrics

● Part II: Explanation in AI (focus ML) – 20 minutes

● Part III: Applications, Lessons Learnt and Research Challenges – 20 minutes 

○ Explaining (1) object detection, (2) obstacle detection for autonomous trains, (3) flight performance, (4) 
flight delay prediction, (5) risk management, (6) abnormal expenses, (7) credit decisions

● Part IV: XAI Tools and Coding Practices –40 minutes 
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Scope



Disclaimer

● As MANY interpretations as research areas 
(check out work in Machine Learning vs Reasoning community)

● Not an exhaustive survey! Focus is on some promising approaches

● Massive body of literature (growing in time)

● Multi-disciplinary (AI – all areas, HCI, social sciences)

● Many domain-specific works hard to uncover

● Many papers do not include the keywords explainability/interpretability!



Trustable
AI

Valid
AI

Responsible
AI

Privacy-
preserving 

AI

Explainable 
AI

• Human
Interpretable AI

• Machine 
Interpretable AI

What is 
the 

rational?

AI Adoption: Requirements



Fairness Privacy TransparencyExplainability
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Credit: Lecue et al., Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/



Introduction and Motivation
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Part I



Explanation - From a Business Perspective
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Business to Customer AI



Critical Systems (1)



Critical Systems (2)



COMPAS recidivism black bias 

… but not only Critical Systems (1)



community.fico.com/s/explainable-machine-learning-challenge

https://www.ft.com/content/e07cee0c-3949-11e7-821a-6027b8a20f23

▌Finance:
• Credit scoring, loan approval
• Insurance quotes

… but not only Critical Systems (2)



Rich Caruana, Yin Lou, Johannes Gehrke, Paul Koch, Marc Sturm, Noemie Elhadad: Intelligible Models 
for HealthCare: Predicting Pneumonia Risk and Hospital 30-day Readmission. KDD 2015: 1721-1730

Patricia Hannon ,https://med.stanford.edu/news/all-news/2018/03/researchers-say-use-of-ai-in-medicine-
raises-ethical-questions.html

▌Healthcare
• Applying ML methods in medical care 

is problematic.
• AI as 3rd-party actor in physician-

patient relationship
• Responsibility, confidentiality?
• Learning must be done with available 

data.
Cannot randomize cares given to 
patients!

• Must validate models before use.

… but not only Critical Systems (3)



… and even More

https://www.cbsnews.com/news/apple-credit-card-
goldman-sachs-disputes-claims-that-apple-card-is-sexist/

Joy Buolamwini, Timnit Gebru: Gender Shades: Intersectional Accuracy 
Disparities in Commercial Gender Classification. FAT 2018: 77-91

https://www.theverge.com/21298762/face-depixelizer-
ai-machine-learning-tool-pulse-stylegan-obama-bias

https://techcrunch.com/2020/10/0
2/twitter-may-let-users-choose-

how-to-crop-image-previews-after-
bias-scrutiny/



Explanation - In a Nutshell

17



Internal Audit, Regulators

IT & Operations

Data Scientists

Business Owner

Can I trust our AI 
decisions? 

Are these AI system 
decisions fair?

Customer Support

How do I answer this 
customer complaint?

How do I monitor and 
debug this model?

Is this the best model 
that can be built?

Black-box 
AI

Why I am getting this 
decision?

How can I get a better 
decision?

Poor Decision

AI as a Black-box: Source of Confusion and Doubt

Credit: Lecue et al., Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/



Model Diagnostics
Root Cause Analytics

Performance monitoring
Fairness monitoring

Model Comparison
Cohort Analysis

Explainable Decisions
API  Support

Model Launch Signoff
Model Release Mgmt

Model Evaluation
Compliance Testing

Model Debugging
Model Visualization

Explainable 
AI

Train

QA             

Predict

Deploy

A/B Test

Monitor

Debug

Feedback Loop

Credit: Lecue et al., Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/

Explainability by Design for AI products



- Humans may have follow-up questions

- Human – Machine interactions are required

- Explanations cannot answer all users’ concerns in one shot

- Many different stakeholders

- Many different objectives

- Many different expertise Weld, D., and Gagan Bansal. "The challenge of crafting intelligible intelligence." Communications of ACM (2018).

Example of an End-to-End XAI System



Comprehensibility

How much effort 
for correct human 

interpretation?

Succinctness

How concise and 
compact is the 
explanation? 

Actionability

What can one 
action, do with 

the explanation?

Reusability

Could the 
explanation be  
personalized? 

Accuracy

How accurate and 
precise is the 
explanation?

Completeness

Is the explanation 
complete, partial, 

restricted? 

Source: Accenture Point of View. Understanding Machines: Explainable AI. Freddy Lecue, Dadong Wan

Evaluation - XAI: One Objective, Many Metrics



Explanation in AI (Focus Machine Learning)
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Part II



Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 

Theory

MAS

Robotics

Artificial 
Intelligence

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Machine 
Learning

Computer
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Search

Planning

KRR

NLP
Game 

Theory

MAS

Robotics

Artificial 
Intelligence

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which features are responsible of 
classification?

Computer
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Dependency
Plot

Feature
Importance
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XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches
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classification?

Computer
Vision

Search

Planning

KRR

NLP
Game 

Theory

Robotics

UAI

Surrogate 
Model

Dependency
Plot

Feature
Importance

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Artificial 
Intelligence

Machine 
Learning

Which complex features are 
responsible of classification?

Saliency Map

MAS

Uncertainty Map

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which features are responsible of 
classification?

Computer
Vision

Search

Planning
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NLP
Game 
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How to summarize the 
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Artificial 
Intelligence

Machine 
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Which complex features are 
responsible of classification?

Saliency Map

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversational flow?

Uncertainty Map

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which actions are 
responsible of a plan?

Which features are responsible of 
classification?
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XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which features are responsible of 
classification?

Which actions are 
responsible of a plan?

Which constraints can be relaxed?
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Which combination of 
features is optimal?
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Which complex features are 
responsible of classification?

Which actions are 
responsible of a plan?

Which entity is responsible for 
classification?
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root causes (abduction)?
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Uncertainty as an 
alternative to 
explanation
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Interpretable Models: 
• Decision Trees

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

KDD 2019 Tutorial on Explainable AI in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Interpretable Models: 
• Decision Trees, Lists

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

KDD 2019 Tutorial on Explainable AI in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Interpretable Models: 
• Decision Trees, Lists and 

Sets and rules

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

KDD 2019 Tutorial on Explainable AI in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Interpretable Models: 
• Decision Trees, Lists and 

Sets and rules
• GAMs,
• GLMs,

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

KDD 2019 Tutorial on Explainable AI in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Naive Bayes model
Igor Kononenko. Machine learning for medical diagnosis: 

history, state of the art and perspective. Artificial Intelligence 
in Medicine, 23:89–109, 2001.

Interpretable Models: 
• Decision Trees, Lists and 

Sets and rules
• GAMs,
• GLMs,
• Linear regression, 
• Logistic regression,  
• KNNs

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning



Naive Bayes model
Igor Kononenko. Machine learning for medical diagnosis: 

history, state of the art and perspective. Artificial Intelligence 
in Medicine, 23:89–109, 2001.

Counterfactual 
What-if

Brent D. Mittelstadt, Chris 
Russell, Sandra Wachter: 
Explaining Explanations in AI. 
FAT 2019: 279-288

Rory Mc Grath, Luca Costabello, 
Chan Le Van, Paul Sweeney, 
Farbod Kamiab, Zhao Shen, 
Freddy Lécué: Interpretable Credit 
Application Predictions With 
Counterfactual Explanations. 
CoRR abs/1811.05245 (2018)

Interpretable Models: 
• Decision Trees, Lists and 

Sets and rules
• GAMs,
• GLMs,
• Linear regression, 
• Logistic regression,  
• KNNs

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

https://pair-code.github.io/what-if-tool/



• Feature Importance
• Partial Dependence Plot
• Individual Conditional Expectation
• Sensitivity Analysis

Naive Bayes model
Igor Kononenko. Machine learning for medical diagnosis: 

history, state of the art and perspective. Artificial Intelligence 
in Medicine, 23:89–109, 2001.

Counterfactual 
What-if

Brent D. Mittelstadt, Chris 
Russell, Sandra Wachter: 
Explaining Explanations in AI. 
FAT 2019: 279-288

Rory Mc Grath, Luca Costabello, 
Chan Le Van, Paul Sweeney, 
Farbod Kamiab, Zhao Shen, 
Freddy Lécué: Interpretable Credit 
Application Predictions With 
Counterfactual Explanations. 
CoRR abs/1811.05245 (2018)

Interpretable Models: 
• Decision Trees, Lists and 

Sets and rules
• GAMs,
• GLMs,
• Linear regression, 
• Logistic regression,  
• KNNs

Overview of Explanation in Machine Learning (1)
● Many tools already available from early-days Machine Learning

https://pair-code.github.io/what-if-tool/



Example-based / Prototype
Oscar Li, Hao Liu, Chaofan Chen, Cynthia Rudin: Deep Learning 
for Case-Based Reasoning Through Prototypes: A Neural 
Network That Explains Its Predictions. AAAI 2018: 3530-3537

Surogate Model
Mark Craven, Jude W. Shavlik: Extracting Tree-Structured 
Representations of Trained Networks. NIPS 1995: 24-30

Attribution for Deep 
Network (Integrated gradient-based)

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 
Axiomatic attribution for deep networks. In ICML, 
pp. 3319–3328, 2017.

Attention Mechanism

Avanti Shrikumar, Peyton Greenside, Anshul 
Kundaje: Learning Important Features Through 
Propagating Activation Differences. ICML 2017: 
3145-3153

D. Bahdanau, K. Cho, and Y. Bengio. Neural machine 
translation by jointly learning to align and translate. 
International Conference on Learning Representations, 2015

Edward Choi, Mohammad Taha Bahadori, Jimeng Sun, Joshua 
Kulas, Andy Schuetz, Walter F. Stewart: RETAIN: An 
Interpretable Predictive Model for Healthcare using Reverse 
Time Attention Mechanism. NIPS 2016: 3504-3512

Chaofan Chen, Oscar Li, Alina Barnett, Jonathan Su, Cynthia 
Rudin: This looks like that: deep learning for interpretable 
image recognition. CoRR abs/1806.10574 (2018)

Overview of Explanation in Machine Learning (2)
● Focus: Artificial Neural Network

Been Kim, Oluwasanmi Koyejo, Rajiv Khanna:Examples are not enough, 
learn to criticize! Criticism for Interpretability. NIPS 2016: 2280-2288



Uncertainty Map

Saliency Map / Features Attribution-based

Alex Kendall, Yarin Gal: What Uncertainties Do We Need in Bayesian 
Deep Learning for Computer Vision? NIPS 2017: 5580-5590

Julius Adebayo, Justin Gilmer, Michael Muelly, Ian J. Goodfellow, Moritz Hardt, Been Kim: Sanity Checks for Saliency Maps. NeurIPS 2018: 9525-9536

Visual Explanation
Lisa Anne Hendricks, Zeynep Akata, Marcus Rohrbach, Jeff Donahue, Bernt Schiele, 
Trevor Darrell: Generating Visual Explanations. ECCV (4) 2016: 3-19

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, 
Antonio Torralba: Network Dissection: 
Quantifying Interpretability of Deep Visual 
Representations. CVPR 2017: 3319-3327

Interpretable Units

Overview of Explanation in Machine Learning (3)
● Focus: Artificial Neural Network



Explaining Uncertainty - Beyond Interpretation of Prediction
Javier Antoran, Umang Bhatt, Tameem Adel, Adrian Weller, José Miguel Hernández-Lobato: Getting a clue: a method for explaining uncertainty estimates. ICLR 2021

Overview of Explanation in Machine Learning (4)
● Focus: Artificial Neural Network



Overview of Explanation in Machine Learning (5)
● Towards more semantic interpretation

Chih-Kuan Yeh, Been Kim, Sercan Ömer Arik, Chun-Liang Li, Tomas 
Pfister, Pradeep Ravikumar:On Completeness-aware Concept-

Based Explanations in Deep Neural Networks. NeurIPS 2020

ConceptSHAP

Amirata Ghorbani, James Wexler, James Y. Zou, Been 
Kim:Towards Automatic Concept-based Explanations. NeurIPS

2019: 9273-9282
ACE

Circuits in CNNs
https://distill.pub/2020/circuits/zoom-in/

Compositional Explanations
Jesse Mu, Jacob Andreas:Compositional Explanations of Neurons. NeurIPS 2020



XAI Applications and Lessons Learnt
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Part III



Challenge: Object detection is usually performed from a
large portfolio of Artificial Neural Networks (ANNs)
architectures trained on large amount of labelled data.
Explaining object detections is rather difficult due to the
high complexity of the most accurate ANNs.

AI Technology: Integration of AI related technologies
i.e., Machine Learning (Deep Learning / CNNs), and
knowledge graphs / linked open data.

XAI Technology: Knowledge graphs and Artificial
Neural Networks

Explainable Boosted Object Detection – Industry Agnostic



Context 

● Explanation in Machine Learning systems has been identified to be 
the one asset to have for large scale deployment of Artificial 
Intelligence (AI) in critical systems

● Explanations could be example-based (who is similar), features-
based (what is driving decision), or even counterfactual (what-if 
scenario) to potentially action on an AI system; they could be 
represented in many different ways e.g., textual, graphical, visual 

Goal

● All representations serve different means, purpose and operators. We 
designed the first-of-its-kind XAI platform for critical systems i.e., the 
Thales Explainable AI Platform which aims at serving explanations 
through various forms 

Approach: Model-Agnostic

● [AI:ML] Grad-Cam, Shapley, Counter-factual, Knowledge graph

Thales XAI 
Platform

–
Industry 
Agnostic

Video: https://drive.google.com/file/d/1zoKidieGH5zaahOn8ekXXBo74BEeZvc-/view

https://drive.google.com/file/d/1zoKidieGH5zaahOn8ekXXBo74BEeZvc-/view


Challenge: Designing Artificial Neural Network
architectures requires lots of experimentation
(i.e., training phases) and parameters tuning
(optimization strategy, learning rate, number of
layers…) to reach optimal and robust machine
learning models.

AI Technology: Artificial Neural Network

XAI Technology: Artificial Neural Network, 3D
Modeling and Simulation Platform For AI

Debugging Artificial Neural Networks – Industry Agnostic

Zetane.com

Video: https://drive.google.com/file/d/1ZTwndNzC9bN9ouP9cjjuXcyzZ3OYIcgU/view

https://drive.google.com/file/d/1ZTwndNzC9bN9ouP9cjjuXcyzZ3OYIcgU/view


Challenge: Public transportation is getting more and more
self-driving vehicles. Even if trains are getting more and more
autonomous, the human stays in the loop for critical decision,
for instance in case of obstacles. In case of obstacles trains
are required to provide recommendation of action i.e., go on
or go back to station. In such a case the human is required to
validate the recommendation through an explanation exposed
by the train or machine.

AI Technology: Integration of AI related technologies i.e.,
Machine Learning (Deep Learning / CNNs), and semantic
segmentation.

XAI Technology: Deep learning and Epistemic uncertainty

Obstacle Identification Certification (Trust) – Transportation 



Challenge: Predicting and explaining
aircraft engine performance

AI Technology: Artificial Neural Networks

XAI Technology: Shapely Values

Explaining Flight Performance – Transportation 



Challenge: Globally 323,454 flights are delayed every year.
Airline-caused delays totaled 20.2 million minutes last year,
generating huge cost for the company. Existing in-house
technique reaches 53% accuracy for predicting flight delay,
does not provide any time estimation (in minutes as opposed
to True/False) and is unable to capture the underlying
reasons (explanation).

AI Technology: Integration of AI related technologies i.e.,
Machine Learning (Deep Learning / Recurrent neural
Network), Reasoning (through semantics-augmented case-
based reasoning) and Natural Language Processing for
building a robust model which can (1) predict flight delays in
minutes, (2) explain delays by comparing with historical
cases.

XAI Technology: Knowledge graph embedded Sequence
Learning using LSTMsJiaoyan Chen, Freddy Lécué, Jeff Z. Pan, Ian Horrocks, Huajun Chen: Knowledge-Based Transfer 

Learning Explanation. KR 2018: 349-358

Nicholas McCarthy, Mohammad Karzand, Freddy Lecue: Amsterdam to Dublin Eventually Delayed? 
LSTM and Transfer Learning for Predicting Delays of Low Cost Airlines: AAAI 2019

Explainable On-Time Performance – Transportation 



Challenge: Accenture is managing every year more than
80,000 opportunities and 35,000 contracts with an expected
revenue of $34.1 billion. Revenue expectation does not
meet estimation due to the complexity and risks of critical
contracts. This is, in part, due to the (1) large volume of
projects to assess and control, and (2) the existing non-
systematic assessment process.

AI Technology: Integration of AI technologies i.e., Machine
Learning, Reasoning, Natural Language Processing for
building a robust model which can (1) predict revenue loss,
(2) recommend corrective actions, and (3) explain why such
actions might have a positive impact.

XAI Technology: Knowledge graph embedded Random
Forrest

Jiewen Wu, Freddy Lécué, Christophe Guéret, Jer Hayes, Sara van de Moosdijk, Gemma 
Gallagher, Peter McCanney, Eugene Eichelberger: Personalizing Actions in Context for Risk 
Management Using Semantic Web Technologies. International Semantic Web Conference (2) 
2017: 367-383

Explainable Risk Management – Finance 

Alvaro H. C. Correia, Freddy Lécué: Human-in-the-Loop Feature Selection. AAAI 2019: 2438-2445



Challenge: Predicting and explaining abnormally employee expenses (as high accommodation price in 1000+ cities).

AI Technology: Various techniques have been matured over the last two decades to achieve excellent results. However most methods address the problem
from a statistic and pure data-centric angle, which in turn limit any interpretation. We elaborated a web application running live with real data from (i) travel and
expenses from Accenture, (ii) external data from third party such as Google Knowledge Graph, DBPedia (relational DataBase version of Wikipedia) and social
events from Eventful, for explaining abnormalities.

XAI Technology: Knowledge graph embedded Ensemble Learning

Freddy Lécué, Jiewen Wu: Explaining and predicting abnormal 
expenses at large scale using knowledge graph based 
reasoning. J. Web Sem. 44: 89-103 (2017)

Explainable Anomaly Detection – Finance (Compliance)

.   Video: https://www.dropbox.com/s/sst232gu0yeqy21/IUI-2017-Final.mp4?dl=0

https://www.dropbox.com/s/sst232gu0yeqy21/IUI-2017-Final.mp4?dl=0


Rory Mc Grath, Luca Costabello, Chan Le Van, Paul Sweeney, Farbod Kamiab, Zhao Shen, Freddy Lécué: Interpretable Credit Application Predictions With 
Counterfactual Explanations. FEAP-AI4fin workshop, NeurIPS, 2018.

Counterfactual Explanations for Credit Decisions – Finance 



Challenge: Explaining medical condition relapse in the
context of oncology.

AI Technology: Relational learning

XAI Technology: Knowledge graphs and Artificial
Neural Networks

Explanation of Medical Condition Relapse – Health 

Knowledge graph 
parts explaining 

medical condition 
relapse



XAI Tools, Coding Practices, 

Conclusion, and Research Challenges
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Part IV



60http://t.ly/c3yz

XAI LIME on Image – Local Input Exploration

Marco Túlio Ribeiro, Sameer Singh, Carlos 
Guestrin:"Why Should I Trust You?": Explaining the 
Predictions of Any Classifier. KDD 2016: 1135-1144



61http://t.ly/QqxZ

XAI LUCID on Image – Neurons Exploration

https://github.com/tensorflow/lucid/
https://distill.pub/2020/circuits/zoom-in/
https://microscope.openai.com/models

https://distill.pub/2020/circuits/zoom-in/
https://distill.pub/2020/circuits/zoom-in/
https://microscope.openai.com/models
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http://t.ly/x4IF

XAI GAN Dissection on Image – Network Dissection

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, 
Antonio Torralba: Network Dissection: 
Quantifying Interpretability of Deep Visual 
Representations. CVPR 2017: 3319-3327
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http://t.ly/EvYG

XAI Example-based on Image | Text | EGC – ExMatchina (NeurIPS 2020)

ECG

http://t.ly/Jw6L
Image

Text
http://t.ly/PNE3

Jeya Vikranth Jeyakumar, Joseph Noor, Yu-Hsi Cheng, Luis Garcia, Mani B. Srivastava:How Can I Explain This to You? An Empirical Study of Deep Neural Network Explanation Methods. NeurIPS 2020



XAI Integrated Gradient on Graph - Facebook Captum

Narine Kokhlikyan, Vivek Miglani, Miguel Martin, Edward Wang, Bilal Alsallakh,
Jonathan Reynolds, Alexander Melnikov, Natalia Kliushkina, Carlos Araya, Siqi
Yan, Orion Reblitz-Richardson:Captum: A unified and generic model
interpretability library for PyTorch. CoRR abs/2009.07896 (2020)

https://medium.com/pytorch/introduction-to-captum-a-model-interpretability-
library-for-pytorch-d236592d8afa

https://captum.ai/

http://t.ly/qMzm
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Explanation Comparison

Jeya Vikranth Jeyakumar, Joseph Noor, Yu-Hsi Cheng, Luis Garcia, Mani B. 
Srivastava: How Can I Explain This to You? An Empirical Study of Deep Neural 

Network Explanation Methods. NeurIPS 2020

https://github.com/nesl/Explainability-Study

http://t.ly/5nab
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More 
on XAI



Tutorial:
● AAAI 2021 Explainable AI for Societal Event Predictions: Foundations, Methods, and Applications (#1) https://yue-ning.github.io/aaai-21-tutorial.html

● AAAI 2021 eXplainable Recommender Systems (#1) http://www.inf.unibz.it/~rconfalonieri/aaai21/

● AAAI 2021 / NeurIPS 2020 Explaining Machine Learning Predictions: State-of-the-art, Challenges, and Opportunities (#2) - http://explainml-tutorial.github.io/ + video: https://www.youtube.com/watch?v=EbpU4p_0hes

● AAAI 2021 From Explainability to Model Quality and Back Again (#1)

● AAAI 2021 Tutorial On Explainable AI: From Theory to Motivation, Industrial Applications and Coding Practices (#3) - https://xaitutorial2019.github.io/ https://xaitutorial2020.github.io/

● IJCAI 2020 Tutorial on Logic-Enabled Verification and Explanation of ML Models (#1) - https://alexeyignatiev.github.io/ijcai20-tutorial/index.html

● ICIP 2018 / EMBC 2019 Interpretable Deep Learning: Towards Understanding & Explaining Deep Neural Networks (#2) - http://interpretable-ml.org/icip2018tutorial/ - http://interpretable-ml.org/embc2019tutorial/

● ICCV 2019 Tutorial on Interpretable Machine Learning for Computer Vision (#2) - https://interpretablevision.github.io/

● KDD 2019 Tutorial on Explainable AI in Industry (#1) - https://sites.google.com/view/kdd19-explainable-ai-tutorial

Workshop:
● BlackboxNLP 2020: Analyzing and interpreting neural networks for NLP (#3): https://blackboxnlp.github.io/

● IEEE VIS Workshop on Visualization for AI Explainability 2020 (#3) - https://visxai.io/

● ISWC 2020 Workshop on Semantic Explainability (#2) - http://www.semantic-explainability.com/

● IJCAI 2020 Workshop on Explainable Artificial Intelligence (#4) - https://sites.google.com/view/xai2020/home 55 paper submitted in 2019

● AAAI 2021 Workshop on Explainable Artificial Intelligence  (#5 – follow-up of IJCAI serie)- https://sites.google.com/view/xaiworkshop/

● IJCAI 2019 Workshop on Optimisation and Explanation in AI (#1) - https://www.doc.ic.ac.uk/~kc2813/OXAI/

● SIGIR 2020 Workshop on Explainable Recommendation and Search (#3) https://ears2020.github.io

● ICAPS 2020 Workshop on Explainable Planning (#3)- https://kcl-planning.github.io/XAIP-Workshops/ICAPS_2019 23 papers submitted in 2019 https://icaps20subpages.icaps-conference.org/workshops/xaip/

● KDD 2019 Workshop on Explainable AI for fairness, accountability, and transparency (#1) – https://xai.kdd2019.a.intuit.com

● ICCV 2019 Workshop on Interpreting and Explaining Visual Artificial Intelligence Models (#1) - http://xai.unist.ac.kr/workshop/2019/

● NeurIPS 2019 Workshop on Challenges and Opportunities for AI in Financial Services: the Impact of Fairness, Explainability, Accuracy, and Privacy - https://sites.google.com/view/feap-ai4fin-2018/

● CD-MAKE 2021 – Workshop on Explainable AI (#4) - https://cd-make.net/make-explainable-ai/

● AAAI 2019 / CVPR 2019 Workshop on Network Interpretability for Deep Learning (#1 and #2) - http://networkinterpretability.org/ - https://explainai.net/

● IEEE FUZZ 2019 / Advances on eXplainable Artificial Intelligence (#2) - https://sites.google.com/view/xai-fuzzieee2019 

● International Conference on NL Generation - Interactive Natural Language Technology for Explainable Artificial Intelligence (EU H2020 NL4XAI; #1) - https://sites.google.com/view/nl4xai2019/

Conference
● 2021 ACM Conference on Fairness, Accountability, and Transparency (ACM FAccT) (#4) https://facctconference.org/

Challenge:

● 2018: FICO Explainable Machine Learning Challenge (#1) - https://community.fico.com/s/explainable-machine-learning-challenge

Some Tutorials, Workshops, Challenges

https://yue-ning.github.io/aaai-21-tutorial.html
http://www.inf.unibz.it/~rconfalonieri/aaai21/
http://explainml-tutorial.github.io/
https://www.youtube.com/watch?v=EbpU4p_0hes
https://xaitutorial2019.github.io/
https://xaitutorial2020.github.io/IJCAI
http://interpretable-ml.org/icip2018tutorial/
http://interpretable-ml.org/embc2019tutorial/
https://interpretablevision.github.io/
https://sites.google.com/view/kdd19-explainable-ai-tutorial
https://blackboxnlp.github.io/
https://visxai.io/
http://www.semantic-explainability.com/
https://sites.google.com/view/xai2020/home
https://sites.google.com/view/xaiworkshop/
https://www.doc.ic.ac.uk/~kc2813/OXAI/
https://ears2020.github.io/
https://kcl-planning.github.io/XAIP-Workshops/ICAPS_2019
https://icaps20subpages.icaps-conference.org/workshops/xaip/
https://xai.kdd2019.a.intuit.com/
http://xai.unist.ac.kr/workshop/2019/
https://sites.google.com/view/feap-ai4fin-2018/
https://cd-make.net/make-explainable-ai/
http://networkinterpretability.org/
https://explainai.net/
https://sites.google.com/view/xai-fuzzieee2019
https://sites.google.com/view/nl4xai2019/
https://facctconference.org/
https://community.fico.com/s/explainable-machine-learning-challenge


● Facebook Fairseq: https://github.com/pytorch/fairseq (to capture attention weights per input token… and much more)

● Saliency-based XAI: https://github.com/chihkuanyeh/saliency_evaluation + https://github.com/pair-code/saliency/blob/master/Examples.ipynb (Vanilla Gradients, Guided Backpropogation, Integrated Gradients, 
Occlusion)

● XAI Empirical studies: https://paperswithcode.com/paper/how-can-i-explain-this-to-you-an-empirical

● Facebook Captum - https://github.com/pytorch/captum

● IBM-MIT shared-interest https://github.com/aboggust/shared-interest

● Google-CMU Post-training Concept-based Explanation: https://github.com/chihkuanyeh/concept_exp

● Google-Stanford Automatic Concept-based Explanations: https://github.com/amiratag/ACE

● Google Testing with Concept Activation Vectors https://github.com/tensorflow/tcav

● DeepExplain: perturbation and gradient-based attribution methods for Deep Neural Networks interpretability. github.com/marcoancona/DeepExplain

● iNNvestigate: A toolbox to iNNvestigate neural networks' predictions. github.com/albermax/innvestigate

● SHAP: SHapley Additive exPlanations. github.com/slundberg/shap

● Microsoft Explainable Boosting Machines. https://github.com/Microsoft/interpret

● GANDissect: Pytorch-based tools for visualizing and understanding the neurons of a GAN. https://github.com/CSAILVision/GANDissect

● ELI5: A library for debugging/inspecting machine learning classifiers and explaining their predictions. github.com/TeamHG-Memex/eli5

● Skater: Python Library for Model Interpretation/Explanations. github.com/datascienceinc/Skater

● Yellowbrick: Visual analysis and diagnostic tools to facilitate machine learning model selection. github.com/DistrictDataLabs/yellowbrick

● Lucid: A collection of infrastructure and tools for research in neural network interpretability. github.com/tensorflow/lucid

● LIME: Agnostic Model Explainer. https://github.com/marcotcr/lime

● Sklearn_explain: model individual score explanation for an already trained scikit-learn model. https://github.com/antoinecarme/sklearn_explain

● Heatmapping: Prediction decomposition in terms of contributions of individual input variables

● Deep Learning Investigator: Investigation of Saliency, Deconvnet, GuidedBackprop and more. https://github.com/albermax/innvestigate

● Google PAIR What-if: Model comparison, counterfactual, individual similarity. https://pair-code.github.io/what-if-tool/

● Google tf-explain: https://tf-explain.readthedocs.io/en/latest/

● IBM AI Fairness: Set of fairness metrics for datasets and ML models, explanations for these metrics. https://github.com/IBM/aif360

● Blackbox auditing: Auditing Black-box Models for Indirect Influence. https://github.com/algofairness/BlackBoxAuditing

● Model describer: Basic statiscal metrics for explanation (visualisation for error, sensitivity). https://github.com/DataScienceSquad/model-describer

● AXA Interpretability and Robustness: https://axa-rev-research.github.io/ (more on research resources – not much about tools)

(Some) Software Resources 

https://github.com/pytorch/fairseq
https://github.com/chihkuanyeh/saliency_evaluation
https://github.com/pair-code/saliency/blob/master/Examples.ipynb
https://paperswithcode.com/paper/how-can-i-explain-this-to-you-an-empirical
https://github.com/pytorch/captum
https://github.com/aboggust/shared-interest
https://github.com/chihkuanyeh/concept_exp
https://github.com/amiratag/ACE
https://github.com/tensorflow/tcav
http://github.com/marcoancona/DeepExplain
https://github.com/albermax/innvestigate
https://github.com/slundberg/shap
https://github.com/Microsoft/interpret.
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https://github.com/marcotcr/lime
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https://github.com/IBM/aif360
https://github.com/algofairness/BlackBoxAuditing
https://github.com/DataScienceSquad/model-describer
https://axa-rev-research.github.io/


Challenge 
Problem

Areas

Evaluation 
Framework

Evaluator

TA 2: 
Psychological 
Model of 
Explanation

TA 1:
Explainable 
Learners

Autonomy
ArduPilot & 

SITL Simulation

Data Analytics
Multimedia Data

Explanation 
Measures
• User Satisfaction
• Mental Model
• Task Performance
• Trust Assessment
• Correctability

Le
ar

ni
ng

 
Pe

rfo
rm

an
ce

Explanation 
Effectiveness

• Psych. Theory 
of Explanation

• Computationa
l Model

• Consulting

Teams that provide 
prototype systems 
with both 
components:

• Explainable 
Model

• Explanation 
Interface

Deep
Learning
Teams

Interpretable
Model
Teams

Model
Induction
Teams

▌ TA1: Explainable Learners
Explainable learning systems that include both an explainable model and an explanation interface

▌ TA2: Psychological Model of Explanation

Psychological theories of explanation and develop a computational model of explanation from those theories 

(Some) Initiatives: XAI in USA



● DEEL (Dependable Explainable Learning) Project 2019-2024

○ Research institutions

○ Industrial partners

○ Academic partners

■ Science and technology to develop new methods towards Trustable and 
Explainable AI

System Robustness
- To biased data
- Of algorithm
- To change
- To attacks

Certificability
- Structural warranties
- Risk auto evaluation
- External audit

Explicability & 
Interpretability

Privacy by design
- Differential privacy
- Homomorphic coding
- Collaborative learning
- To attacks

(Some) Initiatives: XAI in Canada



(Some) Initiatives: XAI in EU



Conclusion
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● To empower individual against undesired effects of automated decision making 
● To reveal and protect new vulnerabilities
● To implement the “right of explanation”
● To improve industrial standards for developing AI-powered products, increasing 

the trust of companies and consumers
● To help people make better decisions
● To align algorithms with human values 
● To preserve (and expand) human autonomy
● To scale and industrialize AI

Why do we need XAI by the way?



● Explainable AI is motivated by real-world applications in AI – Needs of Actionable XAI

● Not a new problem – a reformulation of past research challenges in AI

● Multi-disciplinary: multiple AI fields, HCI, social sciences (multiple definitions)

● In AI (in general): many interesting / complementary approaches

● Many industrial applications already – crucial for AI adoption in critical systems

● Need “Explainability by Design” when building AI products

Conclusion



● There is no agreement on what an explanation is
● There is not a formalism for explanations
● There is no work that seriously addresses the problem of 

quantifying the grade of comprehensibility of an explanation for 
humans

● Is it possible to join local explanations to build a globally
interpretable model?

● What happens when black box make decision in presence of latent 
features?

● What if there is a cost for querying a black box?
● How to balance between explanations & model secrecy?

Open Research Questions



● Creating awareness! Success stories!
● Foster multi-disciplinary collaborations in XAI research.
● Help shaping industry standards, legislation.
● More work on transparent design. 
● Investigate symbolic and sub-symbolic reasoning.
● XAI as a methodology for debugging ML systems

● Evaluation:

○ We need benchmark - Shall we start a task force?

○ We need an XAI challenge - Anyone interested?

○ Rigorous, agreed upon, human-based evaluation protocols

Future Challenges



Thanks! Questions?
● Feedback most welcome :-)

○ freddy.lecue@inria.fr (@freddylecue)

● Slides: https://tinyurl.com/xai-ODSC21

● Extended version (youtube link): https://www.youtube.com/watch?v=uFF1Ul1oM88

● To try Thales XAI Platform , please send an email to freddy.lecue@thalesgroup.com
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mailto:freddy.lecue@inria.fr
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