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Explanation in AI
Explanation in AI aims to create a suite of techniques that produce more explainable models, 
while maintaining a high level of searching, learning, planning, reasoning performance: 
optimization, accuracy, precision; and enable human users to understand, appropriately trust, 
and effectively manage the emerging generation of AI systems .
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Outline
• Explana'on in Ar'ficial Intelligence

• MoJvaJon
• DefiniJons
• EvaluaJon (with role of the human in XAI systems)
• The Role of Humans
• ExplanaJons in Different AI fields

• On the Role of Knowledge Graph in Explainable Machine Learning

• XAI Industrial Applica'ons using Knowledge Graphs on Machine Learning

• Conclusion + Q&A
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Business to Customer



Critical Systems







Markets We Serve (Critical Systems)

Trusted Partner For A Safer World

Space Defence SecurityAerospace Ground Transportation



But not Only 
Critical Systems



COMPAS recidivism black bias 



community.fico.com/s/explainable-machine-learning-challenge

https://www.ft.com/content/e07cee0c-3949-11e7-821a-6027b8a20f23

▌Finance:
Credit scoring, loan approval
Insurance quotes

Motivation (2)



Rich Caruana, Yin Lou, Johannes Gehrke, Paul Koch, Marc Sturm, Noemie Elhadad: Intelligible Models 
for HealthCare: PredicZng Pneumonia Risk and Hospital 30-day Readmission. KDD 2015: 1721-1730

Patricia Hannon ,h\ps://med.stanford.edu/news/all-news/2018/03/researchers-say-use-of-ai-in-medicine-
raises-ethical-quesZons.html

▌Healthcare
Applying ML methods in medical care 
is problematic.
AI as 3rd-party actor in physician-
patient relationship
Responsibility, confidentiality?
Learning must be done with available 
data.

Cannot randomize cares given to 
patients!

Must validate models before use.

Motivation (3)



XAI in a 
Nutshell



Source: https://www.cc.gatech.edu/~alanwags/DLAI2016/(Gunning)%20IJCAI-16%20DLAI%20WS.pdf

This is an 
obstacle on 

rail train 

Obstacle on 
rail train

• Obstruction
covering full 
width

XAI in a Nutshell

https://www.cc.gatech.edu/~alanwags/DLAI2016/(Gunning)%2520IJCAI-16%2520DLAI%2520WS.pdf


- Humans may have follow-up quesMons
- ExplanaMons cannot answer all users’ concerns

Weld, D., and Gagan Bansal. "The challenge of crafting
intelligible intelligence." Communications of ACM (2018).

An Example of an end-to-end XAI System



How to Explain? Accuracy vs. Explanability

Neural Net

CNNGAN

RNN
Ensemble

Method

Random
Forest

XGB

Statistical
Model

AOG
SVM

Graphical Model

Bayesian 
Belief Net

SLR

CRF HBN
MLN

Markov 
Model

Decision 
Tree

Linear 
Model

Non-Linear 
funcZons

Polynomial 
funcZons

Quasi-Linear 
functions

InterpretabilityLearning

• Challenges:
• Supervised 
• Unsupervised learning

• Approach:
• Representation Learning
• Stochastic selection

• Output:

• Correlation
• No causation



XAI Objec@ve
Suppor&ng 

Industrializa&on of AI 
at Scale



Explainability by Design for AI Products

KDD 2019 Tutorial on Explainable AI in Industry - 5https://sites.google.com/view/kdd19-explainable-ai-tutorial



XAI Definitions
Explanation vs. 
Interpretability



Oxford Dictionary of  English



On Role of Data
In XAI



Interpretable Data for Interpretable Models

TextTabular

Images



What about the
Evaluation?



Perturbation-based Evaluation for Feature Attribution-based Approaches

KDD 2019 Tutorial on Explainable AI in Industry - 5https://sites.google.com/view/kdd19-explainable-ai-tutorial



Human (Role)-based Evaluation is Essential… 
but too often based on size!
Evaluation criteria for Explanations [Miller, 2017]

• Truth & probability
• Usefulness, relevance
• Coherence with prior belief
• Generalization

Cognitive chunks = basic explanation units (for different explanation needs)
• Which basic units for explanations?
• How many?
• How to compose them?
• Uncertainty & end users?

27 January 2019 AAAI 2019, Tutorial on Explainable AI https://xaitutorial2019.gith
ub.io/

[Doshi-Velez and Kim 2017, Poursabzi-Sangdeh 18]



XAI: One Objective, Many Metrics

Comprehensibility

How much effort 
for correct human 

interpretation?

Succinctness

How concise and 
compact is the 
explanation? 

Actionability

What can one 
action, do with the 

explanation?

Reusability

Could the 
explana9on be  
personalized? 

Accuracy

How accurate and 
precise is the 
explana9on?

Completeness

Is the explanation 
complete, partial, 

restricted? 

Source: Accenture Point of View. Understanding Machines: Explainable AI. Freddy Lecue, Dadong Wan
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XAI: One Objec,ve, Many ‘AI’s, Many Defini,ons, Many Approaches



How to summarize the 
reasons (moMvaMon, 

jusMficaMon, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 
Theory

MAS

Robotics

Artificial 
Intelligence

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which features are responsible of 
classification?
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Saliency Map

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversational flow?

Uncertainty Map

XAI: One Objec,ve, Many ‘AI’s, Many Defini,ons, Many Approaches
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responsible of a plan?

Which features are responsible of 
classification?

Computer
Vision

Search

KRR

NLP
Game 
Theory

MAS

RoboBcs

UAI

Surrogate 
Model

Dependency
Plot

Feature
Importance

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Artificial 
Intelligence

Machine 
Learning

Strategy 
SummarizaZon

Which complex features are 
responsible of classification?

Saliency Map

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversational flow?

Plan Refinement

Planning

Uncertainty Map

XAI: One Objec,ve, Many ‘AI’s, Many Defini,ons, Many Approaches



Which features are responsible of 
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Uncertainty as an 
alternaMve to 
explanaMon

Which complex features are 
responsible of classificaMon?

Which actions are 
responsible of a plan?

Which entity is responsible for 
classification?

Which combination of 
features is optimal?

Which constraints can be relaxed?

Which features are responsible of 
classification?

Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 
Theory

MAS

Surrogate 
Model

Dependency
Plot

Feature
Importance

Shapely 
Values

Uncertainty Map

Saliency Map

Conflicts 
Resolution

Abduction

Diagnosis

Plan Refinement

Strategy 
SummarizaZon

Machine Learning based

Narrative-based

Robotics

• Which axiom is responsible of  
inference (e.g., classification)?

• Abduction/Diagnostic: Find the right
root causes (abduction)?

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Artificial 
Intelligence

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversaMonal flow?

Which decisions, combinaMon of 
mulMmodal decisions  lead to an  acMon?

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches
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• Machine Learning (except Artificial Neural Network)
Interpretable Models: 
• Linear regression, 
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• Decision Tree, 
• GLMs, 
• GAMs
• KNNs

Overview of explanation in different AI fields (1)
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Overview of explana,on in different AI fields (1)

Naive Bayes model
Igor Kononenko. Machine learning for medical diagnosis: 
history, state of the art and perspective. Artificial Intelligence 
in Medicine, 23:89–109, 2001.

Counterfactual
What-if

Brent D. Mittelstadt, Chris 
Russell, Sandra Wachter: 
Explaining Explanations in AI. 
FAT 2019: 279-288

Rory Mc Grath, Luca Costabello, 
Chan Le Van, Paul Sweeney, 
Farbod Kamiab, Zhao Shen, 
Freddy Lécué: Interpretable Credit 
Application Predictions With 
Counterfactual Explanations. 
CoRR abs/1811.05245 (2018)



• Machine Learning (except Artificial Neural Network)

Feature Importance
Partial Dependence Plot
Individual Conditional Expectation
Sensitivity Analysis
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Farbod Kamiab, Zhao Shen, 
Freddy Lécué: Interpretable Credit 
ApplicaZon PredicZons With 
Counterfactual ExplanaZons. 
CoRR abs/1811.05245 (2018)



• Machine Learning (only Artificial Neural Network)

Overview of explanation in different AI fields (2)

Attribution for Deep
Network (Integrated gradient-based)

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 
AxiomaZc a\ribuZon for deep networks. In ICML, pp. 
3319–3328, 2017.

AvanZ Shrikumar, Peyton Greenside, Anshul Kundaje: 
Learning Important Features Through PropagaZng 
AcZvaZon Differences. ICML 2017: 3145-3153



• Machine Learning (only Artificial Neural Network)

Auto-encoder
Oscar Li, Hao Liu, Chaofan Chen, Cynthia Rudin: Deep 
Learning for Case-Based Reasoning Through Prototypes: A 
Neural Network That Explains Its Predictions. AAAI 2018: 
3530-3537
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Mukund Sundararajan, Ankur Taly, and Qiqi Yan. 
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Attention Mechanism

Avanti Shrikumar, Peyton Greenside, Anshul Kundaje: 
Learning Important Features Through Propagating 
Activation Differences. ICML 2017: 3145-3153

D. Bahdanau, K. Cho, and Y. Bengio. Neural machine 
translation by jointly learning to align and translate. 
International Conference on Learning Representations, 2015

Edward Choi, Mohammad Taha Bahadori, Jimeng Sun, Joshua Kulas, 
Andy Schuetz, Walter F. Stewart: RETAIN: An Interpretable Predictive 
Model for Healthcare using Reverse Time Attention Mechanism. NIPS 
2016: 3504-3512



Overview of explanation in different AI fields (3)

• Computer Vision

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, Antonio Torralba: 
Network Dissection: Quantifying Interpretability of Deep Visual 
Representations. CVPR 2017: 3319-3327

Interpretable Units



Uncertainty Map
Alex Kendall, Yarin Gal: What Uncertainties Do We Need in Bayesian Deep Learning for 
Computer Vision? NIPS 2017: 5580-5590
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Uncertainty Map
Alex Kendall, Yarin Gal: What UncertainZes Do We Need in Bayesian Deep Learning for 
Computer Vision? NIPS 2017: 5580-5590

Visual Explanation
Lisa Anne Hendricks, Zeynep Akata, Marcus Rohrbach, Jeff Donahue, Bernt Schiele, 
Trevor Darrell: Generating Visual Explanations. ECCV (4) 2016: 3-19

Overview of explanation in different AI fields (3)

• Computer Vision

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, Antonio Torralba: 
Network Dissection: Quantifying Interpretability of Deep Visual 
Representations. CVPR 2017: 3319-3327

Interpretable Units



Uncertainty Map Saliency Map

Alex Kendall, Yarin Gal: What Uncertainties Do We Need in Bayesian Deep Learning for 
Computer Vision? NIPS 2017: 5580-5590

Julius Adebayo, Justin Gilmer, Michael Muelly, Ian J. Goodfellow, Moritz Hardt, Been Kim: 
Sanity Checks for Saliency Maps. NeurIPS 2018: 9525-9536
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• Game Theory

Shapley Addi@ve Explana@on

Scott M. Lundberg, Su-In Lee: A Unified Approach to Interpreting Model Predictions. NIPS 2017: 4768-
4777

Overview of explanation in different AI fields (4)



• Game Theory

Shapley Additive Explanation

Sco\ M. Lundberg, Su-In Lee: A Unified Approach to InterpreZng Model PredicZons. NIPS 2017: 4768-
4777
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Shapley: Efficient Model Interpretation for Structured Data. ICLR 2019
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~ instancewise feature 
importance (causal 

influence)

Erik Štrumbelj and Igor Kononenko. An efficient 
explanation of individual classifications using 
game theory. Journal of Machine Learning 
Research, 11:1–18, 2010.

Anupam Datta, Shayak Sen, and Yair Zick. 
Algorithmic transparency via quantitative input 
influence: Theory and experiments with 
learning systems. In Security and Privacy (SP), 
2016 IEEE Symposium on, pp. 598–617. IEEE, 
2016.



• Search and Constraint SaMsfacMon

Conflicts resolution
Barry O'Sullivan, Alexandre Papadopoulos, Boi Faltings, Pearl Pu: Representative Explanations for 
Over-Constrained Problems. AAAI 2007: 323-328

Overview of explanation in different AI fields (5)

Robustness Computation

Hebrard, E., Hnich, B., & Walsh, T. (2004, July). Robust soluZons for constraint saZsfacZon and 
opZmizaZon. In ECAI (Vol. 16, p. 186).

If A+1 then NEW Conflicts 
on X and Y 

A



• Search and Constraint Satisfaction

Conflicts resolution
Barry O'Sullivan, Alexandre Papadopoulos, Boi FalZngs, Pearl Pu: RepresentaZve ExplanaZons for 
Over-Constrained Problems. AAAI 2007: 323-328

Constraints relaxation
Ulrich Junker: QUICKXPLAIN: Preferred Explanations and 
Relaxations for Over-Constrained Problems. AAAI 2004: 
167-172

Overview of explanation in different AI fields (5)

Robustness Computation

Hebrard, E., Hnich, B., & Walsh, T. (2004, July). Robust solutions for constraint satisfaction and 
optimization. In ECAI (Vol. 16, p. 186).
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on X and Y 
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• Knowledge RepresentaMon and Reasoning

Explaining Reasoning (through Justification) e.g., Subsumption

Deborah L. McGuinness, Alexander Borgida: Explaining Subsumption in Description Logics. IJCAI (1) 
1995: 816-821

Overview of explanation in different AI fields (6)
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2012
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• Multi-agent Systems

Explanation of Agent Conflicts & Harmful
Interactions

KaZa P. Sycara, Massimo Paolucci, MarZn Van Velsen, Joseph A. 
Giampapa: The RETSINA MAS Infrastructure. Autonomous Agents 
and MulZ-Agent Systems 7(1-2): 29-48 (2003)
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Katia P. Sycara, Massimo Paolucci, Martin Van Velsen, Joseph A. 
Giampapa: The RETSINA MAS Infrastructure. Autonomous Agents 
and Multi-Agent Systems 7(1-2): 29-48 (2003)
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• Multi-agent Systems
Agent Strategy Summarization

Ofra Amir, Finale Doshi-Velez, David Sarne: Agent Strategy SummarizaZon. AAMAS 2018: 1203-1207

Explanation of Agent Conflicts & Harmful
Interactions

Katia P. Sycara, Massimo Paolucci, Martin Van Velsen, Joseph A. 
Giampapa: The RETSINA MAS Infrastructure. Autonomous Agents 
and Multi-Agent Systems 7(1-2): 29-48 (2003)

Explainable Agents
Joost Broekens, Maaike Harbers, Koen V. Hindriks, Karel van 
den Bosch, Catholijn M. Jonker, John-Jules Ch. Meyer: Do 
You Get It? User-Evaluated Explainable BDI Agents. MATES 
2010: 28-39

Overview of explanation in different AI fields (7)

W. Lewis Johnson: Agents that Learn to 
Explain Themselves. AAAI 1994: 1257-
1263



• NLP

Explainable NLP
Hui Liu, Qingyu Yin, William Yang Wang: Towards Explainable NLP: A Generative 
Explanation Framework for Text Classification. CoRR abs/1811.00196 (2018)

Fine-grained 
explanations are in the 
form of: 
• texts in a real-world 

dataset;
• Numerical scores

Overview of explanation in different AI fields (8)

Hendrik Strobelt, Sebastian 
Gehrmann, Michael Behrisch, Adam 
Perer, Hanspeter Pfister, Alexander M. 
Rush: Seq2seq-Vis: A Visual Debugging 
Tool for Sequence-to-Sequence 
Models. IEEE Trans. Vis. Comput. 
Graph. 25(1): 353-363 (2019)

Hendrik Strobelt, SebasZan 
Gehrmann, Hanspeter Pfister, 
Alexander M. Rush: LSTMVis: A Tool 
for Visual Analysis of Hidden State 
Dynamics in Recurrent Neural 
Networks. IEEE Trans. Vis. Comput. 
Graph. 24(1): 667-676 (2018)



• NLP

LIME for NLP
Marco Túlio Ribeiro, Sameer Singh, Carlos Guestrin: "Why Should I Trust You?": 
Explaining the Predictions of Any Classifier. KDD 2016: 1135-1144Explainable NLP

Hui Liu, Qingyu Yin, William Yang Wang: Towards Explainable NLP: A GeneraZve 
ExplanaZon Framework for Text ClassificaZon. CoRR abs/1811.00196 (2018)

Fine-grained 
explanations are in the 
form of: 
• texts in a real-world 

dataset;
• Numerical scores
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Gehrmann, Michael Behrisch, Adam 
Perer, Hanspeter Pfister, Alexander M. 
Rush: Seq2seq-Vis: A Visual Debugging 
Tool for Sequence-to-Sequence 
Models. IEEE Trans. Vis. Comput. 
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NLP Debugger
Hendrik Strobelt, Sebastian 
Gehrmann, Hanspeter Pfister, 
Alexander M. Rush: LSTMVis: A Tool 
for Visual Analysis of Hidden State 
Dynamics in Recurrent Neural 
Networks. IEEE Trans. Vis. Comput. 
Graph. 24(1): 667-676 (2018)



• Planning and Scheduling

XAI Plan
Rita Borgo, Michael Cashmore, Daniele Magazzeni: Towards Providing ExplanaZons for AI Planner 
Decisions. CoRR abs/1810.06338 (2018)

Overview of explanation in different AI fields (9)
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• Planning and Scheduling

XAI Plan
Rita Borgo, Michael Cashmore, Daniele Magazzeni: Towards Providing ExplanaZons for AI Planner 
Decisions. CoRR abs/1810.06338 (2018)

Human-in-the-loop Planning
Maria Fox, Derek Long, Daniele Magazzeni: Explainable Planning. CoRR
abs/1709.10256 (2017)

Overview of explanation in different AI fields (9)

Rita Borgo, Michael Cashmore, Daniele Magazzeni: Towards Providing Explanations for AI Planner 
Decisions. CoRR abs/1810.06338 (2018)

(Manual) Plan Comparison



• Robotics

Narration of Autonomous Robot Experience

Stephanie Rosenthal, Sai P Selvaraj, and Manuela Veloso. Verbalization: Narration of autonomous 
robot experience. In IJCAI, pages 862–868. AAAI Press, 2016.

Daniel J Brooks et al. 2010. Towards State Summarization for Autonomous Robots.. In AAAI Fall 
Symposium: Dialog with Robots, Vol. 61. 62.
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• Robotics

Narration of Autonomous Robot Experience

Stephanie Rosenthal, Sai P Selvaraj, and Manuela Veloso. Verbalization: Narration of autonomous 
robot experience. In IJCAI, pages 862–868. AAAI Press, 2016.

From Decision Tree to human-friendly 
information 

Raymond Ka-Man Sheh: "Why Did You Do That?" Explainable Intelligent 
Robots. AAAI Workshops 2017

Daniel J Brooks et al. 2010. Towards State Summarization for Autonomous Robots.. In AAAI Fall 
Symposium: Dialog with Robots, Vol. 61. 62.

Overview of explanation in different AI fields (10)



• Reasoning under uncertainty

Overview of explanation in different AI fields (11)

Probabilistic Graphical Models
Daphne Koller, Nir Friedman: Probabilistic Graphical Models - Principles and Techniques. MIT 
Press 2009, ISBN 978-0-262-01319-2, pp. I-XXXV, 1-1231



On the Role of Knowledge 
Graphs in Explainable AI

A Machine Learning 
PerspecBve

On the Role of Knowledge Graph in Explainable AI - under open review at the Semantic Web Journal -
http://www.semantic-web-journal.net/content/role-knowledge-graphs-explainable-ai

http://www.semantic-web-journal.net/content/role-knowledge-graphs-explainable-ai
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Knowledge Graph (1)
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Knowledge Graph (2)
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Knowledge Graph Construction



https://stats.stackexchange.com/questions/230581/decision
-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (1)

AugmenMng (input) features 
with more semanMcs such as 

knowledge graph embeddings / 
enMMes

https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret


https://stats.stackexchange.com/questions/230581/decision
-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (2)

Augmenting machine learning 
models with more semantics 

such as knowledge graphs 
entities

https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret


Training Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level 
features to 
high-level 
features

Knowledge Graph in Machine Learning (3)

Augmenting (intermediate) 
features with more semantics 

such as knowledge graph 
embeddings / entities



Training Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level 
features to 
high-level 
features

Knowledge Graph in Machine Learning (4)

AugmenMng (input, 
intermediate) features – output 

relaMonship with more 
semanMcs to capture causal 

relaMonship



Knowledge Graph in Machine Learning (5)

Description 1: This is an orange train accident

Description 2: This is an train accident between two speed 
merchant trains of characteristics X43-B and Y33-C in a dry 
environment

DescripHon 3: This is a public transportaHon accident

Augmenting models with 
semantics to support 

personalized explanation



Knowledge Graph in Machine Learning (6)
“How to explain transfer learning with 
appropriate knowledge representation?

Proceedings of the Sixteenth InternaJonal Conference on Principles of 
Knowledge RepresentaJon and Reasoning (KR 2018)

Knowledge-Based Transfer Learning Explanation

Huajun Chen
College of Computer Science, Zhejiang University, China
Alibaba-Zhejian University Frontier Technology Research Center

Jiaoyan Chen
Department of Computer Science
University of Oxford, UK

Freddy Lecue
INRIA, France
Accenture Labs, Ireland

Jeff Z. Pan
Department of Computer Science
University of Aberdeen, UK

Ian Horrocks
Department of Computer Science
University of Oxford, UK

Augmenting input features and 
domains with semantics to 

support interpretable transfer 
learning



On One 
Industrial 

Applica@on in 
Thales



State of the Art 
Machine Learning
Applied to Critical 

Systems



Object (Obstacle) 
Detection Task
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Object (Obstacle) 
Detection Task State-
of-the-art ML Result



Lumbermill - .59
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Detection Task State-
of-the-art ML Result
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State of the Art 
XAI 

Applied to Critical 
Systems
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Object (Obstacle) 
Detection Task 

State-of-the-art XAI
Result



Unfortunately, this is of 
NO use for a human 
behind the system



Let’s stay back

Why this Explanation? 
(meta explanation)



Object (Obstacle) 
Detection Task State-

of-the-art Result

Lumbermill - .59

After Human Reasoning…



Lumbermill - .59

What is missing?



Lumbermill - .59

Boulder - .09

Railway - .11

Context 
matters



XAI Thales
Platform

• Higher accuracy with no intensive fine-tuning
• Human interpretable explanation
• Running on the edge at inference time



• Hardware: High performance, scalable, generic (to different 
FGPA family) & portable CNN dedicated programmable
processor implemented on an FPGA for real-time embedded 
inference

• Software: Knowledge graph extension of object detection

Transitioning

This is an Obstacle: Boulder obstructing the train: 
XG142-R on Rail_Track from City: Cannes to City: 
Marseille at Location: Tunnel VIX due to Landslide



Tunnel - .74

Boulder - .81

Railway - .90

Rail 
Track Boulder

Trainoperating
on

Obstacle

Tunnel

obstructing

Landslide



XAI Thales Approach Freddy Lécué, Jiaoyan Chen, Jeff Z. Pan, 
Huajun Chen: Augmenting Transfer 
Learning with Semantic Reasoning. IJCAI 
2019: 1779-1785

Freddy Lécué, Tanguy Pommellet: Feeding 
Machine Learning with Knowledge Graphs 
for Explainable Object Detection. ISWC 
Satellites 2019: 277-280

Freddy Lécué, Baptiste Abeloos, Jonathan 
Anctil, Manuel Bergeron, Damien Dalla-
Rosa, Simon Corbeil-Letourneau, Florian 
Martet, Tanguy Pommellet, Laura Salvan, 
Simon Veilleux, Maryam Ziaeefard: Thales 
XAI Platform: Adaptable Explanation of 
Machine Learning Systems - A Knowledge 
Graphs Perspective. ISWC Satellites 2019: 
315-316

Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, Ian 
Horrocks, Huajun Chen: Knowledge-Based 
Transfer Learning Explanation. KR 2018: 
349-358



More on XAI



(Some) Tutorials, Workshops, Challenge
Tutorial:

• AAAI 2020 Tutorial On Explainable AI: From Theory to Motivation, Applications and Limitations (#2) - https://xaitutorial2019.github.io/ https://xaitutorial2020.github.io/

• ICIP 2018 / EMBC 2019 Interpretable Deep Learning: Towards Understanding & Explaining Deep Neural Networks (#2) - http://interpretable-ml.org/icip2018tutorial/ - http://interpretable-
ml.org/embc2019tutorial/

• ICCV 2019 Tutorial on Interpretable Machine Learning for Computer Vision (#2) - https://interpretablevision.github.io/

• KDD 2019 Tutorial on Explainable AI in Industry (#1) - https://sites.google.com/view/kdd19-explainable-ai-tutorial

Workshop:

• ISWC 2019 Workshop on Semantic Explainability (#1) - http://www.semantic-explainability.com/

• IJCAI 2019 Workshop on Explainable Artificial Intelligence (#3) - https://sites.google.com/view/xai2019/home 55 paper submitted in 2019

• IJCAI 2019 Workshop on Optimisation and Explanation in AI (#1) - https://www.doc.ic.ac.uk/~kc2813/OXAI/

• SIGIR 2019 Workshop on Explainable Recommendation and Search (#2) https://ears2019.github.io/

• ICAPS 2019 Workshop on Explainable Planning (#2)- https://kcl-planning.github.io/XAIP-Workshops/ICAPS_2019 23 papers submitted in 2019 https://openreview.net/group?id=icaps-
conference.org/ICAPS/2019/Workshop/XAIP

• KDD 2019 Workshop on Explainable AI for fairness, accountability, and transparency (#1) – https://xai.kdd2019.a.intuit.com

• ICCV 2019 Workshop on Interpreting and Explaining Visual Artificial Intelligence Models (#1) - http://xai.unist.ac.kr/workshop/2019/

• NeurIPS 2019 Workshop on Challenges and Opportunities for AI in Financial Services: the Impact of Fairness, Explainability, Accuracy, and Privacy - https://sites.google.com/view/feap-ai4fin-2018/

• CD-MAKE 2019 – Workshop on Explainable AI (#2) - https://cd-make.net/special-sessions/make-explainable-ai/

• AAAI 2019 / CVPR 2019 Workshop on Network Interpretability for Deep Learning (#1 and #2) - http://networkinterpretability.org/ - https://explainai.net/

• IEEE FUZZ 2019 / Advances on eXplainable Artificial Intelligence (#2) - https://sites.google.com/view/xai-fuzzieee2019 

• International Conference on NL Generation - Interactive Natural Language Technology for Explainable Artificial Intelligence (EU H2020 NL4XAI; #1) - https://sites.google.com/view/nl4xai2019/

Challenge:

• 2018: FICO Explainable Machine Learning Challenge (#1) - https://community.fico.com/s/explainable-machine-learning-challenge

https://xaitutorial2019.github.io/
https://xaitutorial2019.github.io/
http://interpretable-ml.org/icip2018tutorial/
http://interpretable-ml.org/embc2019tutorial/
https://interpretablevision.github.io/
https://sites.google.com/view/kdd19-explainable-ai-tutorial
http://www.semantic-explainability.com/
https://sites.google.com/view/xai2019/home
https://www.doc.ic.ac.uk/~kc2813/OXAI/
https://ears2019.github.io/
https://kcl-planning.github.io/XAIP-Workshops/ICAPS_2019
https://openreview.net/group%3Fid=icaps-conference.org/ICAPS/2019/Workshop/XAIP
https://xai.kdd2019.a.intuit.com/
http://xai.unist.ac.kr/workshop/2019/
https://sites.google.com/view/feap-ai4fin-2018/
https://cd-make.net/special-sessions/make-explainable-ai/
http://networkinterpretability.org/
https://explainai.net/
https://sites.google.com/view/xai-fuzzieee2019
https://sites.google.com/view/nl4xai2019/
https://community.fico.com/s/explainable-machine-learning-challenge


(Some) Software Resources

• DeepExplain: perturbation and gradient-based attribution methods for Deep Neural Networks interpretability. github.com/marcoancona/DeepExplain

• iNNvestigate: A toolbox to iNNvestigate neural networks' predictions. github.com/albermax/innvestigate

• SHAP: SHapley Additive exPlanations. github.com/slundberg/shap

• Microsoft Explainable Boosting Machines. https://github.com/Microsoft/interpret

• GANDissect: Pytorch-based tools for visualizing and understanding the neurons of a GAN. https://github.com/CSAILVision/GANDissect

• ELI5: A library for debugging/inspecting machine learning classifiers and explaining their predictions. github.com/TeamHG-Memex/eli5

• Skater: Python Library for Model Interpretation/Explanations. github.com/datascienceinc/Skater

• Yellowbrick: Visual analysis and diagnostic tools to facilitate machine learning model selection. github.com/DistrictDataLabs/yellowbrick

• Lucid: A collection of infrastructure and tools for research in neural network interpretability. github.com/tensorflow/lucid

• LIME: Agnostic Model Explainer. https://github.com/marcotcr/lime

• Sklearn_explain: model individual score explanation for an already trained scikit-learn model. https://github.com/antoinecarme/sklearn_explain

• Heatmapping: Prediction decomposition in terms of contributions of individual input variables

• Deep Learning Investigator: Investigation of Saliency, Deconvnet, GuidedBackprop and more. https://github.com/albermax/innvestigate

• Google PAIR What-if: Model comparison, counterfactual, individual similarity. https://pair-code.github.io/what-if-tool/

• Google tf-explain: https://tf-explain.readthedocs.io/en/latest/

• IBM AI Fairness: Set of fairness metrics for datasets and ML models, explanations for these metrics. https://github.com/IBM/aif360

• Blackbox auditing: Auditing Black-box Models for Indirect Influence. https://github.com/algofairness/BlackBoxAuditing

• Model describer: Basic statiscal metrics for explanation (visualisation for error, sensitivity). https://github.com/DataScienceSquad/model-describer

• AXA Interpretability and Robustness: https://axa-rev-research.github.io/ (more on research resources – not much about tools)

http://github.com/marcoancona/DeepExplain
https://github.com/albermax/innvestigate
https://github.com/slundberg/shap
https://github.com/Microsoft/interpret.
https://github.com/CSAILVision/GANDissect
https://github.com/TeamHG-Memex/eli5
https://github.com/datascienceinc/Skater
https://github.com/DistrictDataLabs/yellowbrick
https://github.com/tensorflow/lucid
https://github.com/marcotcr/lime
https://github.com/antoinecarme/sklearn_explain
https://github.com/albermax/innvestigate
https://pair-code.github.io/what-if-tool/
https://tf-explain.readthedocs.io/en/latest/
https://github.com/IBM/aif360
https://github.com/algofairness/BlackBoxAuditing
https://github.com/DataScienceSquad/model-describer
https://axa-rev-research.github.io/


(Some) Ini+a+ves: XAI in USA

Challenge 
Problem

Areas

Evaluation 
Framework

Evaluator

TA 2: 
Psychological 
Model of 
Explanation

TA 1:
Explainable 
Learners

Autonomy
ArduPilot & 

SITL Simulation

Data Analytics
Multimedia Data

Explanation 
Measures
• User Satisfaction
• Mental Model
• Task Performance
• Trust Assessment
• Correctability

Le
ar

ni
ng

 
Pe

rfo
rm

an
ce

Explanation 
Effectiveness

• Psych. Theory 
of Explanation

• Computational 
Model

• Consulting

Teams that provide 
prototype systems 
with both 
components:

• Explainable 
Model

• Explanation 
Interface

Deep
Learning
Teams

Interpretable
Model
Teams

Model
Induction
Teams

▌ TA1: Explainable Learners

Explainable learning systems that include both an explainable model and an explana6on interface

▌ TA2: Psychological Model of ExplanaAon

Psychological theories of explana6on and develop a computa6onal model of explana6on from those theories 



• DEEL (Dependable Explainable Learning) Project 2019-2024
• Research institutions

• Industrial partners

• Academic partners
• Science and technology to develop new methods towards Trustable and Explainable AI

System Robustness
- To biased data
- Of algorithm
- To change
- To attacks

Certificability
- Structural warranties
- Risk auto evaluation
- External audit

Explicability & 
Interpretability

Privacy by design
- Differential privacy
- Homomorphic coding
- Collaborative learning
- To attacks

(Some) Initiatives: XAI in Canada



(Some) Initiatives: XAI in EU



Conclusion



Why do we Need XAI by the Way?

• To empower individual against undesired effects of automated decision 
making 
• To reveal and protect new vulnerabilities
• To implement the “right of explanation”
• To improve industrial standards for developing AI-powered products, 

increasing the trust of companies and consumers
• To help people make better decisions
• To align algorithms with human values 
• To preserve (and expand) human autonomy
• To scale and industrialize AI



Why do we Need Knowledge Graphs to Achieve XAI?

Lumbermill - .59

Because this is 
not an explanation 
from an intelligent 

system

This is even not 
interpretable, and 

then not actionable



Conclusion

• Explainable AI is motivated by real-world applications in AI

• Not a new problem – a reformulation of past research challenges in AI

• Knowledge graphs should be foundational for XAI

• But they are facing challenges related to their integration (data mapping)

•Many industrial applications already – crucial for AI 
adoption in critical systems



• [Data] Machine learning experts do not buy the data – knowledge 
mapping

• [Explanation] There is no agreement on what an explanation is
• [Explanation] There is not a formalism for explanations (neither 

model nor output)
• [Model] There is very limited work in machine learning modules 

composability – and none from a semantics perspective
• [Model] There is no work on describing and representing models
• [Model] What are disentangled representations and how can its 

factors be quantified and detected?
• [Human-in-the-loop] There is no work that seriously addresses the 

problem of quantifying the grade of comprehensibility of an 
explanation for humans

Open Research Ques+ons for the Seman+c Web / Knowledge Graph Community
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