Explainable Al - XAl

A Focus on Narrative, Machine Learning and
Knowledge Graph-based Approaches

Freddy Lecue (@freddylecue)

http://www-sop.inria.fr/members/Freddy.Lecue/

-
Christian Mdller . E [l

https://www.dfki.de/web/ueber-uns/mitarbeiter/person/chmu01

THALES ,
- European Summer School on Explainable Al &ZW

Supprorting Code: https://github.com/flecue/xai-aaai2021 J U Iy 2 1 st y 202 1 https://tinyurl.com/33eea8e2 1



http://www-sop.inria.fr/members/Freddy.Lecue/
https://www.dfki.de/web/ueber-uns/mitarbeiter/person/chmu01
https://github.com/flecue/xai-aaai2021

Outline




Agenda

® Part I: Introduction, Motivation & Evaluation — 75 minutes

o Motivation, Definitions & Properties

o Evaluation Protocols & Metrics
® Part ll: Explanation in Al (not only Machine Learning!) - 30 minutes

o From Machine Learning to Knowledge Representation and Reasoning and Beyond
® Part lll: On The Role of Knowledge Graphs in Explainable Machine Learning — 30 minutes
® Part IV: Narrative-based Explanation — 30 minutes
® Part V: XAl Tools and Coding Practices — 25 minutes
® Part VI: Applications, Lessons Learnt and Research Challenges — 20 minutes

o Explaining (1) object detection, (2) obstacle detection for autonomous trains, (3) flight performance, (4) flight
delay prediction, (5) risk management, (6) abnormal expenses, (7) credit decisions, (8) medical conditions + 8
more use cases in industry
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Explainability Fairness Privacy Transparency

SR 11-7: Guidance on Model Risk Management

BOARD OF GOVERNORS
OF THE FEDERAL RESERVE SYSTEM
WASHINGTON, D.C. 20551

What's driving Stress Testing and Model Risk Management efforts?

Regulatory efforts

SR 11-7 says “Banks benefit from conducting model stress
testing to check performance over a wide range of inputs and
parameter values, including extreme values, to verify that the
model is robust”

In fact, SR14-03 explicitly calls for all models used for Dodd-
Frank Act Company-Run Stress Tests must fall under the
purview of Model Risk Management.

In addition SR12-07 calls for incorporating validation or other
type of independent review of the stress testing framework to
ensure the integrity of stress testing processes and results.
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Article 22. Automated individual decision making, including profiling

. The data subject shall have the right not to be subject to a decision based solely on automated processing, including profiling,

which produces legal effects concerning him or her or similarly significantly affects him or her.

. Paragraph 1 shall not apply if the decision:

(a) is necessary for entering into, or performance of, a contract between the data subject and a data controller;

(b) is authorised by Union or Member State law to which the controller is subject and which also lays down suitable measures
to safeguard the data subject’s rights and freedoms and legitimate interests; or

(c) is based on the data subject’s explicit consent.

. In the cases referred to in points (a) and (c) of p ph 2, the data ller shall impl suitable measures to safeguard

the data subject’s rights and freedoms and legitimate interests, at least the right to obtain human intervention on the part of the
controller, to express his or her point of view and to contest the decision.

. Decisions referred to in paragraph 2 shall not be based on special categories of personal data referred to in Article 9(1), unless

point (a) or (g) of Article 9(2) apply and suitable measures to safeguard the data subject’s rights and freedoms and legitimate
interests are in place.

CALIFORNIA
CONSUMER

PRIVACY
ACT OF 2018
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Credit: Lecue et al., Tutorial on XAl. AAAI 2020. https://xaitutorial2020.github.io/
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Explanation - From a Business Perspective



Business to Customer Al
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. but not only Critical Systems (1)

Whena Computer
Program Keeps You in Jail

By Rutecea Woxler

COMPAS recidivism black bias

' DYLAN FUGETT BERNARD PARKER
' Prior Offense Prior Offense

1attempted burglary 1resisting arrest 3
without violence -

Subsequent Offenses

3 drug possessions Subsequent Offenses
None

LOW RISK 3 HGHRISK 10

Fugett was rated low risk after being arrested with cocaine and
marijuana. He was arrested three times on drug charges after that.




... but not only Critical Systems (2)
Finance: = FICO

CPMMUNITY

e Credit scoring, loan approval

¢ Insurance quotes

IR E

1able Machine Learning Challe

£ e

community.fico.com/s/explainable-machine-learning-challenge
The Big Read Artificial intelligence

Insurance: Robots learn the
business of covering risk

Artificial intelligence could revolutionise the industry but may also allow
clients to calculate if they need protection

’ f in N Save

Oliver Ralph MAY 16, 2017 D 24

https://www.ft.com/content/e07cee0c-3949-11e7-821a-6027b8a20f23



... but not only Critical Systems (3)

Healthcare

e Applying ML methods in medical care
is problematic.

e Al as 3"%party actor in physician-
patient relationship

* Responsibility, confidentiality?

e Learning must be done with available
data.

e Must validate models before use.

;
Stanford

MEDICINE | News Center
(emoil B w Tweet

Researchers say use of artificial intelligence in medicine raises
ethical questions

In a perspective piece, Stanford researchers discuss the ethical implications of using
machine-learning tools in making health care decisions for patients.

Patricia Hannon ,https://med.stanford.edu/news/all-news/2018/03/researchers-say-use-of-ai-in-medicine-
raises-ethical-questions.html

Intelligible Models for HealthCare: Predicting Pneumonia
Risk and Hospital 30-day Readmission

Rich Caruana Yin Lou Johannes Gehrke
Microsoft Research LinkedIn Corporation . Microsoft
rcaruana@microsoft.com ylou@linkedin.com johannes@microsoft.com
Paul Koch Marc Sturm Noémie Elhadad
Microsoft Research NewYork-Presbyterian Hospital Columbia University
paulkoch@microsoft.com mas9161@nyp.org  noemie.elhadad@columbia.edu

Rich Caruana, Yin Lou, Johannes Gehrke, Paul Koch, Marc Sturm, Noemie Elhadad: Intelligible Models
for HealthCare: Predicting Pneumonia Risk and Hospital 30-day Readmission. KDD 2015: 1721-1730



... and even More

Gender Darker Darker Lighter Lighter Largest

Classifier Male Female Male Female Gap

=. Microsoft 94.0% 79.2% 100% 98.3% 20.8%
LI | L |

Y FacE™ 99.3% 65.5% 99.2% 94.0% 33.8%
e [ G ee—— I

88.0% 65.3% 99.7% 92.9% 34.4%
I I

Joy Buolamwini, Timnit Gebru: Gender Shades: Intersectional Accuracy
Disparities in Commercial Gender Classification. FAT 2018: 77-91

Colin, but at home. @colinmadland - Sep 18, 2020
any guesses?

Q 60 19K QO 7.2 &

Colin, but at home. @colinmadland - Sep 18, 2020

Q 29 11 659 Q sk &

Colin, but at home. @colinmadland - Sep 18, 2020

Turns out @zoom_us has a crappy face-detection algorithm that
erases black faces...and determines that a nice pale globe in the
background must be a better face than what should be obvious.

QO 98 1 43K Q 211K &

Colin, but at home. @colinmadland - Sep 18, 2020
Images were taken and shared with permission.

Q4 1 174 Q ek o

Colin, but at home. @colinmadland - Sep 18, 2020

Geez...any guesses why @Twitter defaulted to show only the right

side of the picture on mobile?

vy
o)

O 83 0 2K Q 19.2k &

https://techcrunch.com/2020/10/0
2/twitter-may-let-users-choose-
how-to-crop-image-previews-after-
bias-scrutiny/

"APPLE CARD [

Accused of using
sexist algorithms

https://www.cbsnews.com/news/apple-credit-card-
goldman-sachs-disputes-claims-that-apple-card-is-sexist/

Result
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200 200

400 400
600 600

800 800

1000 000

250 500 750 1000 O 250 500 750 1000

Original Result

B
250 50D 750 1000 250 500 750 1000

https://www.theverge.com/21298762/face-depixelizer-
ai-machine-learning-tool-pulse-stylegan-obama-bias



Explanation - In a Nutshell
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Al as a Black-box: Source of Confusion and Doubt

. Can I trust our Al
' decisions?

Why | am getting this - How do  answer this
tainnd :
decision? . customer complaint?
> < < Blaceh .. How do I monitor and
ack-box : ;

< Poor Decision [N  debug this model?  :

l\ ..........................................
How can | get a better 2. Is this the best model

decision? . that can be built?

. Are these Al system
" decisions fair?

Credit: Lecue et al., Tutorial on XAl. AAAI 2020. https://xaitutorial2020.github.io/



Explainability by Design for Al products

fmmm—————— Model Debugging
I Feedback Loop : Model Visualization
Sommmmm - - Q‘a Train J
Model Diagnostics ‘ ,
Root Cause Analytics 7
L *‘{@ Debug - /’
X ( Model Evaluation
N

Performance monitoring I Moni
Fairness monitoring "' onitor

oy
| I |
\p/

! } Model Launch Signoff
‘\‘ O Deploy Model Release Mgmt }
_ { L ABTest
[ Model Comparison ¥
Cohort Analysis
y J @ Predict

Explamable Decisions
LAP' Support

Comphance Testing

Credit: Lecue et al., Tutorial on XAl. AAAI 2020. https://xaitutorial2020.github.io/



Example of an End-to-End XAl System

0 H: Why? H: (Hmm. Seems like it might H: What happens if the
/ C: See below: be just recognizing anemone background
- texture!) Which training anemones are f
examples are most influential removed? E.g., Q
to the prediction?
1 C: These ones:
ML Classifier C: I still predict
‘ Green regions argue FISH. because
‘ - for FISH, while RED of these green
C: I predict FISH pushes towards DOG. superpixels:

There’s more green.

= Humans may have follow-up questions

= Human — Machine interactions are required

= Explanations cannot answer all users’ concerns in one shot
= Many different stakeholders
= Many different objectives

Many different expertise Weld, D., and Gagan Bansal. "The challenge of crafting intelligible intelligence." Communications of ACM (2018).



Evaluation - XAl: One Obijective, Many Metrics

Comprehensibility Succinctness Actionability Reusability Accuracy Completeness

How much effort How concise and What can one Could the How accurate and Is the explanation
for correct human compact is the action, do with explanation be precise is the complete, partial,
interpretation? explanation? the explanation? personalized? explanation? restricted?

Source: Accenture Point of View. Understanding Machines: Explainable Al. Freddy Lecue, Dadong Wan



Part li

Explanation in Al (Focus Machine Learning)
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches




XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches

Saliency Map

Strategy
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Dependency Feature Surrogate
Plot Importance Model Artificial

Intelligence
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XAl: One Objective, Many ‘Al’'s, Many Definitions,
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XAl: One Objective, Many ‘Al's, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:
* Decision Trees

Is the person fit?

Age <30 ?

Y(-y %No
yaa?
Eats a lot of pizzas Exercises in the morning?

7 N AN

Unfit Fit Fit Unfit

KDD 2019 Tutorial on Explainable Al in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:
* Decision Trees, Lists

If Past-Respiratory-Illness =Yes and Smoker =Yes and Age > 50, then Lung Cancer
Else if Allergies =Yes and Past-Respiratory-Iliness = Yes, then Asthma

Else if Family-Risk-Respiratory =Yes, then Asthma

Else if Family-Risk-Depression =Yes, then Depression

Else if Gender =Female and Short-Breath-Symptoms =Yes, then Asthma

Else if BMI > 0.2 and Age> 60, then Diabetes

Else if Frequent-Headaches =Yes and Dizziness =Yes, then Depression

Else if Frequency-Doctor-Visits > (.3, then Diabetes

Else if Disposition-Tiredness = Yes, then Depression

Else if Chest-Pain = Yes and Nausea and Yes, then Diabetes

Else Diabetes

KDD 2019 Tutorial on Explainable Al in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:
* Decision Trees, Lists and
Sets and rules

If Allergies =Yes and Smoker =Yes and Irregular-Heartbeat =Yes, then Asthma

If Allergies =Yes and Past-Respiratory-Iliness =Yes and Avg-Body-Temperature > 0.1, then Asthma

If Smoker =Yes and BMI > 0.2 and Age > 60, then Diabetes

If Family-Risk-Diabetes =Yes and BMI > 0.4 =Frequency-Infections > 0.2, then Diabetes

If Frequency-Doctor-Visits > 0.4 and Childhood-Obesity =Yes and Past-Respiratory-1liness =Yes, then Diabetes
If Family-Risk-Depression =Yes and Past-Depression =Yes and Gender =Female, then Depression

If BMI > 0.3 and Insurance-Coverage =None and Avg-Blood-Pressure > (0.2, then Depression

If Past-Respiratory-1liness =Yes and Age > 50 and Smoker =Yes, then Lung Cancer

If Family-Risk-LungCancer =Yes and Allergies =Yes and Avg-Blood-Pressure > (.3, then Lung Cancer

If Disposition-Tiredness = Yes and Past-Anemia =Yes and BMI > 0.3 and Rapid-Weight-Loss =Yes, then Leukemia
If Family-Risk-Leukemia = Yes and Past-Blood-Clotting = Yes and Frequency-Doctor-Visits > 0.3, then Leukemia

If Disposition-Tiredness =Yes and Irregular-Heartbeat =Yes and Short-Breath-Symptoms =Yes and Abdomen-Pains = Yes, then Myelofibrosis

KDD 2019 Tutorial on Explainable Al in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial



Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:
* Decision Trees, Lists and
Sets and rules

+ GAMs,
e GLMs,
Model Form Intelligibility | Accuracy
Linear Model y=Po+ b1x1+ ... + PnTn +++ +
Generalized Linear Model | g(y) = Bo + fiz1 + ... + BnZn R +
Additive Model y= fi(z1) + ... + fu(zn) ++ ++
Generalized Additive Model | ¢(y) = fi(z1) + ... + fa(zn) ++ ++
Full Complexity Model v =J(T1,.5%5%) + +++

Intelligible Models for Classification and Regression. Lou, Caruana and Gehrke KDD 2012

Accurate Intelligible Models with Pairwise Interactions. Lou, Caruana, Gehrke and Hooker. KDD 2013

KDD 2019 Tutorial on Explainable Al in Industry - https://sites.google.com/view/kdd19-explainable-ai-tutorial




Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:

* Decision Trees, Lists and
Sets and rules

* GAMs,

e GLMs,

* Linear regression,

* Logistic regression,

* KNNs

Data: titanic | naive Bayes Explanation
Model: NB

Prediction: p(survived = yes|x) = 0.671

Actual class label for this instance: yes

Feature Contribution Value

Class =

Naive Bayes model

Igor Kononenko. Machine learning for medical diagnosis:
history, state of the art and perspective. Artificial Intelligence
in Medicine, 23:89-109, 2001.



Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:

* Decision Trees, Lists and
Sets and rules

* GAMs,

* Linear regression,
* Logistic regression,
* KNNs

Data: titanic | naive Bayes Explanation

Model: NB
Prediction: p(survived = yes|x) = 0.671
Actual class label for this instance: yes

Feature Contribution Value

Class =

Age =

Sex =

Naive Bayes model

Igor Kononenko. Machine learning for medical diagnosis:
history, state of the art and perspective. Artificial Intelligence

in Medicine, 23:89-109, 2001.

- G .|||I||

Counterfactual
What-if

Brent D. Mittelstadt, Chris
Russell, Sandra Wachter:
Explaining Explanations in Al.
FAT 2019: 279-288

Rory Mc Grath, Luca Costabello,
Chan Le Van, Paul Sweeney,
Farbod Kamiab, Zhao Shen,
Freddy Lécué: Interpretable Credit
Application Predictions With
Counterfactual Explanations.
CoRR abs/1811.05245 (2018)

https://pair-code.github.io/what-if-tool/



Overview of Explanation in Machine Learning (1)

e Many tools already available from early-days Machine Learning

Interpretable Models:

* Decision Trees, Lists and
Sets and rules

* GAMs,

e GLMs,

* Linear regression,

* Logistic regression,

* KNNs

Data: titanic | naive Bayes Explanation

Model: NB
Prediction: p(survived = yes|x) = 0.671
Actual class label for this instance: yes

Feature Contribution Value
Class = 3rd
Age = adult
Sex = female

Naive Bayes model

Igor Kononenko. Machine learning for medical diagnosis:
history, state of the art and perspective. Artificial Intelligence

in Medicine, 23:89-109, 2001.

Average M InFile Nt Fraction Revalving._Num Revolving Trades Num Satisfactory Trades Percent Instal Trades  Percent Trades Never _ Percent Tra
@ oputvatue y

Counterfactual
What-if

Brent D. Mittelstadt, Chris
Russell, Sandra Wachter:
Explaining Explanations in Al.
FAT 2019: 279-288

Rory Mc Grath, Luca Costabello,
Chan Le Van, Paul Sweeney,
Farbod Kamiab, Zhao Shen,
Freddy Lécué: Interpretable Credit
Application Predictions With
Counterfactual Explanations.
CoRR abs/1811.05245 (2018)

https://pair-code.github.io/what-if-tool/

Predicted cancer probability

IR NNRNRNNRNNTNNaNR N ana N
20 4

a1 EH) fea S0 5%)

Age

SRF volume in central-3mm at M2 S —
IR thickness in fovea at 1 |
IR thickness in central-3mm at M2 I
IRF volume in parafovea at M2 I
SRF volume in parafovea-temporal at M |
IR thickness in fovea at M2 I
ey -—————————————————————— |
TRT thickness in fovea at M2 I
IRF volume in central-3mm at M2 |
SRF area in central-3mm at M2 IR
SRF area in parafovea-temporal at M2 |
IR thickness in parafovea-nasal at M2 |
SRF volume in fovea at M1 |
SRF volume in parafovea at M2 I
IRF area in parafovea at M2 I

0 0.1 02 03 04 05 06 07 08 09 1
Relative Feature Importance

Feature Importance’

Partial Dependence Plot
Individual Conditional Expectation
Sensitivity Analysis



End-to-End End to-End
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Overview of Explanation in Machine Learning (2) ...

e Focus: Artificial Neural Network

-Xl = é;:,zR?U(X')\i\\ i Rl
T — f(x,, x,) = ReLU(z, -1-z,)
i . 42 Xp = il 2 >
m—-de T

1

’

(a) Standard attention model (b) RETAIN model

Attention Mechanism

Network f(x1, z2) Chaofan Chen, Oscar Li, Alina Barnett, Jonathan Su, Cynthia
Attributions at z1 = 3, z2 = 1 Rudin: This looks like that: deep learning for interpretable Edward Choi, Mohammad Taha Bahadori, Jimeng Sun, Joshua
Integr‘fxted gradients z; = 1.5, zo = —-0.5 image recognition. CoRR abs/1806.10574 (2018) Kulas, Andy Schuetz, Walter F. Stewart: RETAIN: An
DeepLift r1 =15, xz2 = —-0.5 o .
LRP 21 =15 z3 = 0.5 Interpretable Predictive Model for Healthcare using Reverse
Prototypes ~_ Prototypes Time Attention Mechanism. NIPS 2016: 3504-3512

D. Bahdanau, K. Cho, and Y. Bengio. Neural machine
translation by jointly learning to align and translate.
International Conference on Learning Representations, 2015

- ?;e?u(; .‘{)\ - -
I e A
-—><Zz ReLU(xz) e R

Network g(z1,z2)
Attributions at x1 = 3,22 = 1
Integrated gradients z; = 1.5, z2 = —0.5

DeepLift 1 =2, 22 =—1
LRP 1 =2, 22 =—1 good
Attribution for Deep wod

Network (Integrated gradient-based)

20f {SOL < 21.57
TA < 3165570}

Mukund Sundararajan, Ankur Taly, and Qiqi Yan.

Axiomatic attribution for deep networks. In ICML, Example_based / Prototype el
pp. 3319-3328, 2017. Surogate Model

) ) ) Oscar Li, Hao Liu, Chaofan Chen, Cynthia Rudin: Deep Learning
Avantl_Shrlkum_ar, Peyton Greenside, Anshul for Case-Based Reasoning Through Prototypes: A Neural Mark Craven, Jude W. Shavlik: Extracting Tree-Structured
Kundaje: Learning Important Features Through Network That Explains Its Predictions. AAAI 2018: 3530-3537 Representations of Trained Networks. NIPS 1995: 24-30
Propagating Activation Differences. ICML 2017:
3145-3153 Been Kim, Oluwasanmi Koyejo, Rajiv Khanna:Examples are not enough,

learn to criticize! Criticism for Interpretability. NIPS 2016: 2280-2288



Overview of Explanation in Machine Learning (3)

Western Grebe Description: This is a large bird with a white neck and a black back in the water.

Class Definition: The Western Grebe is a waterbird with a yellow pointy beak, white neck and belly,
and black back.

Explanation: This is a Western Grebe because this bird has a long white neck, pointy yellow beak
and red eye.

e Focus: Artificial Neural Network

. Airplane
Tl’aln res5c unit 1243

res5c unit 924
~—

L. Albat
aysan Anaioss Description: This is a large flying bird with black wings and a white belly.

Class Definition: The Laysan Albatross is a large seabird with a hooked yellow beak, black back
\ | and white belly.

Visual Explanation: This is a Laysan Albatross because this bird has a large wingspan, hooked
yellow beak, and white belly.

Laysan Albatross Description: This is a large bird with a white neck and a black back in the water.

Class Definition: The Laysan Albatross is a large seabird with a hooked yellow beak, black back
and white belly.

Visual Explanation: This is a Laysan Albatross because this bird has a hooked yellow beak white
neck and black back.

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva,
Antonio Torralba: Network Dissection: . .
Quantifying Interpretability of Deep Visual Visual Explanatlon

Representations. CVPR 2017: 3319-3327 Lisa Anne Hendricks, Zeynep Akata, Marcus Rohrbach, Jeff Donahue, Bernt Schiele,
Trevor Darrell: Generating Visual Explanations. ECCV (4) 2016: 3-19
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Uncertainty Map

Alex Kendall, Yarin Gal: What Uncertainties Do We Need in Bayesian
Deep Learning for Computer Vision? NIPS 2017: 5580-5590

2. output redistribution

output label: abaya
pred: cloak
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Julius Adebayo, Justin Gilmer, Michael Muelly, lan J. Goodfellow, Moritz Hardt, Been Kim: Sanity Checks for Saliency Maps. NeurlPS 2018: 9525-9536



Overview of Explanation in Machine Learning (4)

e Focus: Artificial Neural Network
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Explaining Uncertainty - Beyond Interpretation of Prediction

Javier Antoran, Umang Bhatt, Tameem Adel, Adrian Weller, José Miguel Herndndez-Lobato: Getting a clue: a method for explaining uncertainty estimates. ICLR 2021
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Unfortunately, this is of
NO use for a human
behind the system



Let’s stay back

Why this Explanation?
(meta explanation)



After Human Reasoning...

Lumbermill - .59

&m ® Browse using v

dbo:wikiPagelD
dbo:wikiPageRevisionlD

det:subject

http://purl.org/linguistics/gold/hypernym

rdf:type

rdfs:comment

rdfs:label

owl:sameAs

b Formats ~ (% Faceted Browser (4 Spargl Endpoint

352327 (xsd:integer)
734430894 (xsd:integer)

dbc:Sawmills

dbc:Saws
dbc:Ancient_Roman_technology
dbc:Timber_preparation

dbe:Timber_industry
dbr:Facility

owl:Thing
dbo:ArchitecturalStructure

A sawmill or lumber mill is a facility where logs are cut into lumber. Prior to the invention of the sawmill, boards were rived (split) and
planed, or more often sawn by two men with a whipsaw, one above and another in a saw pit below. The earliest known mechanical
mill is the Hierapolis sawmill, a Roman water-powered stone mill at Hierapolis, Asia Minor dating back to the 3rd century AD. Other
water-powered mills followed and by the 11th century they were widespread in Spain and North Africa, the Middle East and Central
Asia, and in the next few centuries, spread across Europe. The circular motion of the wheel was converted to a reciprocating motion
at the saw blade. Generally, only the saw was powered, and the logs had to be loaded and moved by hand. An early improvement
was the developm (en)

Sawmill (en)

wikidata:Sawmill
dbpedia-cs:Sawmill
dbpedia-de:Sawmill

dbpedia-es:Sawmill



What is missing?




2 m ®Browseusing ~ [ Formats + (4 Faceted Browser (£ Spargl Endpoint

About: Boulder

An Entity of Type : place, from Named Graph : http://dbpedia.org, within Data Space : dbpedia.org

n geology, a boulder is a rock fragment with size greater than 25.6 centimetres (10.1 in) in diameter. Smaller pieces are called
cobbles and pebbles, depending on tneir "grain size". While a boulder may be small enough to move or roll manually, others are
extremely massive. In common usage, a boulder is too le . aller b s are usually just called rocks
The word b or is short for er stone, from Middle English bulde sdish bulle 1. Boulder
nglomerate and boulder clay.

Value

aboabstract In geology, a boulder is a rock fragment with size greater than 25.6 centimetres (10.1 in) in diameter. Smaller pieces are called
cobbles and pebbles, depending on their "grain size". While a boulder may be small enough to move or roll manually, others are
extremely massive. In common usage, a boulder is too large for a person to move. Smaller boulders are usually just called rocks or
stones. The word boulder is short for boulder stone, from Middle English bulderston or Swedish bullersten. In places covered by ice
sheets during Ice Ages, such as Scandinavia, northern North America, and Russia, glacial erratics are common. Erratics are
boulders picked up by the ice sheet during its advance, and deposited during its retreat. They are called "erratic* because they
typically are of a different rock type than the bedrock on which they are deposited. One of them is used s the pedestal of the
Bronze Horseman in Saint Petersburg, Russia. Some noted rock formations involve giant boulders exposed by erosion, such as the
Devil's Marbles in Australia's Northern Territory, the Horeke basalts in New Zealand, where an entire valley contains only bouiders,
and The Baths on the island of Virgin Gorda in the British Virgin Islands. Boulder sized clasts are found in some sedimentary rocks,
such as coarse conglomerate and boulder clay. The climbing of large boulders is called bouldering. (en)

aboithumbnail ons: i Balanced_Rock jpg?width:

dvowikiPagelD 60784 (rscinteger)

dpowikiPageRevisioniD 743049914 (xsd:integer)

det:subject dbe:Rock_formations

doc:Rocks

- ‘ - m ®Browseusing ~ i Formats ~ 2 Faceted Browser (4 Spargl Endpoint
-

About: Rail transport

An Entity of Type : software, from Named Graph : http://dbpedia.org, within Data Space : dbpedia.org

is a means of conveyance of passengers and goods on wheeled vehicles running on rails, also known as tracks. It is
only referred to N transport. In contrast to road transport, where vehicles run on a prepared flat surface, rall
rolling stock) are onally guided by the tracks on which they run. Tracks usually consist of steel rails, installed on ties
) and ballast, on which the rolling stock, usually fitted with metal wheels, moves. Other variations are also possible, such
ed to a concrete foundation resting on a prepared subsurfac

dbo:abstract - Rail transport is a means of conveyance of passengers and goods on wheeled vehicles running on rails, also known as tracks. It is
also commonly referred to as train transport. In contrast to road transport, where vehicles run on a prepared flat surface, rail vehicles
(rolling stock) are directionally guided by the tracks on which they run. Tracks usually consist of steel rails, installed on ties (sleepers)
and ballast, on which the rolling stock, usually fitted with metal wheels, moves. Other variations are also possible, such s slab track,
where the rails are fastened to a concrete foundation resting on a prepared subsurface. Rolling stock in a rail transport system
generally encounters lower frictional resistance than road vehicles, so passenger and freight cars (carriages and wagons) can be
coupled into longer trains. The operation is carried out by a railway company, providing transport between train stations or freight
customer facilities. Power is provided by locomotives which either draw electric power from a railway electrification system or
. produce their own power, usually by diesel engines. Most tracks are accompanied by a signalliing system. Railways are a safe land
R a I I W a y -, 1 1 transport system when compared to other forms of transport. Railway transport is capable of high levels of passenger and cargo

utilization and energy efficiency, but is often less flexible and more capital-intensive than road transport, when lower traffic levels are
considered. The oldest, man-hauled railways date back to the 6th century BC, with Periander, one of the Seven Sages of Greece,
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Knowledge Graph in Machine Learning - An Implementation

Knowledge Graph
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Freddy Lécué, Jiaoyan Chen, Jeff Z. Pan,
Huajun Chen: Augmenting Transfer
Learning with Semantic Reasoning. IJCAI
2019: 1779-1785

Freddy Lécué, Tanguy Pommellet: Feeding
Machine Learning with Knowledge Graphs
for Explainable Object Detection. ISWC
Satellites 2019: 277-280

Freddy Lécué, Baptiste Abeloos, Jonathan
Anctil, Manuel Bergeron, Damien Dalla-
Rosa, Simon Corbeil-Letourneau, Florian
Martet, Tanguy Pommellet, Laura Salvan,
Simon Veilleux, Maryam Ziaeefard: Thales
XAl Platform: Adaptable Explanation of
Machine Learning Systems - A Knowledge
Graphs Perspective. ISWC Satellites 2019:
315-316

Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, lan
Horrocks, Huajun Chen: Knowledge-Based
Transfer Learning Explanation. KR 2018:
349-358
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Knowledge Graph in Machine Learning (1)

https://stats.stackexchange.com/questions/230581/decision

-tree-too-large-to-interpret



https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (2)

Rattle 2016-Aug-18 16:15:42 sklisaroy . .

https://stats.stackexchange.com/questions/230581/decision
-tree-too-large-to-interpret
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Knowledge Graph in Machine Learning (3)
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Knowledge Graph in Machine Learning (4
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Knowledge Graph in Machine Learning (5)
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Knowledge Graph in Machine Learning (6)

Description 2: This is a train accident between two speed
merchant trains of characteristics X43-B and Y33-Cin a dry
environment

Description 3: This is a public transportation accident <= = * *"



Knowledge Graph in Machine Learning (7)

“How to explain transfer learning with
appropriate knowledge representation?
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Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, lan Horrocks, Huajun Chen:
Knowledge-Based Transfer Learning Explanation. KR 2018: 349-358



Knowledge Graph in Machine Learning (8)

“How to explain concept drift in Machine
Learning?

Without semantics augmentation

With semantics augmentation

C
06 ﬂ—;!—i-—-ll - Scué
oss 4o Ut U H Jiaoyan Chen and Freddy Lécué
; . - and Jeff Z. Pan and Shumin Deng

o5 4 L T i i ol L ) and Huajun Chen. Knowledge
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045 + — — — — —— —t— — — —— & o 1) (8 | 1) {8 8 o 1 o (8 with concept drift in machine

1 035 learning. Journal of Web
LU 1 o [ ) | (8 (o [ 8 o 8 §§§§§ §S:§9 Eé Semantics. (2021)
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210w ‘fj v n 2 1%} E Models Models 00585
Semantic-Enhanced ML Basic ML and Time-series Forecasting Figure 7: [Dublin Context] Baseline Comparison of Forecasting Macro-F1 Score (Evalu-
Models Models ation of Algorithm 1-3), where A = 6.

Figure 6: [Beijing Context] Baseline Comparison of Forecasting Macro-F1 Score (Eval-
uation of Algorithm 1-3), where A = 6.
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Knowledge Graph in Machine Learning (9)
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Motivation

If the explanations are presented
using natural languages, it is

important that they are accurate,
useful, and easy to comprehend.

Ensuring this requires addressing
challenges in Natural Language
Generation

Figure 1: example of a human-
written explanation of the likelihood
of water or gas being close to a
proposed oil well [Reiter 2019]

It is also unlikely that a water or gas contact is
present very close to the well. During the DST
test, the well produced only minor amounts of wa-
ter. No changes in the water content or in the GOR
of the fluid were observed. However, interpreta-
tion of the pressure data indicates pressure barriers
approximately 65 and 250m away from the well
[...] It is therefore a possibility of a gas cap above
the oil. On the other hand, the presence of a gas
cap seems unlikely due to the fact that the oil itself
is undersaturated with respect to gas (bubble point
pressure = 273 bar, reservoir pressure = 327.7 bar)

Figure 1: Example of a complex explanation




Analyzing the Report

It is written for a purpose (helping the company decide whether to drill a well), and needs to evaluated with this

purpose in mind.

For example, the presence of a small amount of water would not impact the drilling decision, and hence the

explanation is not “wrong” if a small amount of water is present.

It is written for an audience, in this case specialist engineers and geologists, by using specialist terminology which is
appropriate for this group, and also by using vague expressions (e.g., “minor amount”) whose meaning is understood

by this audience.

It has a narrative structure, where facts are linked with causal, argumentative, or other discourse relations. It is not

just a list of ob- servations.

It explicitly communicates uncertainty, using phrases such as “possibility” and “unlikely”.



A Challenge for Natural Language Generation

® A core principle of NLG is that generated texts have a
communicative goal

® They have a purpose such as helping users make decisions (perhaps the most common goal), encouraging users to
change their behavior, or entertaining users.

® FEvaluations of NLG systems are based on how well they achieve these goals, as well as the accuracy and fluency of
generated texts.

® Typically, we either directly measure success in achieving the goal or we ask human subjects how effective they think
the texts will be at achieving the goal.



Explanations of Al Systems

®  Helping developers debug their Al systems.
O  This is not a common goal in NLG, but is one of the most common goals in Explainable Al.
O The popular LIME model (Ribeiro et al., 2016), for example, is largely presented as a way of helping ML developers
choose between models, and also improve models via feature engineering.
®  Helping users detect mistakes in Al reasoning (scrutability).
O This is especially important when the human user has access to additional information which is not available to the Al
system, which may contradict the Al recommendation. For example, a medical Al system which only looks at the medical

record cannot visually observe the patient; such observations may reveal problems and symptoms which the Al is not
aware of.

®  Building trust in Al recommendations.
O In medical and engineering contexts, Al systems usually make recommendations to doctors and engineers, and if these

professionals accept the recommendations, they are liable (both legally and morally) if anything goes wrong. Hence
systems which are not trusted will not be used.



Evaluation Challenge

® As with NLG in general, we can evaluate explanations at different levels of rigor.

® The most popular evaluation strategy in NLG is to show generated texts to human subjects and ask them to rate and

comment on the texts in various ways.

® FEvaluation Challenge: Can we get reliable estimates of scrutabilty, trust (etc) by simply asking users to read
explanations and estimate the asked for characteristics? What experimental design (subjects, questions, etc) gives
the best results? Do we need to first check explanations for accuracy before doing the above?

® Other challenges include creating good experimental designs for task-based evaluation to assess whether
explanations improve decision making because of increased scrutability



Appropriate Explanations for Audience

® A fundamental principle of NLG is that texts are produced for users, and hence should use appropriate content,
terminology, etc for the intended audience.

® For example, the BABYTALK (Reiter 2007) systems generated very different summaries from the same data for
doctors, nurses, and parents.

® Explanations should also present information in appropriate ways for their audience, using features, terminology, and
content that make sense to the user.

® Reiter (2019) reports that they showed a system which classified leaves to a domain expert who struggled to
understand some explanations because the features used in the explanation were not the ones that he normally used

to classify leaves.

® If explanations are intended to support end users by increasing scrutability or trust, they need to be aligned with the

way those users communicate and think about the problem.

Reiter, E. (2007). An architecture for data-to-text systems.
In proceedings of the eleventh European workshop on natural language
generation (ENLG 07) (pp. 97-104).



Vague Language Challenge

® People naturally think in qualitative terms, so explanations will be easier to understand if they use vague terms such

as “minor amount” (in Figure 1) when possible.

® What algorithms and models can we use to guide the usage of vague language in explanations, and in particular to
avoid cases where the vague language is interpreted by the user in an unexpected way which decreases his

understanding of the situation?

® Other challenges in this space:

O  Atthe content level, it would really help if we could prioritise messages which are based on features and
concepts which are familiar to the user.

O And at the lexical level, we should try to select terminology and phrasing which make sense to the user.



Narrative Structure

® People are better at understanding symbolic reasoning presented as a narrative than they are at understanding a list
of numbers and probabilities.

®  “John smokes, so he is at risk of lung cancer” is easier for us to process than “the model says that John has a 6%
chance of developing lung cancer within the next six years because he is a white male, has been smoking a pack a

day for 50 years, is 67 years old, does not have a family history of lung cancer, is a high school graduate [etc]”.

® But the latter of course is the way most computer algorithms and models work, including the one used to calculate
John’s cancer risk?.

® Doctors have been reluctant to use regression models for diagnosis tasks, even if objectively the models worked well,

because the type of reasoning used in these models (holistically integrating evidence from a large number of features)
is not one they are cognitively comfortable with.

(1) https://shouldiscreen.com/English/lung-cancer-risk-calculator



Narrative Structure (2)

® The above applies to information communicated linguistically.

® In contexts that do not involve verbal communication, people are in fact very good at some types of reasoning which

involve holistically integrating many features, such as face recognition.

® e can easily recognize people we know, even in very noisy visual contexts, but we find it very hard to describe them

in words in a way which lets other people identify them.

® |n any case, linguistic communication is most effective when it is structured as a narrative.

® Thatis, not just a list of observations, but rather a selected set of key messages which are linked together by causal,

argumentative, or other discourse relations.



Narrative Structure (3)

® For example, the most accurate way of
explaining a smoking risk prediction based on
regression or Bayesian models is to simply list

the input data and the models result.

“John is a white male. John has been
smoking a pack a day for 50 years. John
i1s 67 years old. John does not have a
family history of lung cancer. John is
a high school graduate. John has a 6%
chance of developing lung cancer within
the next 6 years.”



Narrative Structure (3)

® But people will probably understand this
explanation better if we add a narrative

structure do it, perhaps by identifying elements

which increase or decrease risks, and also “John has been Smoking a pack a day for
focusing on a small number of key data
50 years, so he may develop lung cancer
even though he does not have a family
history of lung cancer.”

elements



Narrative Challenge

® How can we present the reasoning done by a numerical non-symbolic model, especially one which holistically
combines many data elements (e.g., regression and Bayesian models) as a narrative, with key messages linked by

causal or argumentative relations?



Communicating Uncertainty and Data Quality

® People like to think in terms of black and white, yes or no. We are notoriously bad at dealing with probabilities

® One challenge which has received a lot of attention is communicating risk. It is still a struggle to get people to
understand what a 13% risk (for example) really means. Which is a shame, because effective communication of risk in
an explanation could really increase scrutability and trust.

® Another factor which is important but has received less attention than risk is communicating data quality issues.
® If we train an Al system on a data set, then biases in the data may be reflected in the system’s output.

® For example, if we train a model for predicting lung cancer risks purely on data from Americans, then that model may
be substantially less accurate if it is used on people from very different cultures.

® Forinstance, few Americans grow up malnourished or in hyperpolluted environments; hence a cancer prediction
model developed on Americans may not accurately estimate risks for residents of Delhi (one of the most polluted city

in the world) who has been malnourished most of her lives.

® Any explanation produced in such circumstances should highlight training bias and any other factors which reduce

accuracy.



Communicating Uncertainty and Data Quality (2)

e Similarly, models (regardless of how they are built) may produce inaccurate results if the input data is
incomplete or incorrect.

e For example, suppose someone does not know whether he has a family history of lung cancer
(perhaps he is adopted, and has no contact with his birth parents).

e Alot of Al models are designed to be robust in such cases and still produce an answer; however,
their accuracy and reliability may be diminished.

e In such cases, explanations which are scrutable and trustworthy need to highlight this fact, so the
user can take this reduced accuracy into consideration when deciding what to do.

e Data quality can impact many data-to-text applications, not just explanations.



Communicating Data Quality Challenge

® How can we communicate to users that the accuracy of an Al system is impacted either by the nature of its training
data, or by incomplete or incorrect input data?

® Of course, communicating uncertainty in the sense of probabilities and risks is also a challenge for both NLG in
general and explanations specifically!



Summary of Challenges

® Fvaluation: Develop “cheap but reliable” ways of estimating scrutability, trust, etc.
® Vague Language: Develop good models for the use of vague language in explanations.
® Narrative: Develop algorithms for creating narrative explanations.

®  Data Quality: Develop techniques to let users know how results are influenced by data issues.



Local Interpretable Model-agnostic Explanations (LIME)

® [ IME’s goal is to identify an interpretable model over the interpretable representation that is locally faithful to the
classifier.

® Even though an interpretable model may not be able to approximate the black box model globally, approximating it in
the vicinity of an individual instance may be feasible.



LIME

Figure 1. Toy example to present intuition for LIME. The black-
box model’s complex decision function f (unknown to LIME)
is represented by the blue/pink background. The bright bold red
cross is the instance being explained. LIME samples instances,
gets predictions using f, and weighs them by the proximity to the
instance being explained (represented here by size). The dashed
line is the explanation that is locally (but not globally) faithful.



trustworthy

verification improvement improvement expert

el hl ‘subject environmental reduction,
e s e rating = — s
Vi V-Model A Al
erifcation ‘
community i esz:"f challenge challenge

https://miro.com/app/board/09J_[509fMY=/



Part V

XAl Tools, Coding Practices,

Conclusion, and Research Challenges

93



XAl LIME on Image — Local Input Exploration

Machine Learning Model LIME
This is a “labrador” Because:

Why?

In this post, we will study how LIME (Local Interpretable Model-agnostic Explanations) (Ribeiro et. al. 2016) generates explanations for image
classification tasks. The basic idea is to understand why a machine learning model (deep neural network) predicts that an instance (image)
belongs to a certain class (labrador in this case). For an introductory guide about how LIME works, | recommend you to check my previous blog
post Interpretable Machine Learning with LIME. Also, the following YouTube video explains this notebook step by step.

Marco Tulio Ribeiro, Sameer Singh, Carlos

h tt " //t I /C3 Z Guestrin:"Why Should | Trust You?": Explaining the
[ ] [ Predictions of Any Classifier. KDD 2016: 1135-1144 94



XAI LUCID on Image — Neurons Exploration

Lucid: A Quick Tutorial

This tutorial quickly introduces Lucid, a network for visualizing neural networks. Lucid is a kind of spiritual successor to DeepDream, but
provides flexible abstractions so that it can be used for a wide range of interpretability research.

Note: The easiest way to use this tutorial is as a colab notebook, which allows you to dive in with no setup. We recommend you enable a free

GPU by going:

Runtime — Change runtime type — Hardware Accelerator: GPU

https://github.com/tensorflow/lucid/
https://distill.pub/2020/circuits/zoom-in/
https://microscope.openai.com/models
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https://distill.pub/2020/circuits/zoom-in/
https://distill.pub/2020/circuits/zoom-in/
https://microscope.openai.com/models

XAl GAN Dissection on Image — Network Dissection

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva,
Antonio Torralba: Network Dissection:
Quantifying Interpretability of Deep Visual
Representations. CVPR 2017: 3319-3327

http:/t.ly/x4 | HE I I S
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XAl Example-based on Image | Text | EGC — ExMatchina weurs
Text

18431 REVIEW: you keep disappearing and it makes me a sad panda
18431 Example 1: the end of him and me. very sad ending.
htt '//t I /P N E3 18431 Example 2: Of to work, going to be a very sad day
= = y 18431 Example 3: yeah so its been half an hour and still no reply

truck truck truck truck

Image
http://t.ly/JwGL !

i ‘ -
F
- g -

Fusion beats Fusion beats Fusion beats Fusion beats

ECG “ “ “
http://t.ly/EVYG 5 0 W

0 50 100 150 [ 50 100 150 [ 50 100 150 0 50 100 150 9 7

°

Jeya Vikranth Jeyakumar, Joseph Noor, Yu-Hsi Cheng, Luis Garcia, Mani B. Srivastava:How Can | Explain This to You? An Empirical Study of Deep Neural Network Explanation Methods. NeurIPS 2020



XAl Integrated Gradient on Graph - Facebook Captum

Integrated Gradients

Attribute model output (or internal neurons) to input

features

Attribute model output to the layers of the model

SHAP Methods

| Integrated Gradients

SHAP Methods

| Internallinfluence |

GradientSHAP

| Saliency H Occlusion

| LayerGradientSHAP l

| GradCam |

H .
i LayerDeepLiftSHAP l -
a a DeepLiftSHAP I Shapely Value Sampling | Y P LayerActivation
, DeeplLift FeatureAblation / | LayerDeeplLift | | LayerGradientXActivation |
s i FeaturePermutation -
) o Input * Gradient ‘ LayerFeatureAblation l | LayerConductance |
- GuidedBackprop /
Saliency GuidedGradCam Deconvolution | LayerintegratedGradients
o
H o .
OAN M Gradient
\ c N o NoiseTunnel (Smoothgrad, Vargrad, Smoothgrad Square) B Perturbation
C c B Other
c
H = a
C https://medium.com/pytorch/introduction-to-captum-a-model-interpretability-
library-for-pytorch-d236592d8afa
N
https://captum.ai/
o o

Narine Kokhlikyan, Vivek Miglani, Miguel Martin, Edward Wang, Bilal Alsallakh,
Jonathan Reynolds, Alexander Melnikov, Natalia Kliushkina, Carlos Araya, Siqi
Yan, Orion Reblitz-Richardson:Captum: A unified and generic model
interpretability library for PyTorch. CoRR abs/2009.07896 (2020)

http://t.ly/gMzm



EX p I a n ati O n C O m p a r'i S O n TIPNTT)  Grad-CAM++ . Saliency Maps LIME Anchor Explanation-by-Example

. Text Input LIME Anchor SHAP Explanation-by-Example
n a Prediction probabilities ' “""‘1 » ade o 1 joggin'... with my mom! positive
- - Cooking with my stepfather | | "= I 05 7 Anchor(s): with 090 shopping with my bestst! positive

positive? (COOKIngG Wilh my stepfather m‘ ) o o 3 glee club party. positive
Jeya Vikranth Jeyakumar, Joseph Noor, Yu-Hsi Cheng, Luis Garcia, Mani B. W'"pm oot Salency Sepe —_— Exma"aﬁo"'by Example
Srivastava: How Can | Explain This to You? An Empirical Study of Deep Neural l
Network Explanation Methods. NeurlIPS 2020 M ‘
| [ |
https://github.com/nesl/Explainability-Study roma peaoest B e hes S
Explanation Method Image Study Text Study Audio Study ECG Study
LIME 47.7 £ 4.5% 704 £ 3.6%
Anchor 38.9+4.3% 25.8 + 3.5% - -
SHAP 33.7 £4.3% 59.9 £ 3.8% 34.7 £+ 4.8% 32.8 £ 3.3%
Saliency Maps 39.4 +4.3% - 46.1£5.1% 40.4 £ 3.5%
GradCAM++ 50.8 £4.5% - 48.1 + 5.3% 42.0 + 3.5%

99
Explanation by Examples 89.6 £ 2.6% 43.7 £ 3.9% 70.9£4.7% 84.8 £2.5%
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Explainable Boosted Object Detection — Industry Agnostic

Training Training
Dataset Process

Pre-traine:
model

Task &. Object Detection

Model First step
detections

Knowledge

Graph Selection Selected KG,
Labels T Labels

Knowledge

Graphs

"'Paddle’ confidence is
augmented as class 'Boat' and
‘Canoe’. are in both (1) image
and (2) as properties range of
Paddle in knowledge graph"

Explainable Layer

concept Boat. (color print).

Fig. 2. Left image: results from baseline Faster RCNN: Paddle: 50% confidence, Per-
son: 66%, Man: 46%. Right image: results from the semantic augmentation: Paddle:
74% confidence, Person: 66%, Man: 56%, Boat: 58% with explanation: Person,
Paddle, Water as part of the context in the image and knowledge graph of

Challenge: Object detection is usually performed from a
large portfolio of Artificial Neural Networks (ANNSs)
architectures trained on large amount of labelled data.
Explaining object detections is rather difficult due to the
high complexity of the most accurate ANNs.

Al Technology: Integration of Al related technologies
i.e., Machine Learning (Deep Learning / CNNs), and
knowledge graphs / linked open data.

XAl Technology: Knowledge graphs and Artificial
Neural Networks

THALES
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Th ad IeS X A I Explainable Artificial Intelligence - U [ E—

shapley
Q
How the app works ? A

Industry . g
Agnostic il -

Context

Explanation in Machine Learning systems has been identified to be
the one asset to have for large scale deployment of Artificial
Intelligence (Al) in critical systems

Explanations could be example-based (who is similar), features- O
based (what is driving decision), or even counterfactual (what-if
scenario) to potentially action on an Al system; they could be s T oeename
represented in many different ways e.g., textual, graphical, visual .

T8
Goal

(3 emamems @ seocavea oprsions

All representations serve different means, purpose and operators. We
designed the first-of-its-kind XAl platform for critical systems i.e., the
Thales Explainable Al Platform which aims at serving explanations P T —
through various forms B B

Approach: Model-Agnostic e

[Al:ML] Grad-Cam, Shapley, Counter-factual, Knowledge graph

T H FAN L E S Video: https:



https://drive.google.com/file/d/1zoKidieGH5zaahOn8ekXXBo74BEeZvc-/view

Debugging Artificial Neural Networks — Industry Agnostic
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Challenge: Designing Artificial Neural Network
architectures requires lots of experimentation
(i.e., training phases) and parameters tuning
(optimization strategy, learning rate, number of
layers...) to reach optimal and robust machine
learning models.

Al Technology: Artificial Neural Network

XAl Technology: Artificial Neural Network, 3D
Modeling and Simulation Platform For Al

Video: https://drive.google.com/file/d/1ZTwndNzC9bN9ouP9cjjuXcyzZ30YlcgU/view

Zetane.com


https://drive.google.com/file/d/1ZTwndNzC9bN9ouP9cjjuXcyzZ3OYIcgU/view

Obstacle Identification Certification (Trust) — Transportation

THALES

Challenge: Public transportation is getting more and more
self-driving vehicles. Even if trains are getting more and more
autonomous, the human stays in the loop for critical decision,
for instance in case of obstacles. In case of obstacles trains
are required to provide recommendation of action i.e., go on
or go back to station. In such a case the human is required to
validate the recommendation through an explanation exposed
by the train or machine.

Al Technology: Integration of Al related technologies i.e.,
Machine Learning (Deep Learning / CNNs), and semantic
segmentation.

XAl Technology: Deep learning and Epistemic uncertainty




Explaining Flight Performance — Transportation

Challenge: Predicting and explaining
aircraft engine performance

Al Technology: Artificial Neural Networks

T H /0\ L E S XAl Technology: Shapely Values




Explainable On-Time Performance — Transportation

KLM / Transavia Flight Delay Prediction

PLANE INFO ARRIVAL TURNAROUND DEPARTURE

Status / Aircraft Flight ETA  Status Delay Code Gate Slot Progress Milestones Flight ETA  Status Delay Code
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Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, lan Horrocks, Huajun Chen: Knowledge-Based Transfer
Learning Explanation. KR 2018: 349-358

Nicholas McCarthy, Mohammad Karzand, Freddy Lecue: Amsterdam to Dublin Eventually Delayed?
LSTM and Transfer Learning for Predicting Delays of Low Cost Airlines: AAAI 2019

Challenge: Globally 323,454 flights are delayed every year.
Airline-caused delays totaled 20.2 million minutes last year,
generating huge cost for the company. Existing in-house
technique reaches 53% accuracy for predicting flight delay,
does not provide any time estimation (in minutes as opposed
to True/False) and is unable to capture the underlying
reasons (explanation).

Al Technology: Integration of Al related technologies i.e.,
Machine Learning (Deep Learning / Recurrent neural
Network), Reasoning (through semantics-augmented case-
based reasoning) and Natural Language Processing for
building a robust model which can (1) predict flight delays in
minutes, (2) explain delays by comparing with historical
cases.

XAl Technology: Knowledge graph embedded Sequence
Learning using LSTMs

INNOVATION ARCHITECTURE:

ACCENTU
LABS

THALES



Explainable Risk Management — Finance

Portfolio 1 Portfolio Overview Joha Smith

All Contracts (123) Contract Lifecycle
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Jiewen Wu, Freddy Lécué, Christophe Guéret, Jer Hayes, Sara van de Moosdijk, Gemma
Gallagher, Peter McCanney, Eugene Eichelberger: Personalizing Actions in Context for Risk
Management Using Semantic Web Technologies. International Semantic Web Conference (2)
2017:367-383

Alvaro H. C. Correia, Freddy Lécué: Human-in-the-Loop Feature Selection. AAAI 2019: 2438-2445

INNOVATION ARCHITECTURE:

ACCENTU
LABS

Challenge: Accenture is managing every year more than
80,000 opportunities and 35,000 contracts with an expected
revenue of $34.1 billion. Revenue expectation does not
meet estimation due to the complexity and risks of critical
contracts. This is, in part, due to the (1) large volume of
projects to assess and control, and (2) the existing non-
systematic assessment process.

Al Technology: Integration of Al technologies i.e., Machine
Learning, Reasoning, Natural Language Processing for
building a robust model which can (1) predict revenue loss,
(2) recommend corrective actions, and (3) explain why such
actions might have a positive impact.

XAl Technology: Knowledge graph embedded Random
Forrest



Explainable Anomaly Detection — Finance (Compliance)

‘ AFS: Accenture intelligent Finance System
I § Expersas Overview of Austn va. ofwr Clies +
‘
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Cortes Pares

Easersen Pecge
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INNOVATION ARCHITECTURE:

ACCENTU
LABS
Data analysis
for spatial interpretation
of abnormalities:
abnormal expenses

—

Semantic explanation
(structured in classes:
fraud, events, seasonal)
of abnormalities

Detailed semantic
explanation (structured
in sub classes e.g.
categories for events)

Freddy Lécué, Jiewen Wu: Explaining and predicting abnormal
expenses at large scale using knowledge graph based
reasoning. J. Web Sem. 44: 89-103 (2017)

Challenge: Predicting and explaining abnormally employee expenses (as high accommodation price in 1000+ cities).

Al Technology: Various techniques have been matured over the last two decades to achieve excellent results. However most methods address the problem

from a statistic and pure data-centric angle, which in turn limit any interpretation. We elaborated a web application running live with real data from (i) travel and
expenses from Accenture, (ii) external data from third party such as Google Knowledge Graph, DBPedia (relational DataBase version of Wikipedia) and social

events from Eventful, for

explaining abnormalities.

XAl Technology: Knowledge graph embedded Ensemble Learning . Video: https://www.dropbox.com/s/sst232guOyeqy21/1UI-2017-Final.mp4?dI=0



https://www.dropbox.com/s/sst232gu0yeqy21/IUI-2017-Final.mp4?dl=0

Counterfactual Explanations for Credit Decisions — Finance

{'D Drag sliders to change constraints. RECOM MENDED CHANGES
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Rory Mc Grath, Luca Costabello, Chan Le Van, Paul Sweeney, Farbod Kamiab, Zhao Shen, Freddy Lécué: Interpretable Credit Application Predictions With
Counterfactual Explanations. FEAP-Al4fin workshop, NeurlPS, 2018.



Explanation of Medical Condition Relapse — Health

THALES Challenge: Explaining medical condition relapse in the
context of oncology.

Al Technology: Relational learning

XAl Technology: Knowledge graphs and Artificial
Neural Networks

Knowledge graph
parts explaining
— medical condition

relapse







Some Tutorials, Workshops, Challenges

Tutorial:

AAAI 2021 Explainable Al for Societal Event Predictions: Foundations, Methods, and Applications (#1) N =l i i j-21-
AAAI 2021 eXplainable Recommender Systems (#1) hitp: i ibz,jt/~

AAAI 2021 / NeurlPS 2020 Explaining Machine Learning Predictions: State-of-the-art, Challenges, and Opportunities (#2) - . inml- jal.qi jo/ + video: hitps://www.youtube ,com/watch?v=EbpU4p_Ohes
AAAI 2021 From Explainability to Model Quality and Back Again (#1)

AAAI 2021 Tutorial On Explainable Al: From Theory to Motivation, Industrial Applications and Coding Practices (#3) - hitps:/xaitutorial2019.qithub.jo/ https://xaitutorial2020.qithub.io/

IJCAI 2020 Tutorial on Logic-Enabled Verification and Explanation of ML Models (#1) - https://alexeyignatiev.github.io/ijcai20-tutorial/index.html

ICIP 2018 / EMBC 2019 Interpretable Deep Learning: Towards Understanding & Explaining Deep Neural Networks (#2) - http:/interpretable-ml.org/icip2018tutorial/ - hitp:/interpretable-ml.org/embc2019tutorial/
ICCV 2019 Tutorial on Interpretable Machine Learning for Computer Vision (#2) - hitps:/interpretablevision.github jo/

KDD 2019 Tutorial on Explainable Al in Industry (#1) - https://sites.google.com/view/kdd19-explainable-ai-tutorial

s
o
=
=
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=
[e]
Ee]

BlackboxNLP 2020: Analyzing and interpreting neural networks for NLP (#3): hitps:/blackboxnlp.github.jo/

IEEE VIS Workshop on Visualization for Al Explainability 2020 (#3) - https:/visxai.io/

ISWC 2020 Workshop on Semantic Explainability (#2) - hitp://www.semantic-explainability.com/

IJCAI 2020 Workshop on Explainable Artificial Intelligence (#4) - hitps:/sites.google com/view/xai2020/home 55 paper submitted in 2019

AAAI 2021 Workshop on Explainable Atrtificial Intelligence (#5 — follow-up of IJCAI serie)- hitps:/sites.google.com/view/xaiworkshop/

IJCAI 2019 Workshop on Optimisation and Explanation in Al (#1) - hitps://www.doc.jc.ac.uk/~kc2813/OXAl/

SIGIR 2020 Workshop on Explainable Recommendation and Search (#3) hitps:/ears2020.github.io

ICAPS 2020 Workshop on Explainable Planning (#3)- hitps:/kcl-planning.aithub.io/XAIP-Workshops/ICAPS 2019 23 papers submitted in 2019 hitps://icaps20subpaages.icaps-conference.ora/workshops/xaip/
KDD 2019 Workshop on Explainable Al for fairness, accountability, and transparency (#1) — https:/xai.kdd2019.a.intuit.com

ICCV 2019 Workshop on Interpreting and Explaining Visual Artificial Intelligence Models (#1) - hitp://xai.unist.ac.kr/workshop/2019/

NeurlPS 2019 Workshop on Challenges and Opportunities for Al in Financial Services: the Impact of Fairness, Explainability, Accuracy, and Privacy - https://sites.google.com/view/feap-ai4fin-2018/
CD-MAKE 2021 — Workshop on Explainable Al (#4) - hitps://cd-make.net/make-explainable-ai/

AAAI 2019 / CVPR 2019 Workshop on Network Interpretability for Deep Learning (#1 and #2) - hitp://networkinterpretability.org/ - https:/explainai.net/

IEEE FUZZ 2019 / Advances on eXplainable Atrtificial Intelligence (#2) - hitps:/sites.google.com/view/xai-fuzzieee2019

International Conference on NL Generation - Interactive Natural Language Technology for Explainable Artificial Intelligence (EU H2020 NL4XAI; #1) - hitps:/sites.google.com/view/nl4xai2019/

Conference

2021 ACM Conference on Fairness, Accountability, and Transparency (ACM FAccT) (#4) https:/facctconference.ora/

Challenge:

2018: FICO Explainable Machine Learning Challenge (#1) - hitps://community.fico.com/s/explainable-machine-learning-challenge


https://yue-ning.github.io/aaai-21-tutorial.html
http://www.inf.unibz.it/~rconfalonieri/aaai21/
http://explainml-tutorial.github.io/
https://www.youtube.com/watch?v=EbpU4p_0hes
https://xaitutorial2019.github.io/
https://xaitutorial2020.github.io/IJCAI
http://interpretable-ml.org/icip2018tutorial/
http://interpretable-ml.org/embc2019tutorial/
https://interpretablevision.github.io/
https://sites.google.com/view/kdd19-explainable-ai-tutorial
https://blackboxnlp.github.io/
https://visxai.io/
http://www.semantic-explainability.com/
https://sites.google.com/view/xai2020/home
https://sites.google.com/view/xaiworkshop/
https://www.doc.ic.ac.uk/~kc2813/OXAI/
https://ears2020.github.io/
https://kcl-planning.github.io/XAIP-Workshops/ICAPS_2019
https://icaps20subpages.icaps-conference.org/workshops/xaip/
https://xai.kdd2019.a.intuit.com/
http://xai.unist.ac.kr/workshop/2019/
https://sites.google.com/view/feap-ai4fin-2018/
https://cd-make.net/make-explainable-ai/
http://networkinterpretability.org/
https://explainai.net/
https://sites.google.com/view/xai-fuzzieee2019
https://sites.google.com/view/nl4xai2019/
https://facctconference.org/
https://community.fico.com/s/explainable-machine-learning-challenge

(Some) Software Resources

Facebook Fairseq: https://github.com/pytorch/fairseq (to capture attention weights per input token... and much more)

Saliency-based XAI: https://github.com/chihkuanyeh/saliency evaluation + https://github.com/pair-code/saliency/blob/master/Examples.ipynb (Vanilla Gradients, Guided Backpropogation, Integrated Gradients,
Occlusion)

XAl Empirical studies: https://paperswithcode.com/paper/how-can-i-explain-this-to-you-an-empirical

Facebook Captum - https://github.com/pytorch/captum

IBM-MIT shared-interest https://github.com/aboggust/shared-interest

Google-CMU Post-training Concept-based Explanation: https://github.com/chihkuanyeh/concept_exp

Google-Stanford Automatic Concept-based Explanations: https://github.com/amiratag/ACE

Google Testing with Concept Activation Vectors https://github.com/tensorflow/tcav

DeepExplain: perturbation and gradient-based attribution methods for Deep Neural Networks interpretability. github.com/marcoancona/DeepExplain

iNNvestigate: A toolbox to iNNvestigate neural networks' predictions. github.com/albermax/innvestigate

SHAP: SHapley Additive exPlanations. github.com/slundberg/shap

Microsoft Explainable Boosting Machines. https://github.com/Microsoft/interpret

GANDissect: Pytorch-based tools for visualizing and understanding the neurons of a GAN. https://github.com/CSAILVision/GANDissect

ELI5: A library for debugging/inspecting machine learning classifiers and explaining their predictions. github.com/TeamHG-Memex/eli5

Skater: Python Library for Model Interpretation/Explanations. github.com/datascienceinc/Skater

Yellowbrick: Visual analysis and diagnostic tools to facilitate machine learning model selection. github.com/DistrictDataLabs/yellowbrick

Lucid: A collection of infrastructure and tools for research in neural network interpretability. github.com/tensorflow/lucid

LIME: Agnostic Model Explainer. https://github.com/marcotcr/lime

Sklearn_explain: model individual score explanation for an already trained scikit-learn model. https://github.com/antoinecarme/sklearn_explain

Heatmapping: Prediction decomposition in terms of contributions of individual input variables

Deep Learning Investigator: Investigation of Saliency, Deconvnet, GuidedBackprop and more. https://github.com/albermax/innvestigate

Google PAIR What-if: Model comparison, counterfactual, individual similarity. https://pair-code.github.io/what-if-tool/

Google tf-explain: https://tf-explain.readthedocs.io/en/latest/

IBM Al Fairness: Set of fairness metrics for datasets and ML models, explanations for these metrics. https://github.com/IBM/aif360

Blackbox auditing: Auditing Black-box Models for Indirect Influence. https://github.com/algofairness/BlackBoxAuditing

Model describer: Basic statiscal metrics for explanation (visualisation for error, sensitivity). https://github.com/DataScienceSqguad/model-describer

AXA Interpretability and Robustness: https://axa-rev-research.github.io/ (more on research resources — not much about tools)



https://github.com/pytorch/fairseq
https://github.com/chihkuanyeh/saliency_evaluation
https://github.com/pair-code/saliency/blob/master/Examples.ipynb
https://paperswithcode.com/paper/how-can-i-explain-this-to-you-an-empirical
https://github.com/pytorch/captum
https://github.com/aboggust/shared-interest
https://github.com/chihkuanyeh/concept_exp
https://github.com/amiratag/ACE
https://github.com/tensorflow/tcav
http://github.com/marcoancona/DeepExplain
https://github.com/albermax/innvestigate
https://github.com/slundberg/shap
https://github.com/Microsoft/interpret.
https://github.com/CSAILVision/GANDissect
https://github.com/TeamHG-Memex/eli5
https://github.com/datascienceinc/Skater
https://github.com/DistrictDataLabs/yellowbrick
https://github.com/tensorflow/lucid
https://github.com/marcotcr/lime
https://github.com/antoinecarme/sklearn_explain
https://github.com/albermax/innvestigate
https://pair-code.github.io/what-if-tool/
https://tf-explain.readthedocs.io/en/latest/
https://github.com/IBM/aif360
https://github.com/algofairness/BlackBoxAuditing
https://github.com/DataScienceSquad/model-describer
https://axa-rev-research.github.io/

(Some) Initiatives: XAl in USA
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TA1: Explainable Learners
> Explainable learning systems that include both an explainable model and an explanation interface
TA2: Psychological Model of Explanation

> Psychological theories of explanation and develop a computational model of explanation from those theories



(Some) Initiatives: XAl in Canada

® DEEL (Dependable Explainable Learning) Project 2019-2024
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(Some) Initiatives: XAl in EU
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Why do we need XAl by the way?

o To empower individual against undesired effects of automated decision making
e To reveal and protect new vulnerabilities
o To implement the “right of explanation”

e To improve industrial standards for developing Al-powered products, increasing
the trust of companies and consumers

o To help people make better decisions

e To align algorithms with human values

e To preserve (and expand) human autonomy
e To scale and industrialize Al



Conclusion

Explainable Al is motivated by real-world applications in Al — Needs of Actionable XAl

Not a new problem — a reformulation of past research challenges in Al

Multi-disciplinary: multiple Al fields, HCI, social sciences <- Role of Semantics
In Al (in general): many interesting / complementary approaches
Many industrial applications already — crucial for Al adoption in critical systems

Need “Explainability by Design” when building Al products



Open Research Questions

e There is no agreement on what an explanation is
e There is not a formalism for explanations

e There is no work that seriously addresses the problem of
quantifying the grade of comprehensibility of an explanation for
humans

e Isit possible to join local explanations to build a globally
interpretable model?

e What happens when black box make decision in presence of latent
features?

e What if there is a cost for querying a black box?
e How to balance between explanations & model secrecy?




Future Challenges

o Creating awareness! Success stories!

o Foster multi-disciplinary collaborations in XAl research.
e Help shaping industry standards, legislation.

e More work on transparent design.

¢ Investigate symbolic and sub-symbolic reasoning.

o XAl as a methodology for debugging ML systems

e Evaluation:
o We need benchmark - Shall we start a task force?
o We need an XAl challenge - Anyone interested?

o Rigorous, agreed upon, human-based evaluation protocols



Thanks! Questions?
e Feedback most welcome :-)

o freddy.lecue@inria.fr (@freddylecue)

e Slides: https://tinyurl.com/9ahdbtm4

e Extended version (youtube link): https://www.youtube.com/watch?v=uFF1Ul10M88

e To try Thales XAl Platform, please send an email to freddy.lecue@thalesgroup.com
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