
Explainable Machine Learning: 
Mind the Users and their Knowledge

Freddy Lécué
Inria, France

CortAIx@Thales, Canada
@freddylecue

Intelligent Systems Conference (IntelliSys) 2020 

September 4th, 2020
Amsterdam, The Netherlands

Freddy Lecue. On the Role of Knowledge Graphs in Explainable AI. Semantic Web Journal (2020) h"p://www.seman-c-web-journal.net/content/role-knowledge-graphs-explainable-ai

http://www.semantic-web-journal.net/content/role-knowledge-graphs-explainable-ai


Scope



AI Adop'on: Requirements
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Explana9on in AI
Explana'on in AI aims to create a suite of techniques that produce more explainable models, 
while maintaining a high level of searching, learning, planning, reasoning performance: 
op'miza'on, accuracy, precision; and enable human users to understand, appropriately trust, 
and effec'vely manage the emerging genera'on of AI systems .



Motivation



Business to Customer



Cri.cal Systems







Markets We Serve (Cri'cal Systems)

Trusted Partner For A Safer World

Space Defence SecurityAerospace Ground Transporta5on



But not Only 
Cri.cal Systems



COMPAS recidivism black bias 



XAI in a 
Nutshell



Source: h*ps://www.cc.gatech.edu/~alanwags/DLAI2016/(Gunning)%20IJCAI-16%20DLAI%20WS.pdf

This is an 
obstacle on 

rail train 

Obstacle on 
rail train

• Obstruc1on
covering full 
width

XAI in a Nutshell

https://www.cc.gatech.edu/~alanwags/DLAI2016/(Gunning)%20IJCAI-16%20DLAI%20WS.pdf


- Humans may have follow-up quesNons
- ExplanaNons cannot answer all users’ concerns

Weld, D., and Gagan Bansal. "The challenge of cra@ing
intelligible intelligence." CommunicaCons of ACM (2018).

An Example of an end-to-end XAI System



How to Explain? Accuracy vs. Explanability
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InterpretabilityLearning

• Challenges:
• Supervised 
• Unsupervised learning

• Approach:
• Representa5on Learning
• Stochas5c selec5on

• Output:

• Correla'on
• No causa'on



XAI Objective
Supporting 

Industrialization of AI 
at Scale



Explainability by Design for AI Products

KDD 2019 Tutorial on Explainable AI in Industry - 5hQps://sites.google.com/view/kdd19-explainable-ai-tutorial



On Role of Data
In XAI



Interpretable Data for Interpretable Models

TextTabular

Images



What about the
Evaluation?



XAI: One Objec've, Many Metrics

Comprehensibility

How much effort 
for correct human 

interpreta2on?

Succinctness

How concise and 
compact is the 
explana2on? 

Ac3onability

What can one 
ac2on, do with the 

explana2on?

Reusability

Could the 
explana2on be  
personalized? 

Accuracy

How accurate and 
precise is the 
explana2on?

Completeness

Is the explana2on 
complete, par2al, 

restricted? 

Source: Accenture Point of View. Understanding Machines: Explainable AI. Freddy Lecue, Dadong Wan



XAI in AI



Uncertainty as an 
alternaNve to 
explanaNon

Which complex features are 
responsible of classificaNon?

Which acNons are 
responsible of a plan?

Which enNty is responsible for 
classificaNon?

Which combinaNon of 
features is opNmal?

Which constraints can be relaxed?

Which features are responsible of 
classification?

Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 
Theory

MAS

Surrogate 
Model

Dependency
Plot

Feature
Importance

Shapely 
Values

Uncertainty Map

Saliency Map

Conflicts 
ResoluCon

Abduction

Diagnosis

Plan Refinement

Strategy 
SummarizaCon

Machine Learning based

NarraCve-based

RoboJcs

• Which axiom is responsible of  
inference (e.g., classificaNon)?

• AbducNon/DiagnosNc: Find the right
root causes (abducNon)?

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

ArJficial 
Intelligence

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversaNonal flow?

Which decisions, combinaNon of 
mulNmodal decisions  lead to an  acNon?

UAI

XAI: One Objec,ve, Many ‘AI’s, Many Defini,ons, Many Approaches



On the Role of Knowledge 
Graphs in Explainable AI

A Machine Learning 
Perspec>ve

On the Role of Knowledge Graph in Explainable AI - Semantic Web Journal - hQp://www.semanCc-web-
journal.net/content/role-knowledge-graphs-explainable-ai

http://www.semantic-web-journal.net/content/role-knowledge-graphs-explainable-ai
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Knowledge Graph (1)



hQps://stats.stackexchange.com/quesCons/230581/decision
-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (1)

AugmenNng (input) features 
with more semanNcs such as 

knowledge graph embeddings / 
enNNes

https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret


hQps://stats.stackexchange.com/quesCons/230581/decision
-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (2)

AugmenNng machine learning 
models with more semanNcs 

such as knowledge graphs 
enNNes

https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret


Training Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level 
features to 
high-level 
features

Knowledge Graph in Machine Learning (3)

Augmenting (intermediate) 
features with more semantics 

such as knowledge graph 
embeddings / entities



Training Data

Input
(unlabeled 

image)

Neurons respond 
to simple shapes

Neurons respond to 
more complex 

structures

Neurons respond to 
highly complex, 

abstract concepts

1st Layer

2nd Layer

nth Layer

Low-level 
features to 
high-level 
features

Knowledge Graph in Machine Learning (4)

AugmenNng (input, 
intermediate) features – output 

relaNonship with more 
semanNcs to capture causal 

relaNonship



Knowledge Graph in Machine Learning (5)

Descrip(on 1: This is an orange train accident

Descrip(on 2: This is an train accident between two speed 
merchant trains of characteris(cs X43-B and Y33-C in a dry 
environment

Descrip(on 3: This is a public transporta(on accident

Augmenting models with 
semantics to support 

personalized explanation



On One 
Industrial 

Applica.on in 
Thales



State of the Art 
Machine Learning
Applied to Cri>cal 

Systems



Object (Obstacle) 
Detec>on Task



Lumbermill - .59

Object (Obstacle) 
Detec>on Task State-
of-the-art ML Result



Lumbermill - .59

Object (Obstacle) 
Detec>on Task State-
of-the-art ML Result

Boulder - .09

Railway - .11



State of the Art 
XAI 

Applied to Cri>cal 
Systems



Lumbermill - .59

Object (Obstacle) 
Detec>on Task 

State-of-the-art XAI
Result



Unfortunately, this is of 
NO use for a human 
behind the system



Let’s stay back

Why this Explana.on? 
(meta explana.on)



Object (Obstacle) 
Detec>on Task State-

of-the-art Result

Lumbermill - .59

AZer Human Reasoning…



Lumbermill - .59

What is missing?



Lumbermill - .59

Boulder - .09

Railway - .11

Context 
maSers



XAI Thales
Platform

• Higher accuracy with no intensive fine-tuning
• Human interpretable explanation
• Running on the edge at inference time



• Hardware: High performance, scalable, generic (to different 
FGPA family) & portable CNN dedicated programmable
processor implemented on an FPGA for real-.me embedded 
inference

• SoAware: Knowledge graph extension of object detec(on

Transi.oning

This is an Obstacle: Boulder obstruc(ng the train: 
XG142-R on Rail_Track from City: Cannes to City: 
Marseille at Loca.on: Tunnel VIX due to Landslide



Tunnel - .74

Boulder - .81

Railway - .90

Rail 
Track Boulder

Trainopera(ng
on

Obstacle

Tunnel

obstruc(ng

Landslide



Conclusion



Conclusion

• Explainable AI is moNvated by real-world applica3ons in AI

• Not a new problem – a reformulaNon of past research challenges in AI

• Knowledge graphs should be foundaNonal for XAI

• But they are facing challenges related to their integraNon (data mapping)

•Many industrial applica/ons already – crucial for AI 
adop/on in cri/cal systems



Why do we Need Knowledge Graphs to Achieve XAI?

Lumbermill - .59

Because this is 
not an explana0on 
from an intelligent 

system

This is even not 
interpretable, and 

then not ac0onable



• [Data] Machine learning experts do not buy the data – knowledge 
mapping
• [Explana>on] There is no agreement on what an explana/on is
• [Explana>on] There is not a formalism for explana/ons (neither 

model nor output)
• [Model] There is very limited work in machine learning modules 

composability – and none from a seman/cs perspec/ve
• [Model] There is no work on describing and represen/ng models
• [Model] What are disentangled representa5ons and how can its 

factors be quan>fied and detected?
• [Human-in-the-loop] There is no work that seriously addresses the 

problem of quan/fying the grade of comprehensibility of an 
explana>on for humans

Open Research Ques@ons for the Seman@c Web / Knowledge Graph Community


