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Scope



Trustable
AI

Valid
AI

Responsible
AI

Privacy-
preserving 

AI

Explainable 
AI

• Human
Interpretable AI

• Machine 
Interpretable AI

What is 
the 

rational?

AI Adoption: Requirements



Introduction and Motivation
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Part I



Explanation - From a Business Perspective
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Business to Customer AI



Critical Systems (1)



Critical Systems (2)



… and even More

https://www.cbsnews.com/news/apple-credit-card-
goldman-sachs-disputes-claims-that-apple-card-is-sexist/

Joy Buolamwini, Timnit Gebru: Gender Shades: Intersectional Accuracy 
Disparities in Commercial Gender Classification. FAT 2018: 77-91

https://www.theverge.com/21298762/face-depixelizer-
ai-machine-learning-tool-pulse-stylegan-obama-bias

https://techcrunch.com/2020/10/0
2/twitter-may-let-users-choose-

how-to-crop-image-previews-after-
bias-scrutiny/



Explanation - In a Nutshell
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Internal Audit, Regulators

IT & Operations

Data Scientists

Business Owner

Can I trust our AI 
decisions? 

Are these AI system 
decisions fair?

Customer Support

How do I answer this 
customer complaint?

How do I monitor and 
debug this model?

Is this the best model 
that can be built?

Black-box 
AI

Why I am getting this 
decision?

How can I get a better 
decision?

Poor Decision

AI as a Black-box: Source of Confusion and Doubt

Credit: Lecue et al., Tutorial on XAI. AAAI 2020. https://xaitutorial2020.github.io/



Comprehensibility

How much effort 
for correct human 

interpretation?

Succinctness

How concise and 
compact is the 
explanation? 

Actionability

What can one 
action, do with 

the explanation?

Reusability

Could the 
explanation be  
personalized? 

Accuracy

How accurate and 
precise is the 
explanation?

Completeness

Is the explanation 
complete, partial, 

restricted? 

Source: Accenture Point of View. Understanding Machines: Explainable AI. Freddy Lecue, Dadong Wan

Evaluation - XAI: One Objective, Many Metrics



Explanation in AI (Focus Deep Neural Networks)

13

Part II



Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 

Theory

MAS

Robotics

Artificial 
Intelligence

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 

Theory

MAS

Robotics

Artificial 
Intelligence

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Uncertainty as an 
alternative to 
explanation

Which complex features are 
responsible of classification?

Which actions are 
responsible of a plan?

Which entity is responsible for 
classification?

Which combination of 
features is optimal?

Which constraints can be relaxed?

Which features are responsible of 
classification?

Machine 
Learning

Computer
Vision

Search

Planning

KRR

NLP
Game 

Theory

MAS

Surrogate 
Model

Dependency
Plot

Feature
Importance

Shapely 
Values

Uncertainty Map

Saliency Map

Conflicts 
Resolution

Abduction

Diagnosis

Plan Refinement

Strategy 
Summarization

Machine Learning based

Narrative-based

Robotics

• Which axiom is responsible of  
inference (e.g., classification)?

• Abduction/Diagnostic: Find the right
root causes (abduction)?

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Artificial 
Intelligence

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversational flow?

Which decisions, combination of 
multimodal decisions  lead to an  action?

UAI

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches



Which complex features are 
responsible of classification?

Which entity is responsible for 
classification?

Which features are responsible of 
classification?

Machine 
Learning

Computer
Vision

KRR

NLP

MAS

Surrogate 
Model

Dependency
Plot

Feature
Importance

Uncertainty Map

Saliency Map
Strategy 

Summarization

Machine Learning based

Narrative-based

Robotics

How to summarize the 
reasons (motivation, 

justification, understanding) 
for an AI system behavior, 
and explain the causes of 

their decisions?

Artificial 
Intelligence

• Which agent strategy & plan ?
• Which player contributes most?
• Why such a conversational flow?

Which decisions, combination of 
multimodal decisions  lead to an  action?

XAI: One Objective, Many ‘AI’s, Many Definitions, Many Approaches
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Part III
XAI: 

The Good,

The Bad, and

The Ugly



- Systems do handle humans follow-up questions
- Human – Machine interactions ARE at FOUNDATIONAL
- Examples / prototypes DO help
- Explanations DO NOT answer all users’ concerns in one shot

- Many different stakeholders

- Many different objectives

- Many different experiise Weld, D., and Gagan Bansal. "The challenge of crafting intelligible intelligence." Communications of ACM (2018).

The Good: Multimodal End-to-End XAI System

The Good
• [Interaction] Human are in the loop (What-if / counterfactual)

• [Construction] Iterative explanation search

• [Validation] Operator as opposed to developer driven

• [Knowledge] Domain knowledge is required



The (not so) Bad: Network Dissection | Neurons Composition

The (not so) Bad
• [Interaction] No human interaction

• [Construction] Concept-firing

• [Validation] Qualitative and 
quantitative (wrt IoU)

• [Knowledge] Implicitly

Jesse Mu, Jacob Andreas: Compositional Explanations of Neurons. NeurIPS 2020

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, Antonio 
Torralba: Network Dissection: Quantifying Interpretability 
of Deep Visual Representations. CVPR 2017: 3319-3327



The Bad: Feature Visualization
The Bad

• [Interaction] No human interaction

• [Construction] Neuron activation | Content-based

• [Validation] Qualitative | ML Developer focus

• [Knowledge] Implicitly

https://microscope.openai.com/models

https://distill.pub/2020/circuits/zoom-in/

CLIP 
Resent 50

Layer 4

Unit 55

Unit 118
Resnet 50 v2

Block4/unit_3/add

Unit 546

Unit 562

https://microscope.openai.com/models
https://distill.pub/2020/circuits/zoom-in/


The Ugly: Saliency Maps | Super-Pixels

The Ugly
• [Interaction] No human interaction

• [Construction] Purely architecture / gradient based

• [Validation] Qualitative | Highly subjective 

• [Knowledge] None is required

Julius Adebayo, Justin 
Gilmer, Michael Muelly, Ian 
J. Goodfellow, Moritz Hardt, 
Been Kim: Sanity Checks for 
Saliency Maps. NeurIPS
2018: 9525-9536https://captum.ai/

https://captum.ai/


On Interpretating Visual Question 
Answering Results with Graphs
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Part IV



What is Visual Question Answering (VQA)?

The objective of a VQA model combines visual and textual features in 
order to answer questions grounded in an image.



State of the Art in Visual Question Answering

Most approaches combine Convolutional Neural Networks (CNN) 
with Recurrent Neural Networks (RNN) to learn a mapping directly 

from input images (vision) and questions to answers (language)



Major breakthrough in VQA (models and real-image dataset)



But they have limitations:

• Answers are required to be in the image
• Knowledge is limited

Therefore some questions cannot be correctly 
answered as some level of (basic) reasoning is 

required.



State of the Art in Visual Question Answering + Graph

Most approaches aims at extending VQA Neural 
Network architectures with knowledge graphs in 

different ways

Search-based (MAVEx)
https://arxiv.org/pdf/2103.12248.pdf https://arxiv.org/pdf/2012.11014.pdf

Graph-Embedding-based (KRISP)
https://aclanthology.org/2020.findings-emnlp.44/

Graph-Fusion-based (ConceptBERT)



Major breakthrough in OKVQA (models and real-image dataset)

OKVQA1, 1.1

2020

ConceptBERT (EMNLP)
KRISP
MAVEx



But they ALSO have limitations:

• No explanation

Therefore no insight on how the solutions 
have any semantic relations to the questions 

and image



eXplainable Visual Question Answering using Knowledge Graphs (1)

• How to retrieve explanations of a 
VQA model during inference?

• How to expose articulated 
knowledge (i.e., composition of 
knowledge graph triples) to 
explain how an answer is related 
to the question, objects of the 
images and concepts?

Core Question:



eXplainable Visual Question Answering using Knowledge Graphs (2)

Fact Retrieval Module

We perform text retrieval on facts from ConceptNet to 
collect relevant OK related to each question-image pair

1) Bi-Encoder Phrase Ranking to compute query agnostic 
fact phrase embeddings

2) Refined Cross-Encoder Phrase Ranking for each model

VQA Module

A parallel stream architecture with a vision language module 
along with a BERT-base textual question answering module

1) Capturing image and text data into dense semantically-
rich representations, 

2) Aligning these representations from different 
modalities,

3) Enriching them with outside knowledge

Approach



eXplainable Visual Question Answering using Knowledge Graphs (3)
Quantitative Results



eXplainable Visual Question Answering using Knowledge Graphs (4)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (5)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (6)
Qualitative Results



eXplainable Visual Question Answering using Knowledge Graphs (7)
Lessons Learnt

• Retrieving explanations of a VQA model during inference is a complex task

• Exposing articulated knowledge (i.e., composition of knowledge graph 
triples) to explain how an answer is related to the question, objects of the 
images and concepts is highly depending on relevant retrieved knowledge

• High potential for improvement



Conclusion

66

Part V



The Good: Multimodal 
End-to-End XAI System

The (not so) Bad: 
Network Dissection

Neurons Composition

The Bad: 
Feature Visualization

The Ugly: 
Saliency Maps
Super-Pixels

Knowledge Graph as
Semantic Glue for 
XAI in Deep Neural 

Networks



Thanks! Questions?

● Feedback most welcome :-)

○ freddy.lecue@inria.fr (@freddylecue)

○ freddy.lecue@thalesgroup.com

● Slides: https://tinyurl.com/y4wc2xj9
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