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Introduction and Motivation



Explanation - From a Business Perspective



Business to Customer Al
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... and even More

Gender Darker Darker Lighter Lighter Largest

Classifier Male Female Male Female Gap

=. Microsoft 94.0% 79.2% 100% 98.3% 20.8%
LI | L |

Y FacE™ 99.3% 65.5% 99.2% 94.0% 33.8%
e [ G ee—— I

88.0% 65.3% 99.7% 92.9% 34.4%
I I

Joy Buolamwini, Timnit Gebru: Gender Shades: Intersectional Accuracy
Disparities in Commercial Gender Classification. FAT 2018: 77-91

Colin, but at home. @colinmadland - Sep 18, 2020
any guesses?

Q 60 19K QO 7.2 &

Colin, but at home. @colinmadland - Sep 18, 2020

Q 29 11 659 Q sk &

Colin, but at home. @colinmadland - Sep 18, 2020

Turns out @zoom_us has a crappy face-detection algorithm that
erases black faces...and determines that a nice pale globe in the
background must be a better face than what should be obvious.

QO 98 1 43K Q 211K &

Colin, but at home. @colinmadland - Sep 18, 2020
Images were taken and shared with permission.

Q4 1 174 Q ek o

Colin, but at home. @colinmadland - Sep 18, 2020

Geez...any guesses why @Twitter defaulted to show only the right

side of the picture on mobile?

vy
o)

O 83 0 2K Q 19.2k &

https://techcrunch.com/2020/10/0
2/twitter-may-let-users-choose-
how-to-crop-image-previews-after-
bias-scrutiny/

"APPLE CARD [

Accused of using
sexist algorithms

https://www.cbsnews.com/news/apple-credit-card-
goldman-sachs-disputes-claims-that-apple-card-is-sexist/
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https://www.theverge.com/21298762/face-depixelizer-
ai-machine-learning-tool-pulse-stylegan-obama-bias
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Al as a Black-box: Source of Confusion and Doubt

. Can I trust our Al
' decisions?

Why | am getting this - How do  answer this
tainnd :
decision? . customer complaint?
> < < Blaceh .. How do I monitor and
ack-box : ;

< Poor Decision [N  debug this model?  :

l\ ..........................................
How can | get a better 2. Is this the best model

decision? . that can be built?

. Are these Al system
" decisions fair?

Credit: Lecue et al., Tutorial on XAl. AAAI 2020. https://xaitutorial2020.github.io/



Evaluation - XAl: One Obijective, Many Metrics

Comprehensibility Succinctness Actionability Reusability Accuracy Completeness

How much effort How concise and What can one Could the How accurate and Is the explanation
for correct human compact is the action, do with explanation be precise is the complete, partial,
interpretation? explanation? the explanation? personalized? explanation? restricted?

Source: Accenture Point of View. Understanding Machines: Explainable Al. Freddy Lecue, Dadong Wan
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Explanation in Al (Focus Deep Neural Networks)

13



XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches

Artificial
Intelligence

Game
Theory




XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches




XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches
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XAl: One Objective, Many ‘Al’'s, Many Definitions, Many Approaches

Saliency Map

Strategy

Dependency Feature Surrogate Summarization

Plot Importance Model Artificial

Intelligence

[ | D o 3 =
b s * T SR E B 2 e

Uncertainty Map

Machine Learning based

N
|

*ae?

Narrative-based



Part Il

The Good,
The Bad, and
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The Good: Multimodal End-to-End XAl System

0 H: Why? H: (Hmm. Seems like it might H: What happens if the
{ C: See below: be just recognizing anemone background
- texture!) Which training anemones are f
examples are most influential removed? E.g., Q
to the prediction?
l C: These ones:
ML Classifier C: I still predict
‘ Green regions argue FISH because
for FISH, while RED of these ereen
C: I predict FISH pushes towards DOG. |

superpixels:

There’s more green.

- Systems do handle humans follow-up questions

- Human — Machine interactions ARE at FOUNDATIONAL The Good
[Interaction] Human are in the loop (What-if / counterfactual)

- Examples / prototypes DO help

- Explanations DO NOT answer all users’ concerns in one shot [Construction] lterative explanation search

- Many different stakeholders [Validation] Operator as opposed to developer driven

[Knowledge] Domain knowledge is required

- Many different objectives

- Many different experiise Weld, D., and Gagan Bansal. "The challenge of crafting intelligible intelligence." Communications of ACM (2018).



The (not so) Bad:

. ResNet18
The (not so) Bad (yater OR river) oot
. . . ResNet50
® [Interaction] No human interaction DenseNet161
0.38
® [Construction] Concept-firing onorest-broad N\ swimming
forest-needle hole

® [Validation] Qualitative and
quantitative (wrt loU)

@—>9

creek OR waterfall
OR desert-sand
0.27

® [Knowledge] Implicitly

pool table OR machine ResNet18
OR bank vault AlexNet
ResNet50
. DenseNet161
Train 0.3
B Aifp|ane martial arts gym clean

res5c unit 1243 OR ice OR fountain room

e 2P

res5c unit 1379

° ‘*‘
I |

inception_4e unit 92

batters box OR
martial arts gym OR
clean_room

David Bau, Bolei Zhou, Aditya Khosla, Aude Oliva, Antonio
Torralba: Network Dissection: Quantifying Interpretability
of Deep Visual Representations. CVPR 2017: 3319-3327

swimming hole grotto fire escape OR ResNet18 street
swimming hole grotto bridge OR staircase AlexNet street
swimming hole grotto ResNet50 street

swimming hole hot spring DenseNet161 street
i ~ 9'57 ) g

fire
escape

house OR porch
OR townhouse

corr%dor clean room aqueduct OR viaduct ResNet18 forest path
corridor alcove OR cloister-indoor AlexNet forest path
corridor igloo ResNet50 forest path
corridor corridor DenseNet161 forest path

bridge OR viaduct
OR aqueduct

0.46

washer OR
laundromat
OR viaduct

Jesse Mu, Jacob Andreas: Compositional Explanations of Neurons. NeurlPS 2020

Network Dissection | Neurons Composition

fire escape
street
cradle
fire escape

viaduct
viaduct
viaduct
laundromat




The Bad: Feature Visualization

The Bad

[Interaction] No human interaction

[Construction] Neuron activation | Content-based

[Validation] Qualitative | ML Developer focus

[Knowledge] Implicitly

Windows (4b:237)
excite the car detector
at the top and inhibit
at the bottom.

Car Body (4b:491)
excites the car
detector, especially at
the bottom.

https://distill.pub/2020/circuits/zoom-in/

® positive (excitation)
® negative (inhibition)

Yo 2 iy

Wheels (4b:373) excite ’
the car detector at the A car detector (4c:447)
bottom and inhibit at is assembled from
the top. earlier units.
CLIP https://mi i /model
s://microscope.openai.com/models
Resent 50 e —
Layer 4
Resnet 50 v2
. Block4/unit
Unit 118 ock4/unit_3/add
Unit 546
Unit 55

Unit 562



https://microscope.openai.com/models
https://distill.pub/2020/circuits/zoom-in/

The Ugly: Saliency Maps | Super-Plers

<
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label: baseball
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label: broom &
pred: broom 3

label: abaya |
pred: cloak [
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Attribute model output (or internal neurons) to input
features

Attribute model output to the layers of the model

SHAP Methods l Integrated Gradients

SHAP Methods

GradientSHAP

Saliency Occlusion
Shapely Value Sampling

DeepLiftSHAP

LayerGradientSHAP

Internalinfluence

GradCam

LayerDeepLiftSHAP

LayerActivation

DeepLift FeatureAblation /
FeaturePermutation
Input * Gradient
GuidedBackprop /
Deconvolution

GuidedGradCam

LayerDeepLift

LayerGradientXActivation

LayerFeatureAblation

LayerConductance

LayerIntegratedGradients

https://captum.ai

NoiseTunnel (Smoothgrad, Vargrad, Smoothgrad Square)
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logit: 9.90
prob: 0.18

-| logit: 20.36
prob: 0.98

logit: 12.75
prob: 0.34

logit: 15.65
prob: 0.71

logit: 11.07
prob: 0.33

logit: 12.39
prob: 0.39

The Ugly
® [Interaction] No human interaction
® [Construction] Purely architecture / gradient based

® [Validation] Qualitative | Highly subjective

® [Knowledge] None is required

Julius Adebayo, Justin
Gilmer, Michael Muelly, lan
J. Goodfellow, Moritz Hardt,
Been Kim: Sanity Checks for
Saliency Maps. NeurlPS
2018: 9525-9536


https://captum.ai/
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On Boosting Neural Networks Interpretation with Graphs
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How Does
it
Work
in Practice?



State of the Art
Machine Learning
Applied to Critical

Systems
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State of the Art
XAl

Applied to Critical
Systems
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Unfortunately, this is of
NO use for a human
behind the system



Let’s stay back

Why this Explanation?
(meta explanation)



After Human Reasoning...

Lumbermill - .59

&m ® Browse using v

dbo:wikiPagelD
dbo:wikiPageRevisionlD

det:subject

http://purl.org/linguistics/gold/hypernym

rdf:type

rdfs:comment

rdfs:label

owl:sameAs

b Formats ~ (% Faceted Browser (4 Spargl Endpoint

352327 (xsd:integer)
734430894 (xsd:integer)

dbc:Sawmills

dbc:Saws
dbc:Ancient_Roman_technology
dbc:Timber_preparation

dbe:Timber_industry
dbr:Facility

owl:Thing
dbo:ArchitecturalStructure

A sawmill or lumber mill is a facility where logs are cut into lumber. Prior to the invention of the sawmill, boards were rived (split) and
planed, or more often sawn by two men with a whipsaw, one above and another in a saw pit below. The earliest known mechanical
mill is the Hierapolis sawmill, a Roman water-powered stone mill at Hierapolis, Asia Minor dating back to the 3rd century AD. Other
water-powered mills followed and by the 11th century they were widespread in Spain and North Africa, the Middle East and Central
Asia, and in the next few centuries, spread across Europe. The circular motion of the wheel was converted to a reciprocating motion
at the saw blade. Generally, only the saw was powered, and the logs had to be loaded and moved by hand. An early improvement
was the developm (en)

Sawmill (en)

wikidata:Sawmill
dbpedia-cs:Sawmill
dbpedia-de:Sawmill

dbpedia-es:Sawmill



What is missing?




2 m ®Browseusing ~ [ Formats + (4 Faceted Browser (£ Spargl Endpoint

About: Boulder

An Entity of Type : place, from Named Graph : http://dbpedia.org, within Data Space : dbpedia.org

n geology, a boulder is a rock fragment with size greater than 25.6 centimetres (10.1 in) in diameter. Smaller pieces are called
cobbles and pebbles, depending on tneir "grain size". While a boulder may be small enough to move or roll manually, others are
extremely massive. In common usage, a boulder is too le . aller b s are usually just called rocks
The word b or is short for er stone, from Middle English bulde sdish bulle 1. Boulder
nglomerate and boulder clay.

Value

aboabstract In geology, a boulder is a rock fragment with size greater than 25.6 centimetres (10.1 in) in diameter. Smaller pieces are called
cobbles and pebbles, depending on their "grain size". While a boulder may be small enough to move or roll manually, others are
extremely massive. In common usage, a boulder is too large for a person to move. Smaller boulders are usually just called rocks or
stones. The word boulder is short for boulder stone, from Middle English bulderston or Swedish bullersten. In places covered by ice
sheets during Ice Ages, such as Scandinavia, northern North America, and Russia, glacial erratics are common. Erratics are
boulders picked up by the ice sheet during its advance, and deposited during its retreat. They are called "erratic* because they
typically are of a different rock type than the bedrock on which they are deposited. One of them is used s the pedestal of the
Bronze Horseman in Saint Petersburg, Russia. Some noted rock formations involve giant boulders exposed by erosion, such as the
Devil's Marbles in Australia's Northern Territory, the Horeke basalts in New Zealand, where an entire valley contains only bouiders,
and The Baths on the island of Virgin Gorda in the British Virgin Islands. Boulder sized clasts are found in some sedimentary rocks,
such as coarse conglomerate and boulder clay. The climbing of large boulders is called bouldering. (en)

aboithumbnail ons: i Balanced_Rock jpg?width:

dvowikiPagelD 60784 (rscinteger)

dpowikiPageRevisioniD 743049914 (xsd:integer)

det:subject dbe:Rock_formations

doc:Rocks

- ‘ - m ®Browseusing ~ i Formats ~ 2 Faceted Browser (4 Spargl Endpoint
-

About: Rail transport

An Entity of Type : software, from Named Graph : http://dbpedia.org, within Data Space : dbpedia.org

is a means of conveyance of passengers and goods on wheeled vehicles running on rails, also known as tracks. It is
only referred to N transport. In contrast to road transport, where vehicles run on a prepared flat surface, rall
rolling stock) are onally guided by the tracks on which they run. Tracks usually consist of steel rails, installed on ties
) and ballast, on which the rolling stock, usually fitted with metal wheels, moves. Other variations are also possible, such
ed to a concrete foundation resting on a prepared subsurfac

dbo:abstract - Rail transport is a means of conveyance of passengers and goods on wheeled vehicles running on rails, also known as tracks. It is
also commonly referred to as train transport. In contrast to road transport, where vehicles run on a prepared flat surface, rail vehicles
(rolling stock) are directionally guided by the tracks on which they run. Tracks usually consist of steel rails, installed on ties (sleepers)
and ballast, on which the rolling stock, usually fitted with metal wheels, moves. Other variations are also possible, such s slab track,
where the rails are fastened to a concrete foundation resting on a prepared subsurface. Rolling stock in a rail transport system
generally encounters lower frictional resistance than road vehicles, so passenger and freight cars (carriages and wagons) can be
coupled into longer trains. The operation is carried out by a railway company, providing transport between train stations or freight
customer facilities. Power is provided by locomotives which either draw electric power from a railway electrification system or
. produce their own power, usually by diesel engines. Most tracks are accompanied by a signalliing system. Railways are a safe land
R a I I W a y -, 1 1 transport system when compared to other forms of transport. Railway transport is capable of high levels of passenger and cargo

utilization and energy efficiency, but is often less flexible and more capital-intensive than road transport, when lower traffic levels are
considered. The oldest, man-hauled railways date back to the 6th century BC, with Periander, one of the Seven Sages of Greece,



* Hardware: High performance, scalable, generic (to different
FGPA family) & portable CNN dedicated programmable
processor implemented on an FPGA for real-time embedded
inference

Software: Knowledge graph extension of object detection

-

1«

. Railway - .11

Transitionin

This is an Obstacle: Boulder obstructing the train:
XG142-R on Rail_Track from City: Cannes to City:
Marseille at due to Landslide




XAl Thales
Platform

Higher accuracy with no intensive fine-tuning
Human interpretable explanation
Running on the edge at inference time
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Knowledge Graph in Machine Learning - An Implementation

Knowledge Graph

Semantic Augmentation Hyperparameters

Images RCNN hyperparmeters Tasks
e HYPL P PRl M
4 ] Object Petector ’
-
Region Proposal KG Selection
Network
- HYP2
region Selected KGs

proposals

T

Context Extractor

Thresholds

Box Predictor and Preprocessing J
/

i

s \

Predictions

Initial

Select Prediction to
Update

Semantic Links
Between Labels

~
Semantic augmentator > N
\

\_l_)

Predictions to

Augment

v

Derive Semantic Coherence of Detections

Compute Score to Add ]

I

Predictions to

Augment

Scores to Add

—

Score Augmentation

Augmented Detections

Freddy Lécué, Jiaoyan Chen, Jeff Z. Pan,
Huajun Chen: Augmenting Transfer
Learning with Semantic Reasoning. IJCAI
2019: 1779-1785

Freddy Lécué, Tanguy Pommellet: Feeding
Machine Learning with Knowledge Graphs
for Explainable Object Detection. ISWC
Satellites 2019: 277-280

Freddy Lécué, Baptiste Abeloos, Jonathan
Anctil, Manuel Bergeron, Damien Dalla-
Rosa, Simon Corbeil-Letourneau, Florian
Martet, Tanguy Pommellet, Laura Salvan,
Simon Veilleux, Maryam Ziaeefard: Thales
XAl Platform: Adaptable Explanation of
Machine Learning Systems - A Knowledge
Graphs Perspective. ISWC Satellites 2019:
315-316

Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, lan
Horrocks, Huajun Chen: Knowledge-Based
Transfer Learning Explanation. KR 2018:
349-358
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What is Visual Question Answering (VQA)?

The objective of a VQA model combines visual and textual features in
order to answer questions grounded in an image.

What's in the background? Where is the child sitting?



State of the Art in Visual Question Answering

Most approaches combine Convolutional Neural Networks (CNN)
with Recurrent Neural Networks (RNN) to learn a mapping directly
from input images (vision) and questions to answers (language)

Joint embedding

CNN
mountains | LOpP answers in a
L sky predefined set
B Classif. clouds

IWhat 's linlthe Ibackground l'?l RNN




Major breakthrough in VQA (models and real-image

Visual7W
Stacked Attention Teney et al.
DAQUAR Networks XNM Net
2015 2017 2019
2014 2016 2018
VQA 1.0 VQA 2.0 ReGAT
Visual Madlibs Visual Genome VILBERT
Up-Down GQA

Accuracy Results:

DAQUAR [2] (13.75 %), VQA 1.0 [1] (54.06 %), Visual Madlibs [3] (47.9 %), Visual7W [4] (55.6 %),
Stacked Attention Networks [5] (VQA 2.0: 58.9 %, DAQAUR: 46.2 %), VQA 2.0 [6] (62.1 %), Visual
Genome [7] (41.1 %), Up-down [8] (VQA 2.0: 63.2 %), Teney et al. (VQA 2.0: 63.15 %), XNM Net [9]
(VQA 2.0: 64.7 %), ReGAT [10] (VQA 2.0: 67.18 %), VILBERT [11] (VQA 2.0: 70.55 %), GQA [12]
(54.06 %)



But they have limitations:

* Answers are required to be in the image
* Knowledge is limited

Therefore some questions cannot be correctly
answered as some level of (basic) reasoning is
required.



State of the Art in Visual Question Answering + Graph

Most approaches aims at extending VQA Neural
Network architectures with knowledge graphs in

different ways

Noun Chunks (S1-a) Object Linking (S1-b)

Phrase 1:

Search-based (MAVEX) Graph-Embedding-based (KRISP) Graph-Fusion-based (ConceptBERT)
https://arxiv.org/pdf/2103.12248.pdf https://arxiv.org/pdf/2012.11014.pdf | https:/aclanthology.org/2020.findings-emnip.44/



Major breakthrough in OKVQA (models and real-image

Weng et al. (IJCAI 17) OK-VQA
Multimodal KB KB-VQA KVQ

2020

2015 2019 l
Ask Me Anything Narasimhan et al. (ECCV 18) ConceptBERT (EMNLP)
Narasimhan et al. (Neurips 18) KRISP
MAVEXx

FVQA

Accuracy Results:

Multimodal KB [17] (NA), Ask me Anything [18] (59.44 %), Weng et al (VQA 2.0: 59.50 %), KB-VQA
[19] (71 %), FVQA [20] (56.91 %), Narasimhan et al. (ECCV 2018) (FVQA: 62.2 %) , Narasimhan et
al. (Neurips 2018) (FVQA: 69.35 %), OK-VQA [21] (27.84 %), KVQA [22] (59.2 %)



But they ALSO have limitations:

* No explanation

Therefore no insight on how the solutions
have any semantic relations to the questions
and image



eXplainable Visual Question Answering using Knowledge Graphs (1)
Core Question:

« How to retrieve explanations of a
VQA model during inference?

siamese-
breed
cat
siamese

 How to expose articulated What breed of cat s lis? sogressive
knowledge (i.e., composition of ConceptBert: persian siamese
knowledge graph triples) to Sround i siamese A AR LR
explain how an answer is related =57
to the question, ObjeCtS of the Figure 1: An example of VQA task with question: What
images and concepts? breed of cat is it? on the left image, and our XVQA An-

swer: Siamese. XVQA also exhibits explanations from the
optimal transfer map between (i) question tokens (vertical
tokens on the right image: cat, breed), graph entities (ver-
tical tokens after question on the right image: siamese, cat,
breed) and (ii) detected object embeddings (horizontal to-
kens on the right image: cat) i.e., siamese is a cat breed.



eXplainable Visual Question Answering using Knowledge Graphs (2)

Fact Retrieval Module

Fact Retrieval Module
- l.'km“ We perform text retrieval on facts from ConceptNet to

Visual Object isbals

e “Wnat type o park s collect relevant OK related to each question-image pair
N = is cal at the
Knowledge Retrieval Pipeline person is at?”

“What type of park

s this called that - — o ateparkisaypeor 1) Bi-Encoder Phrase Ranking to compute query agnostic
the person s at? Lo parkt fact phrase embeddings
‘ “ramp is related to 2) Refined Cross-Encoder Phrase Ranking for each model
{ “artists is capable of create”, i skateboard”,

“teachers is related to desk”, |
“dog is a animal", |

. Y ¥ skatepark is a type of park’, + | “skate requires to go
o e “dogis afriendly’, ~  TToTTTooooomoooooomoooooood "
@ concatenation . )og v outdoors
Conéépmet KG ConceptNet phrases ]

T |
i |
|
I
VQA Module '
I

Visual features

A parallel stream architecture with a vision language module |
along with a BERT-base textual question answering module  “what type of park
is this called that
the person is at?”

—ErP"skate”
1) Capturing image and text data into dense semantically-
rich representations, § _ i
. . . . [“skatepark is a type of park”, L
2) Aligning these representations from different “ramp is related to skateboard”,
e “skate requires to go outdoors” ]
modalities,

3) Enriching them with outside knowledge P concatenation

uonoRIBIU) Jesulu) 10edwoy
a|npow uoisng
Ja1yISSeo Jeaur]




eXplainable Visual Question Answering using Knowledge Graphs (3)
Quantitative Results

Model / Data type OK-VQAvl | OK-VQAvl.1
XVQA 33.2% 39.7%
XVQA (without facts) 32.6% 38.9%
XVQA (oracle case) 46.3% 54.7%

ConceptBERT 33,0% —

ViLBERT 35.2% 41.6%
KRISP 38.35% 38.9%
MAVEXx — 40.5%
MAVEX (oracle case) — 43.5%




eXplainable Visual Question Answering using Knowledge Graphs (4)
Qualitative Results

pacific

surfing

surfers

beach

surfboard

(1) Question: What ocean are these surfers in? ocean
o " U
XVQA: pacific éggééégégg
ConceptBert: surf € 2 880

Ground truth: pacific a

(1) XVQA exhibits explanations from the optimal transfer map between (i) question tokens (vertical tokens: ocean, surfers),
graph entities (vertical tokens: surfers, ocean, pacific) and (ii) detected object (horizontal tokens: surfers, surfboard) embeddings
i.e., surfing isAnActivityln pacific, surfboard isRelatedTo ocear.



eXplainable Visual Question Answering using Knowledge Graphs (5)
Qualitative Results

where
would
one
find
these
animals
?
lion
elephants
giraffes
buffalo

(2) Question: Where would one find these animals?

XVQA: africa ©
ConceptBert: africa ﬁ
Ground truth: africa

o
Q

(2) Here the optimal transfer map is between (i) question tokens (vertical tokens: animals), graph entities (vertical tokens: africa,
animals) and (ii) detected object (horizontal tokens: zebra) embeddings i.e., africa has animals.



eXplainable Visual Question Answering using Knowledge Graphs (6)
Qualitative Results

(3) Question: What breed of dog is that dog? yorkshire-
terrier

XVQA: collie
ConceptBert: shepherd
Ground truth: collie

dog
ears

field
grass -

bear
people -

head
sheep
person -

(3) Here the optimal transfer map is between (i) question tokens (vertical tokens: dog, breed), graph entities (vertical tokens:
collie, dog) and (ii) detected object (horizontal tokens: sheep, dog) embeddings i.e., collie isA dog.



eXplainable Visual Question Answering using Knowledge Graphs (7)

Lessons Learnt

« Retrieving explanations of a VQA model during inference is a complex task

« Exposing articulated knowledge (i.e., composition of knowledge graph
triples) to explain how an answer is related to the question, objects of the
images and concepts is highly depending on relevant retrieved knowledge

. H|gh potential for improvement Model / Data type OK-VQAVI OK-VQAVI.I
XVQA 33.2% 39.7%
XVQA (without facts) 32.6% 38.9%
XVQA (oracle case) 46.3% 54.7%
ConceptBERT 33,0% -
ViLBERT 35.2% 41.6%
KRISP 38.35% 38.9%
MAVEXx — 40.5%
MAVEX (oracle case) - 43.5%
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Knowledge Graph in Machine Learning (1)

https://stats.stackexchange.com/questions/230581/decision

-tree-too-large-to-interpret



https://stats.stackexchange.com/questions/230581/decision-tree-too-large-to-interpret

Knowledge Graph in Machine Learning (2)
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Knowledge Graph in Machine Learning (3
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Jesse Mu, Jacob Andreas:Compositional Explanations of Neurons. NeurlPS 2020




Knowledge Graph in Machine Learning (4)
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Knowledge Graph in Machine Learning (9)

Description 2: This is a train accident between two speed
merchant trains of characteristics X43-B and Y33-Cin a dry
environment

Description 3: This is a public transportation accident <= = * *"



Knowledge Graph in Machine Learning (6)

“How to explain transfer learning with
appropriate knowledge representation?

1 4
. A A/
/4 1 ary’
}a' , 1 /
/ / ! /
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/
[ /
1 ¥
v AL/
/
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Conv Layers FC Layers

Source Learning
Domain
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Step 1: Train M,, |

Targ;t Learning 77 - , y
i X
oy, W0 |[|| oIy~

Step 1: Fine-tune M,_, 5

Jiaoyan Chen, Freddy Lécué, Jeff Z. Pan, lan Horrocks, Huajun Chen:
Knowledge-Based Transfer Learning Explanation. KR 2018: 349-358



Knowledge Graph in Machine Learning (7)

“How to explain concept drift in Machine
Learning?

Without semantics augmentation

With semantics augmentation

C
06 ﬂ—;!—i-—-ll - Scué
oss 4o Ut U H Jiaoyan Chen and Freddy Lécué
; . - and Jeff Z. Pan and Shumin Deng

o5 4 L T i i ol L ) and Huajun Chen. Knowledge
T T graph embeddings for dealing

045 + — — — — —— —t— — — —— & o 1) (8 | 1) {8 8 o 1 o (8 with concept drift in machine

1 035 learning. Journal of Web
LU 1 o [ ) | (8 (o [ 8 o 8 §§§§§ §S:§9 Eé Semantics. (2021)
035 & by < Sz h_ttp://ww.w.scie"ncedirect.com/s
3 5' &I = EIJ, 8 Sl E| T2 E <§( Semantic-Enhanced ML | Basic ML and Time-series Forecasting C|ence/artlcle/p||/515708268203
210w ‘fj v n 2 1%} E Models Models 00585
Semantic-Enhanced ML Basic ML and Time-series Forecasting Figure 7: [Dublin Context] Baseline Comparison of Forecasting Macro-F1 Score (Evalu-
Models Models ation of Algorithm 1-3), where A = 6.

Figure 6: [Beijing Context] Baseline Comparison of Forecasting Macro-F1 Score (Eval-
uation of Algorithm 1-3), where A = 6.



Knowledge Graph in Machine Learning (8)

e Towards more semantic interpretation

(a) Multi-resolution segmentation of images

WD
N
w:u

Bob Cat

Conceat 46 0.0035

Squirrel

Concept 8 0.0140
’Hﬁll
oncept 20 0.0054

Concept 8 0.0059 Concept 7

Concept 48 0.0054 Concept 25 0.0021

Concei)t 7 0.0044

Figure 3: Concept examples with the samples that are the nearest to concept vectors in the activation space in AWA.
The per-class ConceptSHAP score is listed above the images.

ConceptSHAP Chih-Kuan Yeh, Been Kim, Sercan Omer Arik, Chun-Liang Li, Tomas
Pfister, Pradeep Ravikumar:On Completeness-aware Concept-
Based Explanations in Deep Neural Networks. NeurlPS 2020

(b) Clustering similar segments and removing outliers (c) Computing saliency of concepts
Importance Scores

L
“ o = -
Bz @ .ae

ACE

Amirata Ghorbani, James Wexler, James Y.
Zou, Been Kim:Towards Automatic
Concept-based Explanations. NeurlPS
2019: 9273-9282
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2nd most salient

Police Van




Conclusion



The Good: Multimodal
End-to-End XAl System

H: What happens if the
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C: See below:
anemones are f
removed? E.g., &

be just recognizing anemone
texture!) Which training
examples are most influential
to the prediction?

C: These ones

C: Istill predict
FISH, because [}

of these green

Green regions argue
for FISH, while RED
pushes towards DOG

There’s more green
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The Bad:
Feature Visualization

The Ugly:
Saliency Maps
Super-Pixels
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logit: 9.90
prob: 0.18

logit: 20.36
prob: 0.98

logit: 12.75
prob: 0.34
logit: 15 65
prob: 0.71

logit: 11.07
prob: 0.33

logit: 12.39
prob: 0.39
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Thanks! Questions?

e Feedback most welcome :-)

o freddy.lecue@inria.fr (@freddylecue)

o freddy.lecue@thalesgroup.com

e Slides: https://tinyurl.com/hs73b88u
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