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Abstract

This document provides a brief overview of recent developments in human ac-
tion recognition in videos. In recent years, there is a increasing interest over
analyses of human action and activities on videos because of its broad range
of applicability. While video retrieval from various datasets (like YouTube)
is one of the favorite studies of action recognition, video surveillance, reha-
bilitation tasks, abnormal activity detection among many others can benefit
from it. In general action recognition approaches can be classified in five
main categories: Model-based or feature-based. Also, there are lots of activ-
ity recognition methods in the literature. Here, we investigate some of major
works which have been done in the field over last twenty years, with an
emphasis on the recent state-of-the-art developments on each of the topics.

1. Introduction

Over the last years various techniques have been proposed for action
recognition in videos. In this document, we divide the existing techniques
into these main categories:

e Hand-Crafted, knowledge based activity recognition (Section
rather than focusing on a particular action, it tries to define an event
model for activities in monitoring videos.
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e Methods Using Supervised Classifiers (Section |3 as long as the
correct label of input data is known, supervised methods can be used
effectively in learning process.

e Methods Using Weakly-Supervised Classifiers (Section in-
stead of supervised action recognition, it uses different unsupervised
approaches to define long-term activity models. It also benifits from
some supervised information as hints to help reach better models.

— Using Visual Information and Text on Large Dataset
— Using Visual Information and Audio

— Using Visual Information, Text, Audio and etc.

e Methods Using Unsupervised Classifiers (Section semi-supervised
methods introduced to reduce the amount of required labeling tasks but
in respect of long-term daily activities (ADLs) challenge is still there.
The number of activities are large and they are quite different from
each other and they are performed in variety of unconstrained envi-
ronments. Unsupervised methods tend to develop generic models to
recognize such activities.

e Generating Complex Description: Verbalize, Machine Trans-
lation (Section [f])

— TACOS Cooking Dataset

2. Hand-Crafted, knowledge based activity recognition

Despite of significant advances within the field of Computer vision in the
past decades, all mentioned approaches still rely on pixel- and feature-level
data for the task, what tends to create a semantic gap between the model
and the real-world event. Hand-crafted and logic-based models provide a
explicit way to incorporate scene semantics.

Event detection methods in computer vision may be categorized in (adapted
from Lavee et al. [Lavee et al. (2009))): classification methods, probabilistic
graphical models (PGM), and semantic models; which are themselves based
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on at least one of the following data abstraction level: pixel-based, feature-
based, or event-based.

Artificial Neural Networks, Support-Vector Machines (SVM), and Indepen-
dent Subspace Analysis (ISA) are examples of classification methods. For
instance, Le et allle et al.| (2011) have presented an extension of the ISA
algorithm for event detection, where the algorithm learned invariant spatio-
temporal features from unlabeled video data. Wang et al. Wang et al.
(2011b)) have introduced new descriptors for dense trajectory estimation as
input for non-linear SVMs.

Common examples of PGMs approaches are Bayesian Network (BN), Condi-
tional Random Fields, and Hidden Markov Models (HMM). BNs have been
evaluated at the detection of person interactions (e.g., shaking hands) Park
and Aggarwal (2004), left luggage Lv et al. (2006), and traffic monitoring
Kumar et al.| (2005). Nevertheless, this class of PGM has difficulty at model-
ing the temporal dynamics of an event. Izadinia and Shah [zadinia and Shah
(2012) have proposed to detect complex events from by a graph representa-
tion of joint the relationship among elementary events and a discriminative
model for complex event detection.

Even though the two previous classes of methods have considerably increased
the performance of event detection in benchmark data sets, as they rely on
pixel-based and feature-based abstractions they have limitations in incor-
porating the semantic and hierarchical nature of complex events. Semantic
(or Description-based) models use descriptive language and logical operators
to build event representations using domain expert knowledge. The hierar-
chical nature of these models allow the explicit incorporation of event and
scene semantic with much less data than Classification and PGM methods.
Zaidenberg et al. |Zaidenberg et al.| (2012)) have evaluated a constraint-based
ontology language for group behavior modeling and detection in airport,
subways, and shopping center scenarios. Cao et al. |Cao et al.| (2009) have
proposed an ontology for event context modeling associated to a rule-based
engine for event detection in multimedia monitoring system. Similarly, Zouba
et al. [Zouba et al.| (2010) have evaluated a video monitoring system at the
identification of activities of daily living of older people using a hierarchical
constraint-based approach.
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Although Semantic models advantage at incorporating domain expert knowl-
edge, the deterministic nature of their constraints makes them susceptible
to noise from underlying components - e.g., people detection and tracking
components in a pipeline of computer vision system - as they lack a conve-
nient mechanism to handle uncertainty. Probabilistic reasoning has been pro-
posed to overcome these limitations. Ryoo and Aggarwal Ryoo and Aggarwal
(2006)) |Ryoo and Aggarwal (2009a)) have proposed hallucination concept to
handle uncertainty from low-level components in a context-free grammar ap-
proach for complex event detection. Tran and Davis Tran and Davis| (2008)
have proposed Markov logic networks (MLNs) for event detection in parking
lots. Kwak et al. |Kwak et al.| (2011)) have proposed the detection of complex
event by the combination of primitive events using constraint flows. Bren-
del et al Brendel et al.| (2011]) propose probabilistic event logic to extend an
interval-based framework for event detection; by adopting a learned weight to
penalize the violation of logic formulas. Similarly, Romdhane et al. Romd-
hane et al. (2013) proposed the use of weights to quantify the constraints
utility for a constraint-based event detection.

3. Techniques Using Supervised Classifiers
3.1. Human Body Model Based Methods

Human body model based methods for action recognition use 2D or 3D in-
formation on human body parts, such as body part positions and movements.
Typically, the pose of a human body is recovered and action recognition is
based on pose estimation, human body parts, trajectories of joint positions,
or landmark points.

Human body model based methods are inspired by a psychological re-
search work of Johansson |Jansson and Johansson| (1973)) on visual perception
of motion patterns characteristics of living organisms in locomotion. Johans-
son has shown that humans can recognize actions from the motion of a few
moving light displays attached to the human body, describing the motions of
the main human body joints. He has found that between 10 and 12 moving
light displays in adequate motion combinations in proximal stimulus evoke
an impression of human walking, running, dancing, etc. (see Figure [1).

Yilmaz and Shah [Yilma and Shah| (2005 have proposed an approach for
recognition of human actions in videos captured by uncalibrated moving cam-
eras. The proposed approach is based on trajectories of human joint points.
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Figure 1: Johansson |Jansson and Johansson| (1973|) Outline contours of a running and a
walking subject, and the corresponding moving light displays attached to the human body.
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In order to handle camera motion and different viewpoints of the same ac-
tion in different environments, they use the multi-view geometry between
two actions and they propose to extend the standard epipolar geometry to
the geometry of dynamic scenes where the cameras are moving. Sample tra-
jectories of the walking actions captured using a stationary camera and a
moving camera are presented in Figure [2]

Ali et al. |Ali et al.| (2007) have also proposed an approach based on tra-
jectories of reference joint points. These trajectories are used as the repre-
sentation of the non-linear dynamical system that is generating the action,
and they use them to reconstruct a phase space of appropriate dimension by
employing a delay-embedding scheme. The properties of the phase space are
captured in terms of dynamical and metric invariants that include Lyapunov
exponent, correlation integral and correlation dimension. Finally, they repre-
sent an action by a feature vector which is a combination of these invariants
over all the reference trajectories. Sample 3D trajectories generated by a
head, two hands and two feet for the running action are presented in Figure

2l

Although all these techniques have shown to be promising, they have a big
limitation. The extraction of human body model and body joint points in re-
alistic and unconstrained videos is still a very difficult problem, and therefore
these techniques remain limited in applicability.

The recent introduction of the cost-effective depth cameras helps in the
extraction of human body joint points. The two most popular depth cameras
are Microsoft Kinect and ASUS Xtion PRO LIVE motion sensor (see Figure
3). Both these sensors consist of an infrared pattern projector and an infrared
camera to capture depth data, and a RGB camera to capture color images,
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Figure 2: On the left: Ali et al. (2007): 3D trajectories generated by a head,
two hands and two feet are shown for the running action. On the right: Yilmaz and

Shah [Yilma and Shah (2005): Trajectories of the walking actions are captured using a
stationary camera and a moving camera.

—_—

Figure 3: Microsoft Kinect on the left and ASUS Xtion PRO LIVE on the right.

see Figure [d The depth cameras provide 3D depth data of the scene, which
largely helps in people segmentation and in obtaining the 3D joint positions
of the human skeleton. Several techniques that use such depth cameras and
the extracted human skeleton have been proposed, e.g. Raptis et al.
and Wang et al. [Wang et al.| (2012)). However, the cost-effective
depth cameras also have some limitations.

e First of all, the range of the depth sensor is limited, e.g. Microsoft
recommends to use the Kinect sensor in the range between 0.5 m and 4
m 1, and ASUS recommends to use the Xtion PRO LIVE motion sensor
in the range between 0.8 m and 3.5 m 2. Although it is possible to use
the depth data at larger distances, the quality of the data is degraded by
the noise and low resolution of the depth measurements. For example, it
is possible to get the depth data even up to 10 meters from the Microsoft

| Kinect [Litomisky| (2012), but Khoshelham and Elberink
and Elberink| 2012) show that: (a) the random error of depth data
increases quadratically with increasing distance and reaches 4 cm at
the range of 5 meters, (b) the depth resolution decreases quadratically
with increasing distance and the point spacing in the depth direction
reaches 7 cm at the range of 5 meters, and (c) for indoor mapping
applications the data should be acquired within 1-3 m distance to the
sensor. Human pose estimation in such motion sensors is typically
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extracted from depth images, e.g. Shotton et al. Shotton et al.| (2013)
(see Figure {)), and as a result the quality of human pose estimation
algorithms decreases with increasing distance.

e Second of all, skeleton tracking and the estimated 3D joint positions
are noisy and can produce inaccurate results or even fails when serious
occlusion occurs [Wang 2012], e.g. when one leg is in front of the other,
a hand is touching another body part, or two hands are crossing.

Therefore, we focus on action recognition using RGB cameras due to
many potential applications of such sensors.

3.2. Holistic Methods

Shape and silhouette information based features are one of the very first
characteristics, which were used to represent human body structure and its
dynamics for action recognition in videos.

One of the first approaches using silhouette images and features for action
recognition is the work of Yamato et al. [Yamato et al|(1992)). They extract
a human shape mask for each image, calculate a grid over the silhouette,
and for each cell of the grid calculate the ratio of foreground to background
pixels (see Figure . Then, each grid representation of an image is assigned
to a symbol, which corresponds to a codeword in the codebook created by
the Vector Quantization technique. Finally, Hidden Markov Models (HMMs)
are applied for action recognition and the model which best matches the ob-
served symbol sequence is chosen as the recognized action category.

Bobick and Davis |Bobick and Davis (2001) were first to introduce the idea of
temporal templates for action recognition. They extract human shape masks
from images and accumulate their differences between consecutive frames.
These differences are then used to construct a binary motion-energy image
(MEI) and a scalar-valued motion-history image (MHI) (see Figure [6). The
former indicates the presence of motion, and the latter represents the re-
cency of motion, i.e. the pixel intensity is a function of the temporal history
of motion at that point. Then, they proposed a recognition method match-
ing temporal templates against stored instances of actions. The MEI and
MHI together can be considered as a two component version of a temporal
template.
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Figure 4: (a) Sample infrared image, from the Microsoft Kinect, presenting pattern of
speckles projected on a sample scene |Litomisky| (2012). (b) The resulting depth image
(Litomisky}, 2012)). (c) Two sample approaches for estimating human pose from single
depth images [Shotton et al.| (2013]). Body part classification (BPC) predicts a body part
label at each pixel (labels are represented by colors), and then uses these labels to localize
the body joints. Offset joint regression (OJR) more directly regresses the positions of the
joints.

Figure 5: Yamato et al. [Yamato et al. (1992) Mesh feature (the first image), and the
sample shape masks for the forehand stroke action from the tennis action (the remaining
images).

Blank et al. Blank et al. (2005) proposed a model based on three-
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Figure 6: Bobick and Davis |Bobick and Davis (2001)) MEI and MHI representations
calculated for two sample actions (move 4 and move 17) together with sample key frames.

Figure 7: Blank et al. |Blank et al.| (2005) Sample spatio-temporal volumes constructed
by stacking silhouettes over a given sequence.

dimensional shapes induced by the silhouettes in the space-time volume.
At each frame, they compute a silhouette information using a background
subtraction technique. They stack silhouettes over a given sequence to form
a spatio-temporal volume (see Figure . Then, they use properties of the
solution to the Poisson equation to extract space-time features such as local
space-time saliency, action dynamics, shape structure and orientation. They
use chunks of 10 frames length and match these chunks using a sliding window
approach. The action classification is done using simple nearest neighbour
algorithm with an Euclidean distance. The main disadvantage of the holis-
tic based method is the requirement of shape, silhouette extraction, what is
typically done by segmentation. The accuracy of these techniques is highly
related to the correctness of the segmentation and the precise segmentation
is very difficult to obtain in real world videos.

3.3. Local Feature Methods

Action recognition based on local features is one of the most active re-
search topics. The main advantage of the local features based methods is that
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no information on human body model or localization of people is required.
In this section, we focus on local feature methods.

3.3.1. Local Features

Local features are extracted by applying a local feature detector and
then by encoding spatio-temporal neighbourhoods around the detected fea-
tures using a local feature descriptor. In this section we describe the most
popular local spatio-temporal detectors (see Section and descriptors
(see Section for action recognition in videos.

3.3.2. Local Feature Detectors
Local feature detectors for videos can be divided into two categories:
spatio-temporal interest point detectors and trajectory detectors.

3.8.2.1. Spatio-Temporal Interest Point Detector. One of the first works on
local feature detectors for videos is the work of Laptev and Lindeberg (Laptev,
2005)), see Figure They proposed the Harris3D interest point detector,
which is an extension of the Harris detector (Harris and Stephens, |1988)
to the spatio-temporal domain by requiring the video values in space-time
to have large variations in both the spatial and the temporal dimensions.
The Harris3D detector calculates a spatio-temporal second-moment matrix
at each video point and searches for regions that have significant eigenvalues
of the matrix. The final spatio-temporal points are detected as local posi-
tive spatio-temporal maxima. Moreover, the detected points have to be the
local extrema of the normalized spatio-temporal Laplace operator, which is
defined to select the spatio-temporal scales of points.

Dollar et al. |Dollar et al. (2005) observed that sometimes true spatio-
temporal corners are rare, even when interesting motion occurs, and might be
too rare in certain cases, e.g. for face expression recognition. Therefore, they
proposed the Gabor detector, which gives denser results than the Harris3D.
The Gabor detector applies a set of spatial Gaussian kernels and temporal
Gabor filters. The final spatio-temporal points are detected as local maxima
of the defined response function.

Different from the above, Oikonomopoulos et al. |Oikonomopoulos et al.

(2005)) proposed a space-time extension of a salient region detector |Kadir
and Brady| (2003) using entropy. The proposed detector selects the scales at
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Figure 8: Laptev the Harris3D interest points from the motion of the legs
of a walking person; left image: 3D plot with a thresholded level surface of a leg pattern
(upside down) and the detected points (ellipsoids); right image: interest points overlayed
on single frames in the original video sequence.

which the entropy achieves local maxima and forms spatio-temporal salient
regions by clustering spatio-temporal points with similar location and scale.

Willems et al. Willems et al. (2008)) proposed the Hessian3D interest point
detector, which is a spatio-temporal extension of the Hessian saliency mea-
sure for blob detection in images Beaudet| (1978). The Hessian3D detector
calculates the Hessian matrix at each interest point and uses the determinant
of the Hessian matrix for point localization and scale selection. The detector
uses integral video to speed up computations by approximating derivatives
with box-filter operations. The detected points are scale-invariant and dense,
typically they are denser than from the Harris3D detector but not that dense
as from the Gabor detector.

Most of the techniques use local information to detect spatio-temporal inter-
est points. Wong and Cipolla Wong and Cipollal (2007)) proposed an interest
point detector which uses global information, i.e. the organization of pixels
in a whole video sequence, by applying non-negative matrix factorization on
the entire video sequence. The proposed detector is based on the extraction
of dynamic textures, which are used to synthesize motion and identify im-
portant regions in motion. The detector extracts structural information, e.g.
the location of moving parts in a video, and searches for regions that have a
large probability of containing the relevant motion.

11
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Different from the above techniques, Wang et al. Wang et al.| (2009) pro-
posed to apply dense sampling. The dense sampling extracts interest points
at regular positions and scales in space and time. The sampling is done using
5 dimensions (x, y, t,0 ,7, where (x, y, t) is the spatio-temporal position of
a point, o is the spatial scale, and 7 is the temporal scale. This detector
extracts a big amount of features but is also able to extract relevant video
features.

When faced with the decision Which Spatio-Temporal Interest Point de-
tector gives the best results?, there is no clear answer. Wang et al. |Wang
et al. (2009) compared Harris3D, Gabor detector, Hessian3D, and dense sam-
pling. The comparison was done on three datasets: (a) KTH dataset, where
Harris3D achieved the best results, (b) UCF dataset, where dense sampling
achieved the best results, and (c¢) Hollywood2 dataset, where dense sampling
achieved the best results using reference videos, but Harris3D with full reso-
lution videos achieved better results than the dense sampling with reference
videos. Therefore, according to that evaluation, there is no single detector
that always achieves the best results, but among the four selected detectors
(i.e. Harris3D, Gabor detector, Hessian3D, and dense sampling), the best
results per dataset are achieved either by Harris3D or dense sampling.

3.3.2.2. Trajectory Detector. Trajectories are typically extracted by detect-
ing interest points and tracking them in the consecutive frames.

One of the best-known feature tracking algorithm is the KLT (Kanade-
Lucas-Tomasi) [Lucas et al.| (1981)), [Tomasi and Kanade (1991)), |[Shi and
Tomasi| (1994)]. The KLT algorithm locates good features for tracking by
examining the minimum eigenvalue of each 2X2 gradient matrix, and then
features are tracked using a Newton-Raphson method of minimizing the dif-
ference between the two windows. Sample work using the KLT tracker is the
work of Matikainen et al. Matikainen et al| (2009), see Figure [9 where they
extract trajectories of fixed length using a standard KLT tracker and then
cluster the trajectories. They compute an affine transformation matrix for
each cluster center, and the elements of the matrix are then used to repre-
sent the trajectories. Messing et al. Messing et al.| (2009)) proposed to apply
a different detector of points, Harris3D detector, and track points with the
KLT tracker. Then, the trajectories, which vary in length, are represented as
sequences of log-polar quantized velocities and used for action classification.

Kaaniche and Bremond Kaaniche and Brémond| (2009) proposed to de-
tect interest points using Shi and Thomasi corner detector Shi and Tomasi
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Figure 9: Matikainen et al. Matikainen et al.| (2009)): Feature points are tracked using
the KLT tracking algorithm, and then the trajectories are clustered and assigned to the
library of trajectories.
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Figure 10:  Wang et al. [Wang et al| (2010) Overview of the dense trajectories; left
image: dense sampling on multiple spatial scales; middle image: feature tracking in the
corresponding spatial scale over L frames; right image: descriptors calculated around a
trajectory.

(1994) or Features from Accelerated Segment Test (FAST) corner detector
Rosten and Drummond| (2006), and then track points using matching the
HOG descriptors over consecutive frames. The obtained trajectories vary in
length and according to the authors are less sensitive to the noise than the
trajectories from the KLT tracker.

Different from the above techniques, Sun et al. |Sun et al.| (2009) proposed
to extract trajectories based on the pairwise SIFT matching over consecutive
frames. They claim that scale-invariant properties of the SIF'T descriptor is a
better choice when compared to the Harris and KLT based feature trackers.

In Sun et al. (2010]), Sun et al. proposed to combine the tracking results
of the KLT and the SIFT trackers, and formulated the visual matching and
tracking in a unified constrained optimization problem. In order to extract
dense trajectories, the authors add interior points that are neither corner
points tracked by the KLT nor by the SIFT trackers by interpolating of
the surrounding flows, subject to block-matching constraints. Wang et al.
‘Wang et al.| (2010) also proposed to extract dense trajectories, see Figure
They apply dense sampling to extract interest points and track them

13
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using a dense optical flow field. Then, the trajectories are represented using
the trajectory shape, HOG, HOF and MBH descriptors. This technique
gives a great number of trajectories but according to the authors they obtain
better results than the trajectories from the KLT and the SIFT tracking
algorithms. When faced with the decision Which trajectory detector gives
the best results?, we refer to the work of Wang et al. Wang et al.| (2013,
where:

e the dense trajectories were compared with trajectories extracted by
Kanade-Lucas-Tomasi (KLT) tracker and by SIFT descriptor matching.
In all cases, i.e. on nine datasets, the dense trajectories outperformed
the other trajectories.

e the dense trajectories were compared with the trajectories from Sun
et al|(2010) and from Messing et al.| (2009) on the KTH dataset, and
the dense trajectories outperformed the other trajectories.

3.3.3. Local Feature Descriptors
Local feature descriptors capture shape and motion information in a local
neighborhood surrounding interest points and trajectories.

One of the first works on local feature descriptors for videos is the work
of Laptev and Lindeberg |Laptev and Lindeberg (2006). They presented
and compared several descriptors based on motion representations in terms
of spatio-temporal jets (higher-order derivatives), position dependent his-
tograms, position independent histograms, and principal component analysis
computed for either spatio-temporal gradients or optical flow. They reported
the best results for descriptors based on histogram of spatio-temporal gradi-
ents and optical flow.

Dollar et al. |Dollar et al| (2005) also proposed several local feature de-
scriptors. They considered three transformations to local neighborhoods:
normalized pixel values, the brightness gradient, and windowed optical flow.
They also considered three methods to create a feature vector: flattening the
local neighborhood into a vector, histogramming the values in the local neigh-
borhood, and dividing the local neighborhood into a grid and histogramming
the values in each cell of the grid. For all methods, the PCA was applied
to reduce the dimensionality of the final descriptors. They reported the best
results for descriptors based on concatenated gradient information.

14



The HOG (Histogram of Oriented Gradients) and HOF (Histogram of Op-
tical Flow) are the popular local feature descriptors for videos proposed by
Laptev et al. [Laptev et al. (2008). The HOG descriptor for videos is the vari-
ant of the HOG image descriptor Dalal and Triggs| (2005). In order to embed
structure information in a descriptor, the local neighborhood surrounding a
local feature is divided into a spatio-temporal grid. For each cell of the grid,
a histogram descriptor is calculated. Then, the histograms are normalized
and concatenated into the final descriptor. The HOG descriptor encodes vi-
sual appearance and shape information; the edge orientations are calculated
and quantized into histogram bins. The HOF descriptor encodes motion in-
formation; the optical flow is calculated and quantized into histogram bins.

The 3DSIFT (3-Dimensional SIFT) is an extension of the SIFT (Scale Invari-
ant Feature Transform) image descriptor [Lowe| (2004) to the spatio-temporal
domain proposed by Scovanner et al. [Scovanner et al.| (2007). It is based on
the spatio-temporal grid idea and spatio-temporal gradients. Each pixel is
weighted by a Gaussian centered on the given position and votes into a grid
of histograms of oriented gradients. A Gaussian weighting is applied to give
less importance to gradients farther away from the local feature center. To
be rotation-invariant, a dominant orientation is determined and is used for
orienting the grid descriptor.

The HOG3D descriptor is another extension of the HOG image descriptor
Dalal and Triggs (2005)) to the spatio-temporal domain proposed by Klaser
et al. |[Klaser et al.| (2008). The HOG3D is based on the spatio temporal grid
idea and 3D gradients, which are calculated and quantized to the histograms
of 3D gradient orientations based on convex regular polyhedrons.

The main differences between the HOG, ESIFT, and the HOG3D spatio-
temporal descriptors are: (1) the HOG descriptor only considers spatial gra-
dients, and the ESIFT and the HOG3D descriptors consider spatio-temporal
3D gradient orientation, and (2) the ESIFT descriptor uses regular binning
based on spherical coordinates, and the HOG3D descriptor uses regular poly-
hedrons and spherical coordinates for which the amount of bins can be con-
trolled separately for spatial and temporal gradient orientations.

The ESURF (Extended SURF) is an extension of the SURF (Speeded Up
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Robust Features) image descriptor |[Bay et al.| (2006) to the spatio-temporal
domain proposed by Willems et al. Willems et al.| (2008). The ESURF
divides the local neighborhood surrounding a local feature into a spatio-
temporal grid, and it represents each cell of the grid by a vector of weighted
sums of uniformly sampled responses of Haar-wavelets along the three (x, v,
7) axes.

The MBH (Motion Boundary Histogram) is an extension of the MBH image
descriptor Dalal et al.| (2006) to the spatio-temporal domain proposed by
Wang et al. [Wang et al.| (2011a). The MBH descriptor separates the optical
flow field into its x and y components. Spatial derivatives are computed sep-
arately for the horizontal and vertical components of the optical flow, and
orientation information is quantized into histograms, similarly to the HOG
descriptor. The MBH descriptor is also based on the spatio-temporal grid
idea.

The Trajectory shape descriptor was proposed by Wang et al. |Wang et al.
(2011a)) to encode a shape of the extracted dense trajectories. It describes
a shape of a trajectory by a sequence of displacement vectors normalized by
the sum of displacement vector magnitudes.

When faced with the decision Which local feature descriptor should we use?,
we refer to the work of:

e Wang et al|(2009), which recommends using the combination of HOG
and HOF descriptors for the Spatio-Temporal Interest Points.

e Wang et al.| (2013), which recommends using the combination of Tra-
jectory shape descriptor, HOG, HOF, and MBH descriptors for the
Dense Trajectories. This combination achieved the best results on 8
out of 9 datasets, when compared with each of the descriptors sepa-
rately; the best result for the remaining dataset was achieved by the
MBH descriptor alone. The authors underline the importance of the
MBH descriptor, which is robust to camera motion.

3.3.4. Collections of Local Features

The methods based on local features presented in the previous section
(Section 4.1) are based on the discriminative power of individual local fea-
tures and global statistics of individual local features. Although these tech-
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niques have shown very good results in action recognition, they also have a
few limitations:

e they ignore position of features,
e they ignore local density of features,

e they ignore relations among the features (i.e. visual appearance and
motion relations, spatio-temporal order among features, and spatio-
temporal geometric relations among features (i.e. Ax,Ay,At)).

These techniques might distinguish various actions but may fail to distin-
guish similar actions as they do not use all the available information. A
common way to overcome these limitations is to use either spatio-temporal
grids [Laptev et al| (2008) or multi-scale pyramids Lazebnik et al. (2006).
However, these techniques are still limited in terms of detailed description
providing only a coarse representation.

In order to cope with these problems, several solutions have been pro-
posed, most of which try to create higher-level feature representations and
use them together with the bag-of-features approach. These higher-level fea-
ture representations we can divide into 2 categories:

e Pairwise Features- features capturing pairwise relations among fea-
tures.

e Contextual Features - features capturing relations among any num-
ber of neighboring features.

These higher-level feature representations have shown to enhance the dis-
criminative power of individual local features and improve action recognition
accuracy.

3.3.5. Pairwise Features

One of the first studies on pairwise features is the work of Liu et al. |Liu
and Shah| (2008). They proposed to explore the correlation of the compact
visual word clusters using a modified correlogram. Firstly, they extract lo-
cal features using the detector and the descriptor proposed by the Dollar
et al. [Dollar et al. (2005). Then, they represent a video sequence using
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Figure 11: Ryoo et al. Ryoo and Aggarwal (2009b]) Spatio-temporal relationship matching
process: (a) two given videos, (b) extraction of local features and calculation of pairwise re-
lations, (c) calculation of a relationship histogram per input video, and similarity between
relationship histograms calculated as intersection.

the bag-of-features approach. Instead of using the k-means algorithm, they
apply Maximization of Mutual Information to discover the optimal number
of codewords. Then, to capture the structural information they explore the
correlation of the codewords. They apply the modified correlogram, which
is somewhat scale invariant, translation and rotation invariant. As they cal-
culate the probability of co-occurence between every pair of codewords, they
use small codebooks. Ryoo et al. Ryoo and Aggarwall (2009b]) proposed a
spatio-temporal relationship matching technique, which is designed to mea-
sure structural similarity between sets of features extracted from two videos
(see Figure [11)). Firstly, the authors extract local features for every video
sequence. Then, they create pairwise relations among features, and repre-
sent each video sequence using relationship histograms. The relationship
histogram is created separately both for the spatial and the temporal order,
and it is based on simple, constant and limited predicates indicating the
order of features. Then, the authors compute the relationship histograms in-
tersection to measure similarity between two videos. The main limitations of
this technique are: (a) the relationship histograms use only simple predicates
(e.g. before and after) to encode pairwise relations between local features,
(b) the spatial and the temporal orders between local features are encoded
independently and not both at the same time, and (c) the spatio-temporal
geometric relations (i.e. Ax, Ay, At) among features are ignored. Ta et
al. Ta et al| (2010) proposed pairwise features, which encode both appear-
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Figure 12: On the left: Ta et al. (2010) Sample pairwise features are presented
as local features Dollar et al.| (2005)) detected as close in time and close in space. On the

right: Matikainen et al. [Matikainen et al.| (2010) Sample pairwise features are presented
as pairs of local features selected to be discriminative for a specific action class.

ance and spatio-temporal relations of local features. Firstly, the authors
extract the Spatio-Temporal Interest Points (STIPs) from a video sequence.
Then, the pairwise features are created by grouping pairs of STIPs, which
are both close in space and close in time. The pairwise features are encoded
by appearance and spatio-temporal relations of local features. The appear-
ance relations are captured by concatenating the appearance descriptors of
STIPs. The spatio-temporal relations are captured by a spatio-temporal dis-
tance between STIPs. Then, for each type of relations the bag-of-features
approach is applied independently and the two obtained representations are
concatenated. The main limitations of this technique are: (a) it is difficult to
correctly set the spatial and temporal thresholds to decide which STIPs are
both close in space and close in time, (b) spatio-temporal order between fea-
tures is lost, and (c) association between appearance and the spatio-temporal
geometric information is lost by calculating two independent codebooks.

Matikainen et al. [Matikainen et al.| (2010) also proposed a method for repre-
senting spatiotemporal relationships between features in the bag-of-features
approach (see Figure [12)). The authors use both the Spatio Temporal In-
terest Points (STIPs) and trajectories to extract local features from a video
sequence. Then, they combine the power of discriminative representations
with key aspects of Naive Bayes. As the number of all possible pairs and
relationships between features is big, they reduce the number of relationships
to the size of the codebook. Moreover, they show that the combination of
both the appearance and motion base features improves the action recogni-
tion accuracy. The main limitation of this technique is that it encodes the
appearance and motion relations among features but it does not use infor-
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mation about the spatio-temporal geometric relations between features.

Banerjee et al. Banerjee and Nevatia (2011) proposed to model pairwise
co-occurrence statistics of visual worlds. Firstly, the authors extract local
features and they create a codebook of local features represented by local
descriptors. Instead of selecting the most discriminative relations between
features, they use small codebooks, i.e. the codebook size is smaller than 20.
They model local neighborhood relationships between local features in terms
of a count function which measures the pairwise co-occurrence frequency of
codewords. Then, the count function is transformed to the edges connecting
the latent variables of a Conditional Random Field classifier, and they ex-
plicitly learn the co-occurrence statistics as a part of its maximum likelihood
objective function. The main limitations of this technique are: (a) it can
only use small codebooks, and (b) it uses discriminative power of individual
(appearance) features but information about the spatio-temporal geometric
relations and spatio-temporal order between features is ignored.

In summary, most of the above pairwise features based techniques use the dis-
criminative power of individual features and capture visual relations among
features. However, the existing techniques ignore information about spatio-
temporal geometric relations between features (i.e. Ax, Ay, At) and spatio
temporal order between features. Moreover, some of the above techniques
can only handle small codebooks |Liu and Shah| (2008), Banerjee and Nevatia
(2011)] due to quadratic processing time. Therefore, a new and optimized
representation is needed to create a finer description of pairwise features.

3.8.6. Contextual Features

Pairwise features only capture relations between two features. Contextual
features are able to capture relations among many features. One of the first
studies on contextual features is the work of Sun et al. |Sun et al. (2009) (see
Figure . They proposed to model the spatio-temporal context information
of video sequences based on the SIFT based trajectories. The spatio-temporal
context is represented in a hierarchical way: point-level, intra-trajectory, and
inter-trajectory context. The point-level context is measured as the average
of all the SIF'T features extracted around the trajectory. The intra-trajectory
context is encoded as the transition and dynamics of the trajectory in spatio-
temporal domain. The inter-trajectory context (see Figure is represented
as contextual features and captures local occurrence statistics of quantized
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Figure 13: Sun et al. (2009) The proposed inter-trajectory context represen-
tation (left image). Wang et al. [Wang et al| (2011c) Overview of the proposed approach

(right image).

trajectories within figure-centric neighbourhoods. The intra-trajectory and
inter-trajectory context encode the spatio-temporal context information into
the transition matrix of a Markov process, and extract its stationary distri-
bution as the final context descriptor. The main limitations of the proposed
contextual features are: (a) they ignore pairwise relations among features,
and (b) they ignore spatio-temporal geometric relations among features.

Similarly, Wang et al. Wang et al.| (2011c|) proposed to capture contextual
statistics among interest points based on the density of features observed
in each interest points contextual domain (see Figure . Firstly, the au-
thors extract local features for a given video sequence. Then, they create
spatio-temporal contextual features that capture contextual interactions be-
tween interest points, i.e. they capture the density of all features observed
in each interest points mutliscale spatio-temporal contextual domain. Then,
they apply the bag-of-features approach for local features and contextual
features, and augment the obtained video representations using Multiple
Kernel Learning approach. The main limitations of the proposed contex-
tual features are: (a) they ignore pairwise relations among features, and (b)
they ignore spatio temporal geometric relations and spatio-temporal order
among features. Kovashka et al. [Kovashka and Grauman| (2010) proposed
figure-centric statistics that capture the orientation among features, see Fig-
ure[T14] Firstly, the authors extract local features from videos, i.e. they either
apply: (1) dense sampling and represent interest points using HOG3D de-
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Figure 14: Kovashka et al. [Kovashka and Grauman|(2010) Contextual Features. A figure-
centric neighbourhood divided into 8 orientations, three frames with sample features, and
the histogram representation of the neighbourhood.

scriptors, or (2) Harris3D detector and represent interest points using HOG
and HOF' descriptors. Then, they create a visual vocabulary, they quantize
localfeatures, and use the quantized features to create figure-centric features
consisting of the words associated with nearby points and their orientation
with respect to the central interest point. Such figure-centric features are
then recursively mapped to higher-level vocabularies, producing a hierarchy
of figure-centric features. Moreover, the authors propose to learn the shapes
of space-time feature neighborhoods that are the most discriminative for a
given action category. The main limitations of this technique are: (a) only
the orientation among feature points is captured and not the spatio-temporal
distance relations among features, and (b) the contextual features are of high
dimension (40Xk, where k is the codebook size) and the clustering process
of these contextual features might be time consuming.

All techniques presented above use the bag-of-features approach in order
to encode the created contextual features. The techniques presented below
create contextual features but do not use the bag-of-features approach.

Gilbert et al. |Gilbert et al.| (2009) proposed to use dense corner features that

are spatially and temporally grouped in a hierarchical process. They build
compound hierarchical features, which can be seen as contextual features,
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based on relationships of detected interest points, and they find frequently
reoccurring patterns of features using data mining.

The local features are represented only using scale, channel, and dominant
orientation of features. The main limitations of this technique are: (a) it
does not use visual and motion appearance information, and (b) it ignores
pairwise relations among features and information about spatio-temporal or-
der among features.

Oshin et al. |Oshin et al.| (2011)) proposed another contextual features and
they use the spatio-temporal distribution of features alone, i.e. without ex-
plicit appearance information. Their approach makes use of locations and
strengths of interest points only, and it discards appearance information. In
order to automatically discover and reject outlier samples within classes, they
use Random Sampling Consensus (RANSAC). The main limitations of this
technique are: (a) it does not use visual and motion appearance information,
and (b) it ignores pairwise relations among features and information about
spatio-temporal order among features.

In summary, most of the above contextual features based techniques use
the discriminative power of individual features and capture local density of
features in feature-centric neighbourhoods. To capture structural informa-
tion in contextual features, the spatiotemporal grid has been applied in some
of the above approaches, however the spatiotemporal grid is limited in terms
of detailed description providing only a coarse representation.

Moreover, the existing techniques ignore information about the spatio-temporal
order among features. Therefore, a new representation is needed to create a
finer description of contextual features.

3.3.7. Local Features Encoding

Once local features are extracted, they are used to represent videos - ac-
tions. The most popular representation technique encoding local features is
the bag-offeatures model. The bag-of-features is a very popular representa-
tion used in Natural Language Processing, Information Retrieval, and also
Computer Vision. It was originally proposed for document retrieval, where
text is represented as the bag of its words (bag-of-words) [Salton| (1968]).
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One of the first and important studies using bag-of-features model in Com-
puter Vision are: Cula and Dana Cula and Dana/ (2001)) for texture classifi-
cation, Sivic and Zisserman [Sivic and Zisserman (2003)) for object and scene
retrieval, Csurka et al. Csurka et al.| (2004) for image categorization, Lazeb-
nik et al. |Lazebnik et al. (2006) for scene categorization, Sivic et al. |Sivic
et al.| (2005) for object localization, and Schuldt et al. [Schiildt et al.| (2004)),
Dollar et al. Dollar et al.| (2005), and Niebles et al. Niebles et al.| (2008) for
action recognition.

The bag-of-features model encodes global statistics of local features, com-
puting a spatial histogram of local feature occurrences in a video sequence.
Firstly, it creates a visual vocabulary using unsupervised learning over local
features extracted from the training videos. The learning is typically done
with k means clustering algorithm. Then, the bag-of-features quantizes local
features to a visual vocabulary, and it represents a video using histogram of
quantized local features, followed by the L1 or the L2 norm; both norms are
popular and there is no clear answer which one is the best. The advantage
of the L1 norm is that it requires less computation time. The normalization
step is applied to reduce effects of variable video size and variable number of
detected local features in videos.

The bag-of-features model uses hard quantization of local features (i.e. uses
histogram encoding) to represent local features. Recent approaches replace
the hard quantization of local features with alternative encoding techniques
that retain more information about the local features. This has been done
in two ways: (1) by representing features as a combination of visual words
(e.g. Kernel codebook encoding [Philbin et al,| (2008)), van Gemert et al.
(2008)] and Locality-constrained Linear Coding Wang et al. (2010))), and (2)
by representing differences between features and visual words (e.g. Fisher
vector encoding Perronnin et al. (2010), Super-vector encoding Zhou et al.
(2010), BossaNova encoding |Avila et al.| (2013)), and Vector of Locally Ag-
gregated Descriptors encoding |Jégou et al. (2010)). A good description of
various encoding techniques is provided in |Chatfield et al. (2011), where the
encoding techniques are applied for object recognition (but can be applied
for action recognition as well).

The following techniques are based on visual vocabulary, which is typically
created in the same manner as in the bag-of-features model, unless otherwise
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stated.

Kernel codebook encoding [Philbin et al.| (2008)), van Gemert et al. (2008)]
is a variant of the bag-of-features model, where local features are assigned to
visual vocabulary in a soft manner. The local features are associated with
several nearby visual words instead of a single nearest visual word, and they
are mapped to a weighted combination of visual words.

Locality-constrained Linear Coding [Wang et al.| (2010), Zhou et al.| (2013)] is
another variant of the bag-of-features approach. It projects each local feature
into its local-coordinate system, and the projected coordinates are integrated
by max pooling technique to generate the final representation. Features are
projected down to the local linear subspace spanned by several closest visual
words.

Fisher vector encoding (Fisher vectors) [Perronnin et al.| (2010)), Oneata et al.
(2013)] does not represent features as a combination of visual words but in-
stead it represents differences between features and visual words. Firstly,
it creates a visual vocabulary by clustering local features extracted from
the training videos, where clustering is done with Gaussian Mixture Model
clustering. Then, it captures the average first and second order differences
between local features and visual vocabulary, i.e. Gaussian components.

Super-vector encoding [Zhou et al| (2010) is another variant of the Fisher
encoding. There are two variants of the support vector encoding: (1) with
hard assignment of local features to the nearest visual word, and (2) with
soft assignment of local features to several nearest visual words. The visual
vocabulary is created using k-means algorithm. Then, the video is encoded
using (1) the first order differences between local features and visual words
and (2) the components representing the mass of each visual word. Vector of
Locally Aggregated Descriptors (VLAD) encoding |Jégou et al.| (2010)), |Jain
et al.| (2013) is another variant of the bag of-features model. It accumulates
the residual of each local feature with respect to its assigned visual word.
Then, it matches each local feature to its closest visual word. Finally, for
each cluster it stores the sum of the differences of the descriptors assigned to
the cluster and the centroid of the cluster.

BossaNova encoding|Avila et al.| (2013)) is very similar to the Vector of Locally
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Aggregated Descriptors encoding technique. It enriches the bag-of-features
representation with a histogram of distances between the local features and
visual words, preserving information about the distribution of the local fea-
ture around each visual word.

Most of the above techniques were invented for image classification, image
retrieval, and object recognition. However, they can be applied for any do-
main and any task using local features.

Features Encoding: Memory Requirements Lets denote the size of
codebook as K and the size of local descriptors as D. Then:

e The size of the bag-of-features representation, Kernel codebook encod-
ing, and Locality-constrained Linear Coding is K.

e The size of the Fisher vector encoding is 2KD.
e The size of the VLAD encoding is KD.

e The size of the BossaNova encoding is K(B + 1), where B is the number
of discretized distances between codewords and local descriptors |Avila)
et al.| (2013).

The bag-of-features, Kernel codebook encoding, and Localityconstrained Lin-
ear Coding representations require the smallest amount of memory to store
a video sequence. The Fisher vector encoding requires the greatest amount
of memory to store a video sequence.

Local Features Encoding: Accuracy Various comparisons between local
feature encoding techniques have been presented in the literature, e.g.:

e Chatfield et al. (Chatfield et al. (2011) compared the bag-of-features,
Kernel codebook encoding, Locality-constrained Linear Coding, Fisher
vector encoding, and Supervector encoding, and for the task of object
recognition Fisher vector encoding gave the best results.

e Avila et al. |Avila et al. (2013) compared the bag-of-features, BOSSA
encoding Avila et al.| (2011)), BossaNova encoding (improved version of
the BOSSA encoding), and Fisher vector encoding, and for the task of
image classification Fisher vector encoding gave the best results (not
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counting the combination of the Fisher vector encoding and BossaNova
encoding which shown superior results).

e Moreover, Jegou et al. |Jégou et al.| (2012) compared the bag-of-features,
Fisher vector encoding and VLAD encoding, and for large-scale image
search again Fisher vector encoding gave the best results.

e Krapac et al. |[Krapac et al.| (2011) compared the bag-of-features and
the Fisher vector encoding, and for image categorization again Fisher
vector encoding gave the best results.

e For large-scale web video event classification, Sun and Nevatia [Sun
and Nevatial (2013) presented that the Fisher vector encoding obtained
better results than the bag-of-features and the VLAD encoding.

e Similarly, for the action recognition task, Oneata et al. |Oneata et al.
(2013)) presented that the Fisher vector encoding obtained better results
than the bag-of-features representation.

Local Features Encoding: Conclusion The bag-of-features approach is
the most popular technique for encoding local features and its representation
requires a small amount of memory to store a video sequence. The recent
Fisher vector encoding seems to be very powerful technique, it has shown
superior results for many Computer Vision tasks, but its representation re-
quires a large amount of memory to store a video sequence. Fortunately,
it has been shown Perronnin et al.| (2010) that the Fisher vector encoding
can be used with linear classifiers and it still outperforms the bag-of-features
representation, which should be applied with non-linear classifiers to give a
good classification performance.

3.4. Classifiers

Once we represent video sequences, e.g. using any of the above tech-
niques, we would like to decide which actions they contain. We are given a
set of actions and our goal is to recognize these actions in videos. Due to a
large number of machine learning algorithms, we only briefly present several
popular classification algorithms.

The goal of the supervised learning is to build a model of the distribution of
class labels in terms of input features. Then, the obtained classifier assigns
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class labels to the testing instances, where the values of the input features
are known, but the value of the class label is unknown.

Statistical approaches |Jensen| (1996) provide a probability that a given in-
stance belongs to a particular class. Naive Bayes classifier is the simplest
Bayesian classifier, which is based on Bayes theory with strong (naive) as-
sumption that all variables contribute toward classification and are mutually
correlated. A Bayesian network is another classifier, it is a probabilistic
graphical model that represents a set of random variables and their con-
ditional dependencies via a directed acyclic graph, where the nodes are in
one-to one correspondence with the features.

Another examples of the graphical models are Hidden Markov Model (HMM)
Rabiner| (1989) and Conditional Random Field (CRF) Lafferty et al. (2001).
The former is a generative model and it gives the output directly by mod-
eling the transition matrix based on the training data. It assumes that the
system being modeled is a Markov process with unobserved (hidden) states.
The latter is a discriminative model which outputs a confidence measure. It
can be considered as a generalization of HMM.

Instance based learners is another category of classifiers. One of the sim-
plest classifier is the k-Nearest Neighbour (k-NN) |Cover and Hart| (1967). It
locates the k nearest instances to the given query instance and determines
its label by selecting the single most frequent label of nearest instances. The
main limitation of this classifier is that it requires to store all the instances
and it is sensitive to the choice of the similarity function to compare instances.

Moreover, there is general agreement that it is very sensitive to irrelevant
features. There are many variants of the k-NN algorithm, e.g. CNN and
UNN. Condensed nearest neighbor (CNN) |Hart| (1968) is designed to reduce
the data set for classification. It selects the set of prototypes from the train-
ing data to classify samples almost as accurately as the nearest neighbour
with the whole data set. Another variant of the k-NN algorithm is the Uni-
versal Nearest Neighbors |Piro et al.| (2010), which is a boosting algorithm for
inducing a leveraged k-NN rule. This rule generalizes the k-NN to weighted
voting, i.e. the votes of nearest neighbors are weighted by means of real
coefficients, where the weights (called leveraging coefficients) are iteratively
learned from training data.
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Decision trees Murthy| (1998)) belong to logic category of classifiers. Decision
trees are trees, which classify instances by sorting them based on feature
values. Each node in a decision tree represents a test on a feature, each
branch represents an outcome of the test, and each leaf node represents the
class label. There are several measures for finding the best features for the
construction of a decision tree: Information gain, Gain ratio, Gini index,
ReliefF algorithm, Chi square, and others. However, no measure is signif-
icantly better than others. The construction of the optimal decision tree
is an NP-complete problem. The popular decision tree algorithms are: It-
erative Dichotomiser 3 (ID3), C4.5, and Classification and Regression Trees
(CART). The main limitation of the decision trees is that they tend to overfit
the training data. Random forest classifier (Breiman| (2001)), |(Genuer et al.
(2008)) solves this problem. It uses a multitude of decision trees and out-
puts the class label based on the votes from all the individual decision trees.
Moreover, it uses a random selection of features to split each node.

Another category of classifiers is perceptron based techniques. Artificial Neu-
ral Networks (ANNs) (Rumelhart et al.|(1985), Zhang (2000))) are multi-layer
neural networks, which consist of a number of connected units (neurons).
ANNSs consist of three types of layers: input layer with input units which
receive information to be processed, output layer with output units which
give the result of the algorithm, and hidden layers with hidden units which
process the data. An ANN learns the weights of the connections between
neurons in order to determine the mapping between the input and the out-
put. They are many types of ANNs: single layer perceptron, RBF network,
DNNs, CNNs, and others. A single layer perceptron is the simpliest neural
network based on a linear combination of a set of weights with the feature
vector. A Deep Neural Network (DNN) is a neural network with at least
one hidden layer of units between the input and output layers. A Radial Ba-
sis Function (RBF) is a three-layer feedback network, in which each hidden
unit implements a radial activation function and each output unit applies a
weighted sum of hidden units outputs.

A Convolutional Neural Network (CNN) is another type of a neural net-
work that can be directly applied on the raw input, thus automating the
process of feature construction. Boosting |Schapire| (1999) is a machine learn-
g0 ing meta algorithm, which creates a strong classifier from a set of weak
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classifiers. The algorithm iteratively learns weak classifiers and adds them
to a final strong classifier with weights which are typically corresponding to
the accuracy. After a weak classifier is added, the data is reweighted, and
typically the correctly classified samples loose weight, and the misclassified
samples gain weight so the boosting algorithm will focus on them in the
next iteration step. A weak classifier is defined as a classifier which works
at least as well as a random classifier. A strong classifier should be well
correlated with the true classification. The popular boosting algorithms are:
AdaBoost, GentleBoost, BrownBoost, LogitBoost, Bootstraping, and others.

Support Vector Machines (SVMs) (Vapnik and Vapnik| (1998), [Burges| (1998),
Cristianini and Shawe-Taylor| (2000)) belong to another category of classi-
fiers. They are maximizing the distance between a hyperplane that separates
two classes of data and instances on either side of it. They can perform linear
separation and also non-linear separation using a kernel function. Moreover,
they reach the global minimum and avoid ending in a local minimum, what
may happen in other search algorithms such as neural networks. Finally,
they typically provide very good results.

Many of the above classification techniques have been successfully applied
to action recognition in videos, e.g. HMMs Yamato et al, (1992), k-NN
(Efros et al. (2003)), Blank et al.| (2005)), Thurau and Hlavac (2008))), ANNs
losifidis et al.| (2012)), CNNs Karpathy et al.| (2014)), Boosting (Nowozin et al.
(2007), |[Fathi and Mori| (2008)), and SVMs (Dollar et al| (2005)), |Laptev
(2005), [Laptev et al.| (2008)), Liu and Shah (2008), Wang et al. (2011a)).
Over the last years, SVMs is the most popular classification technique used
in action recognition in videos. All the above classification algorithms have
pros and cons and we refer to the work of Kotsiantis Kotsiantis et al.| (2007)
for the details. According to that work, SVMs achieve the best accuracy
in general, in comparison with the Decision Trees, Neural Networks, Nave
Bayes, k-NN, and Rule-learners. They are also at least as good as others in
speed of classification, tolerance to irrelevant attributes, tolerance to redun-
dant attributes, and tolerance to highly interdependent attributes. However,
there is no single learning algorithm that can uniformly outperform other
techniques over all datasets. SVMs have a sound theoretical foundation, and
they are considered as a must try [Wu et al| (2008)) as they are one of the
most robust and accurate methods. However, SVMs also have cons |Kot-
siantis et al.| (2007)), e.g. their performance highly relies on the selection of
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an appropriate kernel function, they have low speed of learning w.r.t. the
number of attributes and the number of instances, and they do not handle
well model parameters. For action recognition in videos, SVMs are the most
widely used supervised learning classifiers. They achieve very good results,
there exist kernel functions that give good results, the number of instances
and the number of attributes are typically not large (up to several thou-
sands), and there are typically not many classifier parameters to learn.

Ensemble of Classifiers The above supervised learning techniques use an
individual method to perform a classification. Another type of approaches
creates an ensemble of classifiers to obtain better predictive performance.
Over the last years, numerous methods have been proposed for that (Kot-
siantis et al. (2007), Dietterich| (2000)), [Rokach| (2010))), and these methods
typically use: (a) various subsets of training data with a single learning
approach, (b) various training parameters with a single training approach,
and/or (c) various learning approaches. Although many ensemble methods
have been proposed, there is no clear picture which technique is the best
(Kotsiantis et al.| (2007)), Vilalta and Drissi (2002)). An ensemble of clas-
sifiers have been used by several action recognition approaches, e.g. (Yang
and Shah| (2012), Izadinia and Shah| (2012), (Oh et al. (2014)). Finding the
right ensemble method is still an open machine learning research problem.
An ensemble of classifiers may improve results for some features, techniques,
and decrease results for others.

4. Techniques Using Weakly-Supervised Classifiers

instead of supervised action recognition, it uses different unsupervised
approaches to define long-term activity models. It also benifits from some
supervised information as hints to help reach better models.

777 Tinne can elaborate on this section 777
e Using Visual Information and Text on Large Dataset

e Using Visual Information and Audio
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e Using Visual Information, Text, Audio and etc.

5. Techniques Using Unsupervised Classifiers

From the very beginning, supervised approaches has been one of the
most popular approaches for recognizing human actions Aggarwal and Cai
(1999). Recently, a particular attention has been drawn on extracting ac-
tion descriptors using space-time interest points, local image descriptors and
bag-of-words (BoW) approach |Laptev et al.| (2008); [Wang et al.| (2011al).
For simple and short-term actions such as walking, hand waving, these ap-
proaches report high recognition rates. For long-term activities, there are
many unsupervised approaches that model the global motion pattern and
detect abnormal events by finding the trajectories that do not fit in the
pattern. Many methods has been applied on traffic surveillance videos to
learn the regular traffic dynamics (e.g., cars passing a cross road) and de-
tect abnormal patterns (e.g., a pedestrian crossing the road) Hu et al.| (2006).

Activities of daily living (ADL), such as cooking, consists of long-term com-
plex activities that are composed of short-term actions. Supervised ap-
proaches only provides a representation of short-term local body movements.
Therefore, they require too much user interaction: splitting long videos into
clips that contains only one simple action and labeling this very large amount
of clipped data. Since the beginning and the end of the activity is not known,
it is hard to train classifiers that can distinguish long-term actions. On the
other hand, with existing unsupervised approaches, modeling the global mo-
tion pattern cannot capture the complex structure of long-term human ac-
tivities.

many supervised approaches have been proposed for recognizing human ac-
tions from videos. Different features has been examined for robust and dis-
criminative representation of actions(section 4). In addition, many machine
learning approaches has been applied to model the actions and obtain robust
classifiers. Lots of methods rely on skeleton detection. However, skeleton
detection is noisy when the view is not frontal or there is occlusion. In all of
these methods, the common approach is to use datasets that include short,
simple and well-clipped actions. Features of interest are extracted from the
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huge set of short clips and labeled. Then, using this huge amount of labeled
data, a supervised classifier is trained to learn the model of each action. Ben-
efiting from the very well-organized training sets, many approaches achieve
state-of-the-art results. However, in the case of ADL, such approaches cannot
handle the complexity and provide a discriminative representation of actions.

By addressing this disadvantage of supervised methods, there are unsu-
pervised methods that directly learn activity models from the whole data
(videos). Hu et al. Hu et al.| (2006) learn motion patterns in traffic surveil-
lance videos by using a two-layered trajectory clustering via fuzzy k-means
algorithm: clustering first in space and second in time. This idea has been
extended in Morris and Trivedi| (2011)) and a three-layered clustering is per-
formed on trajectories in order to learn the variations: first in spatial routes,
second in time duration, and third in speed. Then, the spatio-temporal
dynamics of each cluster is encoded by training HMMs using the most repre-
sentative examples of clusters. In (Calderara et al.| (2007), normal motion is
modeled as a mixture of Von Mises distributions and parameters of mixture
distributions are learned by clustering direction information of trajectories.
The trajectories that do not fit the model are classified as abnormal. |Bobick
and Wilson| (1997) use dynamic programming based approaches to classify
activities. These methods are only effective when constraints on time or-
dering hold. Similarly, the approach in Dee et al.| (2012)) builds semantic
scene models by clustering trajectory points and motion direction. They seg-
ment the regions in the scene that are similar in terms of space and motion
direction. The approach in Porikli| (2004) uses HMM to represent trajec-
tory paths by clustering and captures spatio-temporal patterns in trajectory
paths. Clustering is based on finding the number of clusters by checking
how well eigenvectors of the trajectory correlation matrix span the subspace.
These approaches allow high-level analysis of activities for detecting abnor-
malities in traffic videos. However, ADLs are more complex than traffic flow.
Therefore, using only global object trajectories will be insufficient to cap-
ture spatio-temporal modalities of ADL and discriminate among them (e.g.,

there will be no difference between “standing next to table” and “eating at
the table”).

Another trajectory-based approach for human activity recognition |Gao and

Sun| (2013]) uses HDP to address the limitation of HMMs regarding the predic-
tion of number of human motion states. For each activity, the distribution
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of hidden motion labels, mean and covariance parameters, and transition
probabilities are sampled iteratively via Gibbs sampling. Thus, it requires
too much computation to obtain the number of motion states. Furthermore,
there are many approaches in the field of computer vision based assistive
technologies that focus on assisting elderly people while performing an ADL
(e.g. washing hand) Hoey et al| (2012)). In |[Hoey et al. (2010), Hoey et al.
introduces a system that assists people with mild to moderate dementia in
the task of hand washing. The system tracks the two hands and objects
(e.g. towel) and utilizes a Partially Observable Markov Decision Process
(POMDP) for planning and decision making. The POMDP includes a set
of eight steps of hand washing, a set of six simple prompts and models the
user’s responsiveness, awareness, and overall dementia level.

Peters et al. in |Peters et al.| (2014) proposes an assistive system that sup-
port people with moderate cognitive disabilities in the execution of brushing
teeth. A color-based object detector is used to find the locations of objects
involved (e.g. brush, paste), a Bayesian network classifier is used to handle
the variabilities in behavior recognition, and maintain an ordering constraint
graph to model a set of ordering constraints between user behaviors.

6. Generating Complex Description: Verbalize, Machine Transla-
tion

7?77 Claire can elaborate on this section 777

e TACOS Cooking Dataset
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