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ABSTRACT

Introduction Early detection of cognitive impairments is crucial for the successful implementation of preventive strategies. However, in rural isolated areas or so-called ‘medical deserts’, access to diagnosis and care is very limited. With the current pandemic crisis, now even more than ever, remote solutions such as telemedicine platforms represent great potential and can help to overcome this barrier. Moreover, current advances made in voice and image analysis can help overcome the barrier of physical distance by providing additional information on a patients’ emotional and cognitive state. Therefore, the aim of this study is to evaluate the feasibility and reliability of a videoconference system for remote cognitive testing empowered by automatic speech and video analysis.

Methods and analysis 60 participants (aged 55 and older) with and without cognitive impairment will be recruited. A complete neuropsychological assessment including a short clinical interview will be administered in two conditions, once by telemedicine and once by face-to-face. The order of administration procedure will be counterbalanced so half of the sample starts with the videoconference condition and the other half with the face-to-face condition. Acceptability and user experience will be assessed among participants and clinicians in a qualitative and quantitative manner. Speech and video features will be extracted and analysed to obtain additional information on mood and engagement levels. In a subgroup, measurements of stress indicators such as heart rate and skin conductance will be compared.

Ethics and dissemination The procedures are not invasive and there are no expected risks or burdens to participants. All participants will be informed that this is an observational study and their consent taken prior to the experiment. Demonstration of the effectiveness of such technology makes it possible to diffuse its use across all rural areas (‘medical deserts’) and thus, to improve the early diagnosis of neurodegenerative pathologies, while providing data crucial for basic research. Results from this study will be published in peer-reviewed journals.

Strengths and limitations of this study

► The study aims to evaluate the use of a specifically developed and tailored videoconference system for administering remotely a complete cognitive and psychological assessment.
► Additional audio and video features for emotion and engagement detection as well as objective stress measurements will be captured.
► A mobile unit will test the use of the system in an equipped van that goes to the participants’ home.
► The sample size is relatively low since the study is limited in time.
► Selection bias may be that only participants open to the use of technology are willing to participate even if usage does not require any real interaction with the system.

INTRODUCTION

With the current COVID-19 pandemic crisis, now even more than ever, technical solutions such as telemedicine platforms are of great importance to provide isolated elderly people with timely and sufficient access to healthcare. Moreover, in regard to this, the journal Lancet published an article underlining the important negative consequences of social isolation on older adults1 and that online technologies represent a promising solution to overcome these problems, by providing support and connection to healthcare professionals.

Today, many barriers, such as social isolation, still often hinder the early diagnosis of cognitive and affective disorders such as dementia which is crucial for timely treatment and management since lately the benefits of prevention strategies have been clearly demonstrated.2
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For older adults living in rural isolated areas, it is particularly challenging due to the limited access and long travel times to specialised clinics, causing complete exclusion and thus, under-representation of this population in clinical trials.

New methods for remote screening and monitoring of people at risk are sorely needed. Additionally, the increasing risks caused by social isolation among older people in these areas have to be addressed rapidly. For this, over the past years, information and communication technologies have been employed in the field of dementia research with attempts of using computerised cognitive testing, sensors, automatic speech or image analysis for more objective and standardised evaluation of patients cognitive, behavioural and emotional states. Furthermore, several studies have investigated the use of telemedicine for remote cognitive assessments of dementia disorders. The use of videoconference-mediated telemedicine is gradually increasing in diverse patient care settings including primary care, critical care, neurology, behavioural health and psychiatry, among other specialty areas. Lately, review studies show that a certain number of cognitive tests can be administered remotely with reliable results compared with face-to-face assessment with psychologists at a clinic. Acceptability assessments show as well that this form of being assessed is relatively well tolerated by the users.

However, most studies focused on just one or a few cognitive tests using already existing videoconference platforms such as Skype. Hence, it would be important to evaluate the feasibility of remote administration of a complete neuropsychological assessment including multiple tests of cognitive functions as well as a typical anamnesis interview. One hypothesis is that clinicians seem hesitant in adopting telemedicine technology due to the feeling of distance to their patients; they report the difficulty of extracting sufficient non-verbal cues on a patients’ emotional state via this administration method. Today, with the advances in artificial intelligence empowered speech, language and image processing, it is possible to extract additional sophisticated and unobtrusive natural biomarkers from the videoconference-based consultations and provide it back to the clinician as feedback for a better understanding of a patients’ behaviour and differential diagnosis. These sensor-based technologies can provide rich information about cognitive and emotional characteristics, such as, for instance, prosodic features from speech for mood detection, or head and eye directions from video for indicating engagement levels. This can be used to help with the process of clinical decision-making during consultations, improving diagnostic precision and overcoming the lack of communication cues usually provided in face-to-face interactions. New perceptual analysis (computer vision algorithms and natural language processing), can add more quantitative information to the interactions such as dynamics and intensity of behaviours.

For this, a videoconference system tool was developed (figure 1) and specifically designed to remotely perform a full range of neuropsychological tests supporting early detection and monitoring of cognitive disorders. In opposition to already existing videoconference tools, it has two different adapted interfaces, one for the clinician (left image) with several clinical tests implemented and available in a platform with its visual content and scoring system and one very simplified for the patient (right image) showing mainly the clinician or the test content. For each test, speech and video can be recorded.

Figure 1  Clinician and patient interfaces of the videoconference tool; on the left side the clinician can access all different tests, control the visual content for the patient, score performances and record speech and video. The interface shows in the centre the video of the patient and on the right a feedback video of the clinician. On the right side, the patient’s interface which displays mainly in the centre the video of the clinician or the test content.
This tool could allow older adults living in rural areas access to enrolment in future clinical dementia trials and thus, more effective interventions resulting in the reduction of overall costs associated with treatment and rehabilitation.\(^5\) For patients, it could offer the comfort of flexible usage without physically visiting specialised clinicians.

Over the past years, in many of France’s rural regions, a crisis of medical ‘desertification’ can be witnessed caused by a gradual steady decline in the number of local doctors. The region around Digne-les-Bains in the southeast of France is one of the most affected areas, urgently requiring novel solutions to address the lack of access to adequate specialised healthcare.

The overall aim of the current study is to evaluate the use of this system for administering remote cognitive assessments to isolated elderly. For this, a counterbalanced cross-over feasibility study will be performed in the rural areas in the southeast of France (Digne-les-Bains). The study will target (1) results from videoconference administration of a complete neuropsychological assessment will be compared with the classical face-to-face administration, (2) acceptability among the users, patients as clinicians, will be assessed and (3) speech features as well as information on facial expressions and posture will be additionally extracted and compared with classical assessment scales. Moreover, these features might help to indicate levels of engagement, stress, fatigue or mood states.

METHODS AND ANALYSIS

Objectives
We aim to deploy and test a specifically designed videoconference system for cognitive testing under real conditions of a clinical feasibility study.

1. Evaluate the new telemedical service in terms of clinical relevance and usability and acceptability.
   a. Evaluate the reliability of the different cognitive tests administered through the videoconference system to isolated older adults living in rural areas.
   b. Assess acceptability of videoconference modality among the users qualitatively and quantitatively.
   c. Identify automatically extracted speech, language and video features, which correlate with cognitive performance and neuropsychiatric/psychological symptoms (eg, depression, apathy, anxiety), as measured by standard clinical cognitive and behavioural assessments.
   d. Support the proposed speech analysis by a complementary computer-vision-based analysis. Such analysis exploits advanced methods related to automated face analysis, tracking, detection and recognition, as well as human behaviour analysis (capturing mood, levels of engagement in tasks and levels of arousal).

Participants
For this non-interventional observational study, 60 older adults will be recruited (age ≥55) from the region of Digne-les-Bains, France over an inclusion period of 12 months. Participants will be referred by the local Hospital Center’s memory clinic, general practitioners and/or the ADMR (Aide à domicile en milieu rural/home services in rural areas) Federation. Those interested in the study will receive an information sheet. On attendance, a member of the research team will address any potential queries and take informed consent, prior to the experiment.

The main inclusion criteria are:
- Lives in the region of Digne-les-Bains.
- ≥55 years old.
- Speaks French as a first language.
- Can independently understand the informed consent form, and voluntarily consents to participate, OR has an alternate decision-maker who can provide consent on their behalf while the participant provides assent.

Exclusion criteria are:
- Has significant vision problems which would impact ability to perceive visual stimuli.
- Has significant auditory problems which would impact ability to understand verbal prompts.

Patient and public involvement
Participants were not directly involved in the development of the protocol and research questions. However, the association ADMR is working very closely with isolated elderly and represents an important partner in this project. Its members were involved from the early beginning of the planning and their input shaped the overall design of the study. Focus groups with participants will be organised to gather feedback on the experience of the videoconference-based administration procedure.

Study protocol
To assess the usability of the system in several conditions, we propose two scenarios: the first one is to validate the telemedicine tool in a clinical setup when patients can move to close-by places, where they have access to the needed infrastructures (internet connection, device with a webcam, etc); the second one is to move close-by the homes of isolated patients (eg, in rural areas) with an equipped mobile unit.

A comprehensive neuropsychological assessment (see Box 1) consisting of a clinical interview followed by a set of cognitive tests (memory, attention, etc) will be administered face-to-face and 2 weeks later remotely via a videoconference system by two different psychologists. The system is installed in a room in the local Hospital Center’s memory clinic. To reduce learning effect biases and within rater variability, this procedure will be counterbalanced so that half of the participants first experience the face-to-face interaction and the other half will initially receive the videoconference administration (see figure 2).

For the following tests, we will use parallel versions in order to avoid a learning effect: MMSE, free and cued selective reminding test, digit span test, denomination task and semantic and phonemic fluencies. The study
Open access

Box 1 Protocol overview

<table>
<thead>
<tr>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Psychologist will call the patient through the teleconference system.</td>
</tr>
<tr>
<td>2. Short introduction about aim and procedures.</td>
</tr>
<tr>
<td>3. Informed consent.</td>
</tr>
<tr>
<td>4. Clinical interview: demographic information, medical history, subjective memory complaint; scales: Subjective Cognitive Functioning (SCF-4 items),25 Mood (GDS-15 item),26 Apathy Inventory.27</td>
</tr>
<tr>
<td>5. Test of global cognition (Mini Mental State Examination (MMSE)28).</td>
</tr>
<tr>
<td>6. Visual episodic memory test (free and cued selective reminding test29 if MMSE &lt;20; 5-word test of Dubois et al30).</td>
</tr>
<tr>
<td>7. Praxis test.31</td>
</tr>
<tr>
<td>8. Visual recognition test (doors and people test).32</td>
</tr>
<tr>
<td>9. Working memory task (digit span test).33</td>
</tr>
<tr>
<td>10. Open questions (positive/negative storytelling).18</td>
</tr>
<tr>
<td>11. Verbal episodic memory recall.</td>
</tr>
<tr>
<td>12. Stroop test.34</td>
</tr>
<tr>
<td>13. Semantic (animals/fruits) and phonemic (‘p’/’r’) fluency tasks.34</td>
</tr>
<tr>
<td>14. Picture description (Cookie Theft picture).35</td>
</tr>
<tr>
<td>15. Denomination task (Lexis36/DO8037).</td>
</tr>
<tr>
<td>16. Completion of conversation with patient, including providing information about the procedure of the study (face-to-face assessment).</td>
</tr>
<tr>
<td>17. User experience questionnaire (copy under online supplemental file).</td>
</tr>
</tbody>
</table>

Figure 2 Study protocol design. ADMR, Aide à domicile en milieu rural/home services in rural areas.

is limited to use the video modality to verify test performances, which makes it complicated for constructional tasks that require drawing. Within the MMSE test, subjects will be asked to perform the task on a white sheet and display it in front of their camera so the clinician can evaluate it remotely.

For those participants, who live further away, it is planned to perform the videoconference administration nearby their home with the help of a van equipped with a computer connected to 4G internet. The participants will sit in the van and connect to the psychologist via the system on a dedicated laptop. In this way, the scenario of remotely testing those who are living very isolated will be evaluated.

After the inclusion of all participants, results obtained at the videoconference administration will be compared with the classical face-to-face method to evaluate their reliability. Evaluation reports of the neuropsychological assessments obtained in this study will be sent to the referring clinicians of the hospital in Digne-les-Bains.

Regarding acceptability, participants of the study will be asked to complete a questionnaire on their experience of the videoconference-administered assessment (compared with the classical). In addition, a subgroup of study participants, as well as other stakeholders, will be invited to participate in a focus group with semi-structured qualitative interviews in to assess, in more depth, the ease and usability of the system.

A corpus of video and speech samples will be created for further analysis. Features, potentially relevant for early detection of cognitive disorders and/or behavioural and psychological symptoms, will be extracted. Speech, language and video features extracted during the videoconference administration will be compared partly to manual annotations of the psychologists (information regarding engagement, mood and arousal), and partly to information extracted during the clinical interview and scales/questionnaires on the presence of behavioural and psychological symptoms (depression, apathy, etc).
In a subgroup of participants, stress levels will be measured during the face-to-face and remote assessment administration both subjectively via a questionnaire and quantitatively, with a bracelet (Empatica E4\textsuperscript{156}) which measures physiological data in real-time.

PROTOCOL OF THE ASSESSMENT

Technical description of the videoconference system

The videoconference system (or telemedicine) tool was internally developed as a web-based platform, using common web-development technologies and libraries (JavaScript, Node.js, HTML, etc). No Skype, Zoom or other existing videoconferencing systems were involved. A secured server allows connecting two clients (clinician and patient) through the two interfaces described in figure 1. Both clinician and patient connect to the platform through any existing web browsers (Chrome, Firefox, Safari, Edge) under any operating system that supports webRTC standard. WebRTC (https://en.wikipedia.org/wiki/WebRTC) (Web Real-Time Communication) is a free, open-source project providing web browsers and mobile applications with real-time communication via simple application programming interfaces. It allows audio and video communication to work inside web pages by allowing direct peer-to-peer communication, eliminating the need to install plugins or download native apps.

Since the communication between the clinician and the patient is made directly through the web, the used devices (camera, microphone and speakers) are either the built-in devices when a laptop is used (in the van), or externally attached to the PC (in the case of a desktop computer, for example/in the clinic). For a tablet or a smartphone, the integrated hardware devices can be used.

The implemented clinical tests are normalised tests used by neuropsychologists and related medical professionals. The following three types of clinical tests will be used:

1. Tests which do not require sharing any visual contents (such as verbal fluency). For these tests, any device can be used (smartphone, tablet, PC, laptops with the integrated webcams, microphones and speakers).

2. Tests which require sharing visual contents (images, words, pictures, etc). For these tests, the content should be visible to the patient, and using small devices such as smartphones can lead to bad perception of the visual contents. In the face-to-face clinical assessments, we use pen and paper, and the size of the visual contents are normed with a minimum size (size of a picture, size of a word or a figure). For this reason, we recommend a minimum size of 10 inch for the screen of the used device, so some tablets can be used, in addition to laptops and PCs; however, for such tests, a smartphone is not recommended.

3. For few tests, the medical professional needs to see the hands of the patient and generally the upper body (such as psychometric tests); for such tests, a wide-angle camera is needed.

For practical reasons, we will use a laptop or a desktop with a minimum of 17-inch screen width. This will make the clinical tests’ contents (images and text) visible for the patients. In addition, we will use a wide-angle camera, especially for the patient’s side, in order to allow the clinician to see the upper body of the patient to be able to observe gestures. This is particularly important for some clinical tests, in which seeing the patient’s hands is required.

The videoconferencing communication requires a dedicated server to allow the transmission of different information between the two clients (clinician and patient). Servers to store different data (database, patients’ information, videos, speech recordings, scores, etc) and to run the different services allowing the videoconferencing communication are mandatory. All the servers will be hosted in dedicated and regulated infrastructure such as the ones of the clinical partners, and thus respect the legislation related to health data and privacy.

The developed system is linked to third parties cloud infrastructures allowing speech and video analysis. For the planned clinical study, audio and video data will be stored on secured servers. The processing of these data is done according to the procedure explained under data processing.

The use of speech and video analysis, in addition to providing potential digital biomarkers, helps in overcoming both the physical absence of the patient and the lack of sophisticated and complex observation devices (such as Pan-Tilt-Zoom ‘PTZ’ cameras). By providing the clinician with meaningful information about the patient’s behaviours and state (comfort, fatigue, stress), the physical distance can be potentially compensated for.

DATA COLLECTION, MANAGEMENT AND ANALYSIS

Data collection

Data will be collected at the Hospital Center in Digne-les-Bains; the assessments will be performed remotely and face-to-face by clinicians from the Memory Clinic in Nice. For remote assessments, the videoconference software will record test scores, video and speech and store them on a dedicated secured server complying with healthcare data hosting regulations. Other clinical and neuropsychological data collected by the clinicians will follow the standard practice of the centre.

Prior to initial participation in the study, each participant will consent on paper, or an alternate decision-maker will consent and the participant will provide assent. Each individual (or dyad) will be given as much time as they need to review the consent form and decide whether they want to participate. The consent only needs to be provided once, before initial participation in the study.

Subsequent completion of additional sessions will not require additional consent. Each participant will be associated with a unique, randomly generated, non-personally
identifying number (‘participant ID’). During their first session, on providing consent to participate, the participant will be asked to provide general demographic data (e.g., month and year of birth, sex, number of years of education, spoken languages, history of dementia, etc); responses will be associated with the appropriate participant ID. If consent is provided by an alternate decision-maker, the participant’s data will be collected from the designated proxy. This information will be used to control for confounding variables when conducting analyses of the collected data and will only be reported anonymously or in aggregate.

Acceptability evaluation
All participants will be asked to answer a questionnaire (copy under online supplemental file) on the acceptance of the videoconference as well as of the face-to-face modality for cognitive testing including seven questions with a response ranging from 1 to 7, where 1 = strongly disagree and 7 = strongly agree. This questionnaire is based on the ‘System Usability Scale’ \(^1^7\) and assesses the user experience, including an overall evaluation, participant satisfaction, if they would repeat the experience, attitudes and clarity of instructions as well as what type of method is preferred and why. After each question, participants have the option to add a comment. The three following open questions are included at the end of the questionnaire: what was missing or disappointing in your experience? what do you like most/least about this procedure? what is the one thing we could do to make it better?

Descriptive statistics will be performed on the obtained scores. Thematic qualitative analysis will be applied to the comments and written answers to the questionnaires.

Focus group discussions with some participants will be recorded and transcribed. We will then rearrange the comments so that answers are together for each interview question. For each question, we will note the main ideas that occur in the answers. Recurring main ideas will be used to identify themes which in turn will be illustrated by quotations. The analysis results will be described in a narrative report and based on thematic analysis will be thematic analysis on the transcripts of the different responses as well as on feedback provided during informal focus group discussions with participants to presenting the user experiences and define encountered problems and points of improvement of the system.

Speech data
The speech of the different participants will be recorded as audio files for different cognitive tests. Depending on the test, the recorded speech will be either free speech or direct answers to questions, or verbal or visual stimuli.

We will directly record the speech of the patients. From the audio files, we will use automatic speech recognition to obtain textual transcripts of the recordings. A subset of the data will be manually transcribed to compare results between automated and manual transcriptions.

We will use either the internal microphone of the device (PC or tablet) or an external microphone for better recording quality. The recorded data will be automatically stored on the secured server.

Video data
Towards our general goal to detect and remotely monitor cognitive decline in the context of dementia in a partially automated way, we intend to support the proposed speech analysis by a complementary computer-vision-based analysis. Such analysis exploits advanced methods related to automated face analysis, tracking, detection and recognition, as well as human behaviour analysis.

First, we plan to record two-dimensional video data from all participants for the computer vision-based analysis. Then, we intend to analyse these data with a focus on finding facial/gestural behaviours and facial/gestural activities that are representative for cognitive performance and neuropsychiatric symptoms of dementia in different situations, such as free speech interviews, and in some cognitive tests (e.g., patients are encouraged to describe the content of a series of images).

We intend to acquire the video data using the integrated web camera of the device (PC or tablet) used for the telemedicine session. Possible use of an external web camera connected to a PC is also considered. In both cases, the recorded data will be automatically stored on the secured server.

Stress measure data
We would like to explore the use of additional objective markers of stress levels within this study. For this, for only a subgroup of participants (during the mobile home unit phase), we will extract through the Empatica E4 device physiological data during both administration methods:

- Electro-dermal activity: measures sympathetic nervous system activity manifested through the skin, by measuring the constantly fluctuating changes in certain electrical properties of the skin.
- Heart rate variability: derived from measuring blood volume pulse.
- Peripheral skin temperature: measured using an integrated infrared thermopile.
- Three-axis accelerometer: captures motion-based activity, which identifies intensity and frequency of movements that could be a seizure.

We aim to compare the different time point measures with each other to assess the stress levels of the participants during the face-to-face and the remote assessment administration.

Data security
A collection of data will be made with the videoconferencing web-based platform (telemedicine tool). Digital data (audio, video, recorded scores, answers to questionnaires), as well as written records will be collected.

Concerning the paper data, these will be stored in armoires with access limited to clinicians participating in
the study (a key is needed for access). Each involved clinical partner will store these papers in their clinic. The data will be digitised through the web-platform to conduct the research work. In the following paragraphs, we provide details about the security of all digital data.

To perform the study, a secured connection to the web-platform is required by both clinicians and participant subjects. The secured and encrypted connection (ie, HTTPS) requires authentication with an email address and an encrypted password. Only limited email addresses’ domains will be allowed to connect to the web-platform. The clinician should have a professional email that is provided by their organisation (such as ‘@chu-nice.fr’, ‘@ch-digne.fr’, etc). Only the domains of clinical partners involved in the clinical study will be allowed.

The enrolled subjects will have authorised access to the web-platform with their email and a generated temporary password valid only for the time of their participation in the study. The password will be entered by the person accompanying the subject (a clinician, part of the clinical study) to connect the subject to the platform. For the subjects who have no email, a unique identifier (temporary email) will be provided.

The data collected during the study will be stored in a secured encrypted database. The database will be hosted by the Institute Claude Pompidou (ICP) servers. These servers are owned and part of the University Hospital of Nice (CHU NICE). These servers are secure and follow all the required security and healthcare data hosting regulations. The security of the servers is managed by the IT personnel of CHU NICE who has to sign a confidentiality agreement and only has access to anonymised clinical data.

An IT technician from the ICP will maintain the anonymised database. The technician will have all the rights on the database:
- Create/delete/edit the list of clinicians who can access the web-platform.
- Create/delete/edit the list of subjects participating in the clinical study.

Regarding the mobile van, the technician is only there before the consultation to ensure the technical equipment is working correctly, then he will leave the van.

The authorised clinicians will have the right to access the web-interface, which will allow them to perform the study. The collected data will automatically be stored in the database.

Access to the stored data is strictly reserved to the clinicians with a secured account. The type of database is MySQL database. The security of the database is ensured by Advanced Encryption Standard techniques. The following rules will be applied:
- The database will only be accessible from trusted hosts.
- No use of data from input without filtering.
- All types of data will be protected.
- The administrator of the database will not be a user (the IT technician) of the web platform.

Security of transmission between clinicians and participants during study sessions: After the clinician and the participant are connected to the platform, video streams are circulating in both directions. Video streams are protected by integrating the following rules:
- The sessions of the clinical study will be scheduled by the involved clinicians and will not be publicly known.
- We will add a signalling protocol that will provide encryption of signalling traffic.
- The connection between the clinician and the patient will be a P2P connection, the media contents (audio and video channels) will be transmitted between peers directly in full duplex. Thus, as the signalling server maintains the number of peers in communication, we will monitor the connection for additional suspicious peers in a call session. If the number of peers actually present on signalling server is more than the number of peers interacting on the connection, then it could mean that someone is eavesdropping secretly and should be terminated from session access by force.
- Request permission from both sides to use the camera and the microphone.

The dissemination of the research results will be based on the analysis of generated pseudo-anonymous data, which does not include any information that would allow any reference to the identity of participants.

Data processing
The collected data will be processed to generate pseudo-anonymous metadata, which will be used by the different technical and clinical partners of the project. These technical partners (who are not the clinicians involved in passing the tests and authorised to access the participant data) will never have access to the raw data: identity of the patient, personnel information, videos and audio or any other information which allows identifying the subject.

The only processed data will be: scores of tests, videos and audio files. The processing will be done on the servers of the Institut Claude Pompidou, a processing which will generate anonymous metadata which will be transmitted by the IT technician to the partners with no information about the identity of the participants.

Concretely, an IT technician (or engineer) working for the Institut Claude Pompidou, and authorised to access all patient’s data as part of his duties (creating patients records, correcting information about patient information, etc) will be the only non-clinical person who can access the identifying data of the participants (speech and video recordings). This IT technician will be trained by the technical partners (using similar non-confidential data that does not belong to the participants), for training on relevant software-provided by the technical partners-to generate pseudo-anonymous metadata: low-level features extracted from speech and video such as signal intensities, acoustic characteristics, two-dimensional points positions and head/eyes positions in different images. This pseudo-anonymised metadata will not contain the identity of the participants. For each participant, a random
code will be assigned, known only by the IT technician and the clinicians involved in the study. All the metadata extracted by the different software and executed only by the IT technician will then be transmitted in a pseudo-anonymous manner: the technical partners will not know the identity of the participants, and they will only have access to a set of metadata matched to an unidentifiable code.

In order to perform the processing of the data, other pseudo-anonymous data could be transmitted to the technical partners such as tests’ scores and values of different clinical scales.

The data will be stored for a maximum period of 3 years. This time period will allow us to do the research work, analyse the data and publish results.

Analysis

In this study, we will mainly work on the analysis of three types of data: speech, video and tests scores, including multimodal analysis combining the three data types.

To verify the agreement between both administration procedures, we will compare the face-to-face test results with the videoconference-based test results. For this, the mean and SD for each test score will be calculated. Intraclass correlation coefficients will be used to assess agreement between the two testing formats. The Analysis of variance (ANOVA) test will be used to assess if the administration modality (independent variable) was associated with any difference in total scores of the different tests (dependent variables).

Speech analysis

The audio and transcribed text data will be processed to obtain acoustic, lexico-syntactic and semantic features. First, acoustic features will be extracted from the audio samples. The audio data will be passed through frequency domain transformations to obtain standard acoustic measures used in language processing, such as Mel frequency cepstral coefficients based on the cepstral representation of the acoustic signal which detects periodicity in its spectrum, jitter and shimmer measures based on irregularities in signal periodicity, recurrence period density entropy and pitch period entropy based on measures of aperiodicity and noise in the signal, measures based on the frequency domain harmonics, signal to noise ratios and filled and unfilled pause features, among others. Similar work was previously performed for the detection of signs of apathy.18

Second, syntactic measures will be obtained from transcriptions of the verbal and written responses. The text transcripts will be parsed with a standard probabilistic context-free grammar parser, and the resulting parse trees will be searched for the presence of specific syntactic constructions. Extracted syntactic features include the depth of syntactic parse trees, use of subordinate and coordinate clauses, use of passive voice, use of different types of syntactic constructions (eg, noun phrases, auxiliary verb phrases, etc) and mean length of utterance, among others. Lexical features will be extracted from part of speech tagged transcriptions and written responses; these include relative word-class usage, lexical richness evaluated using standard measures such as type-to-token ratio and Honoré’s statistic, average age of acquisition, familiarity and imageability, among others.

Finally, semantic features will be extracted from the transcriptions based on the criteria of the corresponding language task, for example, qualitative features from the semantic verbal fluency tasks19–21 or recall and precision-based measures of semantic content units present in a picture description task.22 Other relevant acoustic and linguistic features may also be computed. Standard statistical testing techniques (eg, t-test, ANOVA) will be used to determine the significance of any trends, which are detected in the data.

Video analysis

For the video analysis, we will first annotate the data in an initial step to find similar video sequences (eg, such as depicted patients talking, as well as such showing smiles or neutral states). From these annotated sequences, features that target behavioural analysis23 24 will be extracted. Specifically, we will use algorithms for face detection and then extract dense trajectories from the video sequence and represent these with facial spatio-temporal features, which incorporate motion of sampled points in the video sequence. Using the extracted features, emotions and engagement of the patients will be computed. Combining the features from video and speech analysis, we will perform an analysis to correlate the emotions expressed by a patient and their engagement during the cognitive tests with the cognitive disorders they could be affected with. In particular, the engagement information of a patient during a test will be used as an indicator of the success and the efficiency of a cognitive test. Our approach will be validated by the acquired data, as well as by benchmark datasets, which are publicly available. The recorded data will only be used to develop, test and validate algorithms (analysis, classification, deep-learning, etc) and will be deleted after the study.

ETHICS AND DISSEMINATION

The procedures are not invasive and there are no expected risks or burdens to participants. All participants will be informed that this is an observational study and their consent taken prior to the experiment. Participants with cognitive impairment may experience feelings of confusion, anxiety, distress, embarrassment or sadness during participation. We mitigate against this by explaining sufficiently beforehand the procedure, answering possible questions and keeping the session relatively short. In situations where a participant is significantly distressed as a result of participating in the study, the clinician will stop the session. Participants may withdraw from the study completely at any time. No other known risks to the participants exist. After completion of the tests, each
participant will receive feedback on her/his performance as well as a summary report will be sent to the referring practitioner.

Confidentiality aspects such as data encryption and storage comply with the General Data Protection Regulation (GDPR) and the requirements from sponsoring bodies and ethical committees. Results from this study will be published in peer-reviewed journals. However, all communications will only include results on analyses undertaken after preprocessing the recordings, ensuring that audio-visual data will never be published or disseminated.

The project will enable the validation of technology that allows the implementation of sophisticated and unobtrusive remote neuropsychological assessment, eventually at home or at easily reachable locations to facilitate access to clinical experts. The solution will furthermore allow for easier recruitment and onboarding of people living isolated in rural areas into clinical trials who, are until today, under-represented due to the lack of access to clinical sites.

**CONCLUSIONS**

Demonstration of the effectiveness of this technology may later allow its distribution across rural areas ('medical deserts') in France and thus improve early diagnosis of neurodegenerative pathologies while providing data crucial for basic research. Ultimately, it will lead to an improvement of healthcare access and care of isolated seniors in these regions. Furthermore, recruitment, onboarding and monitoring of potential candidates in these regions for clinical trials will be facilitated. Pushing the use of such remote solutions in the future is of particular relevance given the current context of the COVID-19 pandemic.
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