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O r i g i n a l  r e s e a r c h

Observing Activities of Daily Living (ADLs) 
can provide clues to emerging physical and 
mental health problems in the passage be-

tween the 3rd (active retirement) to the 4th 
(frailty) phase of life1. Over the last several 
years much research has addressed devel-

Nadia Zouba MSc
François Bremond PhD
Monique Thonnat PhD

INRIA Sophia-Antipolis, 2004 route des Lucioles,
06902 Sophia Antipolis Cedex, France

E: nadia.zouba@sophia.inria.fr
E: francois.bremond@sophia.inria.fr
E: monique.thonnat@sophia.inria.fr

Alain Anfosso MSc
Éric Pascual MSc

CSTB Sophia Antipolis, 290 route des Lucioles,
06904 Sophia Antipolis Cedex, France

E: alain.anfosso@cstb.fr
E: eric.pascual@cstb.fr

Patrick Mallea MD
Véronique Mailland MD

Olivier Guerin MD
CHU Nice, Hôpital Cimiez, 4 avenue Reine Victoria,

06003 Nice Cedex 1, France
E: mallea.p@chu-nice.fr

E: mailland-putegnat.v@chu-nice.fr
E: guerin.o@chu-nice.fr
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O. Guerin. A computer system to monitor older adults at home: Preliminary re-
sults. Gerontechnology 2009; 8(3):129-139; doi: 10.4017/gt.2009.08.03.011.00 Determining 
the individual transition from the 3rd to the 4th or frailty phase of life is important 
for both the safety of the older person and to support the care provider. We devel-
oped an automatic monitoring system consisting of cameras and different sensors 
that analyze human behaviors and looks for changes in activities by detecting the 
presence of people, their movements, and automatically recognizing events and 
Activities of Daily Living (ADLs). Assessment took place in a laboratory environ-
ment (GERHOME) comprised of four rooms (kitchen, living-room, bedroom, and 
bathroom). Data from 2 volunteers (64 and 85 years old) were analyzed. Preci-
sion in recognizing postures and events ranged from 62-94%, while sensitivity 
fell in the range of 62-87%. The system could differentiate ADL levels for the 64 
and 85 year old subjects. These results are promising and merit replication and 
extension. Considerable work remains before the complete transition from 3rd to 
4th life phase can be reliably detected. The GERHOME system is promising in this 
respect.
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A computer system to monitor older adults at 
home: Preliminary results
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oping and employing various sensors to 
monitor home activities, including camera 
networks for people tracking2, cameras and 
microphones for activity recognition3,4, em-
bedded sensors5, or sensors placed on the 
body6. Sensor monitoring of ADLs has also 
been used to assist older adults with and 
without dementia symptoms7-11. The ADLs 
are monitored in a number of integrated en-
deavors, such as the Aware Home Project12, 
the Assisted Cognition Project13, and the 
House_n project1. Simulated physiologi-
cal data have been employed to generate 
health alarms14,15. A combination of body-
worn and environmental sensors may auto-
matically recognize ADLs, such as cooking, 
making tea, walking or changing posture16. 

Our work differs from prior studies in two 
ways: (i) we combine video cameras with a 
small number of sensors embedded in the 
home infrastructure, and (ii) we describe ac-
tivities in formal models with the aid of a sim-
ple descriptive language17. We built a frame-
work for modeling and evaluating ADLs at 
home on the basis of multi-sensor informa-
tion and algorithms to assess behavioral 
trends, with an assessment platform18 that in-
cludes an event recognition algorithm17. Our 
aim is twofold: (i) increased security for older 
persons, and (ii) support of the care provider. 

This paper describes the system and presents 
an initial evaluation.

Methodology

Experimental Site
The experimental laboratory (GERHOME) 
was constructed in the CSTB (Scientific Cen-
tre of Building Techniques) at Sophia Antipo-
lis in France. It simulates a typical apartment 
of an older person: 41m2 with entrance, liv-
ing-room, bedroom, bathroom, and kitchen. 
The kitchen includes an electric stove, a 
microwave oven, a refrigerator, cupboards, 
and drawers.

GERHOME is equipped with different sen-
sors to evaluate ADL scenarios predefined 
by investigating gerontologists (Patrick Mal-

lea, Véronique Mailland and Olivier Guerin). 
Four video cameras are installed: one in the 
kitchen, two in the living-room and the last 
one in the bedroom; however this paper ad-
dresses data obtained from the single living-
room video camera.

Volunteers
Volunteers, 6 females and 8 males aged 60-
85 years, were recruited by advertisements 
for a study of ways to make sensing tech-
nologies easier to use in the home. Volun-
teers were encouraged to maintain as nor-
mal as possible routines in preparing and 
taking meals, washing dishes, cleaning the 
kitchen, and watching TV while staying at 
GERHOME, and each was observed for a 4 
hour interval. Each volunteer was alone in 
the laboratory during the observation pe-
riod. Currently only the results of 2 of these 
volunteers (a male of 64 years, and a female 
of 85 years) have been analyzed. 

Cameras and sensors
Commercially available sensing devices 
were used for data gathering including video 
cameras, and environmental sensors embed-
ded in the home infrastructure: 12 contact 
sensors in the kitchen for detecting the open-
ing and closing of cupboard doors, drawers, 
etc., 3 proximity detectors to detect the pres-
ence of people near sinks, cooking stoves 
and washbowls, 4 pressure sensors located 
beneath 2 chairs, 1 pressure sensor located 
in the armchair and the bed (to detect when 
a person is sitting), 2 power consumption 
sensors (for detecting electrical appliance 
use) and 3 hot and cold water consumption 
sensors in the kitchen and bathroom. To re-
duce cost, environmental sensors and video 
sensors were combined (Figure 1). Environ-
mental sensors are robust and precise but 
costs are high due to the number required. 
Cameras are less precise but typically a sin-
gle camera in a room suffices.

An a priori knowledge base was used con-
taining: (i) a 3D model of a person (i.e. 
height, width, depth); (ii) models of events of 
interest, (iii) 3D geometric description of the 
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static environment, (iv) Semantic informa-
tion (for example that people are expected 
to sit on a chair but not on a table), and (v) 
Calibration information for the camera.

The assessment system consists of (i) a video 
analysis component that detects and tracks 
those observed, recognizes their posture 
and a set of events detected by one video 
camera, (ii) an environmental sensor analysis 
component that collects information about 
interpersonal interactions and contextual ob-
jects and recognizes a set of simple environ-

mental events (e.g., the refrigerator door is 
open), and (iii) a multimodal activity recog-
nition component that combines video and 
environmental events to recognize complex 
activities (e.g., the person prepares a meal). 

The output of the system is a set of recog-
nized events as represented by xml files, by 
alarms text or by 3D visualization.

Object detection and tracking
Detecting and tracking a moving object is 
accomplished with a set of vision algorithms 

Figure 1. Architecture of the GERHOME monitoring system
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within the video interpretation platform18. A 
background subtraction method19 segments 
the picture and compares intensity and 
color with a periodically updated reference 
background image not containing the mov-
ing object20. 

3D information is obtained by using a cali-
bration step which computes the transforma-
tion of a 2D image referential point to a 3D 
scene referential point. The 3D position of 
the moving object is estimated from the de-
tected blob and the calibration matrix associ-
ated with the video camera by supposing that 
the bottom of the 3D moving object is on 
floor level. When the legs of a person are oc-
cluded by a specified contextual object and 
therefore not visible by the camera, the per-
son is supposed to be just behind the object.

Internal parameters of the camera (image 
center, focal length and distortion coeffi-
cients) are combined with external param-
eters (position and orientation relative to a 
world coordinate system) to compute the 
calibration matrix. In the Tsai camera calibra-
tion method21, the 3D world coordinates of a 
point in the image are computed under the 
assumption that the world point belongs to a 
particular plane; in our case the floor plane.  

Next, a classification task uses the obtained 
2D blobs, the calibration matrix of the cam-
era and predefined 3D parallelepiped mod-
els (described by their width, height, length, 
position, and orientation) of the expected 

objects on the scene, to define the most like-
ly 3D model for each object. Finally, a merg-
ing task is performed to improve the classifi-
cation performance by assembling 2D blobs 
showing a better 3D object likelihood. 

For each moving region, a 3D classifier adds 
an object class label (e.g. person, vehicle)22. 
After that, the tracking task adds a unique 
identifier to each new classified blob, and 
maintains it globally throughout the whole 
video (Figure 2)18. 

Posture detection
The human posture recognition algorithm23 

determines the posture of the detected per-
son using its silhouette and 3D position and 
bases its detection on the combined set of 
3D human models versus their 2D model 
comparison. The 3D models are projected in 
a virtual scene observed by a virtual camera 
which has the same characteristics (position, 
orientation and field of view) than the real 
camera (Figure 3). The 3D silhouettes are 
then extracted and compared to the detect-
ed silhouette using a 2D technique which 
projects the silhouette pixels on the horizon-
tal and vertical axes. The most similar ex-
tracted 3D silhouette is considered to most 
accurately correspond to the current posture 
of the observed person. The algorithm is re-
al-time (about eight frames per second), and 
does not depend on camera position.

To adapt the human posture recognition al-
gorithm for homecare applications, we have 

Figure 2. Detection, classification and tracking of a person. (a) The original image; (b) Moving pixels 
highlighted in white and clustered into a mobile object; (c) Classification of the object as a person and 
a 3D parallelepiped indicates the position and orientation of that person; (d) Tracking at 3 of the same 
person (IND 0) at 3 occasions

G8(3)Original-Zouba-v2.indd   4 2-7-2009   7:53:02



133Summer 2009 Vol. 8, No 3

uploaded

ahead of

publication

M o n i t o r i n g  o l d e r  a d u l t s

identified and modeled ten 3D key human 
postures that are useful to detect activities 
at home and critical situations for older per-
sons: (i) standing with arms down, (ii) stand-
ing with arm up, (iii) standing with hands up, 
(iv) bending, (v) sitting on a chair, (vi) sitting 
on the floor with outstretched legs, (vii) sit-
ting on the floor with flexed legs, (viii) slump-
ing, (ix) lying on the side with flexed legs, and 
(x) lying on the back with outstretched legs. 
Each of these postures plays a significant role 
in the recognition of ADLs. For example, the 
posture ‘standing with arm up’ is used to de-
tect reaching and opening kitchen cupboards. 
The posture ‘standing with hands up’ is used 
to detect carrying an object such as plates for 
the dinner table. These 10 human postures 
represent the key postures of ADLs24.

Event assessment
To express the semantics of events of interest, 
we employ an event description language 
based on constraint resolution methods17. It 
uses a declarative representation of events 
that are defined as a set of spatio-temporal 
and logical constraints. The description is 
declarative and intuitive (in natural terms), 
so that the experts of the application do-
main can easily define and modify it. 

The following concepts are defined in the 
context of events using the following event 

ontology17. A state is a spatio-temporal 
property valid at a given instant or stable 
on a time interval, and can characterize 
several mobile objects. An event is one or 
several state transitions at two successive 
time points or in a time interval. A primitive 
state is a spatio-temporal property valid at a 
given instant or stable over a time interval 
that is directly inferred from the visual at-
tributes of physical objects computed by vi-
sion routines (e.g. a person is located inside 
a zone). A primitive event is a primitive state 
transition and represents the finest granular-
ity of events (e.g. a person changes a zone). 
A composite state is a combination of primi-
tive states. A composite event is a combina-
tion of primitive states and events. This is the 
coarsest granularity of events. Composite 
events are also known in video understand-
ing literature as complex events, behaviors, 
and scenarios17.

A definition of an event E consists of: (i) an 
event name, (ii) a list of physical objects 
(mobile or static) involved in the event, (iii) 
a list of components (variable values) rep-
resenting sub-events that describe simple 
activities concerned, (iv) a list of forbidden 
components, a set of variables correspond-
ing to all event instances that are not al-
lowed to be recognized during the recogni-
tion of the event, (v) a list of constraints, a set 

Figure 3. Simplified scheme showing the posture recognition approach
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of conditions among physical objects and/or 
the components to be verified for the rec-
ognition of the event, and (vi) a list of alerts 
(Not-Urgent, Urgent and Very-Urgent) as an 
optional part of the event model with a set 
of actions to be performed when the event 
is recognized. 

Constraints can be logical, spatial or tempo-
ral25 depending on their meaning, and can 
have a symbolic or numeric form. For exam-
ple, the spatial symbolic constraint ‘object 
inside zone’ is a spatial numeric constraint 
that is defined as follows: distance (object1, 
object2) ≤ threshold. A temporal constraint 
may also have a numeric form: duration 
(event) ≤ 20 [secs].

In collaboration with gerontologists and ger-
iatricians from the Nice hospital in France, 
we have modeled 26 events for homecare 
applications: 10 are related to the location 
of a person, another 10 relate to human 
postures, and 6 concern the transitions in 
human postures. ‘Standing up’ represents a 
transition from sitting or slumping to stand-
ing, ‘sitting down’ from standing or bending 
to sitting, ‘sitting up’ from lying to sitting, ‘ly-
ing down’ from standing or sitting to lying, 
‘feeling’ from standing or bending, to sitting 
on the floor with flexed legs and sitting on 
the floor with outstretched legs, and ‘falling 
down’ from standing or bending, to sitting 
with flexed legs and lying with outstretched 
legs.

The event recognition process17 uses the 
tracking of mobile objects, the a priori 
knowledge of the scene and predefined 
event models. The algorithm operates in 2 
stages: (i) at each incoming frame, it com-
putes all possible primitive states related to 
all mobile objects present in the scene, and 
(ii) it computes all possible events (i.e. primi-
tive events, and then composite states and 
events) that may end with the previously 
recognized primitive states. The recogni-
tion algorithm also searches for previously 
recognized events to optimize the whole 
recognition.

Sensor data processing
The environmental sensor analysis task col-
lects information about interactions between 
people and the contextual objects and proc-
esses them. Using transmission by radio fre-
quency, a single USB receiver connected to 
a PC, acquires and logs data 24 hours a day, 
7 days a week, from the environmental sen-
sors. Currently, acquired data is processed 
off-line. The following format was used for 
events: (i) TimeStamp (time the event oc-
curred in YYMMDD-HHMMSS.MS), (ii) Sen-
sorUnit (class of information provided by the 
sensor, e.g., contact, presence), (iii) Sensor-
Location (location of the sensor, e.g., kitchen), 
(iv) SensorValue (value provided by the sen-
sor, e.g., open/close); and (v) SensorID (a sin-
gle identifier of the transmitting sensor).

Ten environmental events have been mod-
eled by using an event description lan-
guage17: (i) 2 contact events (open/close) ap-
plied for kitchen cupboards, kitchen drawers, 
refrigerator, and bathroom cupboards, (ii) 
2 usage events (on/off) applied for micro-
ware, stove, and TV, (iii) 2 presence events 
(present/not-present) applied near cooking 
stove and near washbowl; (iv) 2 pressure 
events (pressed/not-pressed) applied for 
chairs, armchair and bed, and (v) 2 water 
events (hot water consumed / cold water 
consumed) applied for water consumption 
in the kitchen and in the bathroom.

Multimodal activity recognition
A fusion process at the event level (i.e., deci-
sion level) combines video and environmen-
tal events. We extended the event descrip-
tion language17 to address complex activity 
recognition involving several physical ob-
jects (e.g., person, chair) over an extended 
period of time to define a set of multimodal 
activities. 

The multi-sensor event fusion algorithm 
takes the events (i.e. video and environmen-
tal events) and the models of events as input. 
An event model M is recognized at an instant 
t if its last (using the temporal order) compo-
nent (i.e. sub-event) has been recognized at 
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the same instant t. This sub-event can be a 
video event or an environmental event.

Together with gerontologists we modeled 
the 12 most relevant ADLs: using (i) the 
fridge, (ii) cupboards, (iii) drawers, (iv) the 
microwave, (v) the stove, (vi) TV, execut-
ing (vii) dish washing, (vii) taking a meal, 
and (viii) 4 variations of preparing a meal: 
breakfast, lunch, dinner, and warming up 
of a meal. Each activity is modeled with 
sub-activities relating to objects involved in 
that activity. For example, in the definition 
of the model of preparing lunch, the person 
should enter the kitchen, open the fridge to 
take foods, open food-cupboards to take in-
gredients, open a cupboard to take dishes, 
open the cutlery-drawer to take fork, knife 
and spoon, use the stove to cook the meal, 
and set up the table. Two modeled activities 
are detailed below.

Falling down
‘Falling down’ has many forms. The event of 
a transition state from standing, sitting on 
the floor (with flexed or outstretched legs) 
and lying (with flexed or outstretched legs) 
is modelled. This ‘falling down’ model con-
tains 1 physical object (the person), 3 com-
ponents (human postures), 2 temporal con-
straints and 1 alert. When these components 
occurred and all the constraints are verified, 
the falling down event is recognized, and an 
alert is triggered (Figure 4). 

Taking a meal
The ‘taking a meal’ model contains four 
physical objects (person, zone, equipment 
1, equipment 2), four components, six con-
straints and an alert. The components are: 
location of the person in the living-room, 
close to table, the pressed state of the chair 
and the sitting posture of the person in the 

Figure 4. A modelled falling-down event

Figure 5. A modelled taking-a-meal event

 

 

 
CompositeEvent (TakingMeal, 
      PhysicalObjects ((p : Person), (z : Zone), (eq1 : Equipment), (eq2 : Equipment)) 
       Components ((s_inz : PrimitiveState inside_Livingroom(p, z)) 
       (s_close : PrimitiveState close_to_table(p, eq1)) 
                   (c : CompositeState chair_pressed(p, eq2)) 
      (s_sit : CompositeState person_sitting_in_Livingroom(p, z))) 
       Constraints ((z->Name = Livingroom) 
      (eq1->Name = table) 
      (eq2->Name = chair1) 
     (s_close's Duration >= threshold1) 
     (c's Duration >= threshold2) 
    (s_sit's Duration >= threshold3)) 
  Alert (AText ("Person Takes a Meal") 
                                     AType("NOTURGENT") ) ) 

 

 

 

CompositeEvent (PersonFallingDown, 
      PhysicalObjects ((p: Person)) 
                   Components ((pStand: PrimitiveState Standing(p)) 
                                         (pSit: PrimitiveState Sitting_Flexed_Legs(p)) 
                                        (pLay: PrimitiveState Lying_Outstretched_Legs(p))) 
                    Constraints ((pSit before_meet pLay) 
                                         (pLay's Duration >=threshold)) 
                    Alert (AText ("Person is Falling Down") 
                             AType ("VERYURGENT")) ) 
 
 
 

G8(3)Original-Zouba-v2.indd   7 2-7-2009   7:53:02



136Summer 2009 Vol. 8, No 3

uploaded

ahead of

publication

M o n i t o r i n g  o l d e r  a d u l t s

living-room. The constraints include 3 spa-
tial constraints related to the zone and the 
equipments involved in the event, and in-
clude also 3 temporal constraints. When 
these components occurred and all the con-
straints are verified, the taking meal event is 
recognized and an alert is triggered (figure 5).

If the event takes place at another location, 
the constraint z->Name = Livingroom will 
be lifted.  

Model validation
Two validation experiments have been per-
formed. The first one with one actor and the 
second one with 14 older persons.

The performance of the system is assessed 
as follows:

P = TP/ (TP + FP) 		               [1]
S = TP/GT			                [2]
GT = TP + FN			                [3]

with P being the precision, S the standard 
metrics, GT the ground truth, TP a true posi-
tive when the system correctly claims that 
an event occurs, FP a false positive when an 
incorrect event is claimed, and FN a false 
negative, if an event occurs and the system 
does not report it.

Behavior characterization
To compare the behavior of the 2 volunteers 
the Normalized Difference of mean dura-
tions of Activity (NDA) and the Normalized 
Difference of Instance number (NDI) were 
computed as follows:

NDA=|m1-m2| / (m1+m2)	              [4]
NDI=|n1-n2| / (n1+n2)		               [5]

Where m1 and m2 are the mean durations of 
a certain activity and n1 and n2 the number 
of instances it occurred during the observa-
tion period.

Table 1. Recognition of the different postures of one human actor (female, age 33 years); GT=ground 
truth, TP= true positive, FN=false negative, FP=false positive, P=precision, S=sensitivity

 

 

 

Postures 
Frequency P=TP/(TP+FP) 

[%] 
S=TP/ GT 

[%] GT TP FN FP 

Standing  120 95 25 20 82 79 
Sitting 80 58 22 18 76 72 
Slumping 35 25 10 15 62 71 
Lying 6 4 2 2 66 66 
Bending 92 66 26 30 68 71 
Standing up  57 36 21 6 85 63 
Sitting down  65 41 24 8 83 63 
Sitting up  6 4 2 1 80 66 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 2. Recognition of states and events for volunteer 1 (male, 64 years);  GT=ground truth, TP= true 
positive, FN=false negative, FP=false positive, P=precision, S=sensitivity

 

 

 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 

States and events 
Frequency P=TP/(TP+FP) 

[%] 
S=TP/ GT 

[%] GT TP FN FP 

Inside kitchen 8 5 3 2 71 62 
Inside living-room 22 18 4 2 90 81 
Using fridge 16 14 2 3 82 87 
Using Stove 40 35 5 2 94 87 
Preparing meal 1 1 0 0 100 100 
Taking meal 1 1 0 0 100 100 
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Results & discussion

Ten video sequences were acquired with 
one human actor (female, 33 years). The 
duration of each video is about ten minutes 
and each video contains about 4800 frames 
(about eight frames per second). We tested 
some normal activities such as: open and 
close kitchen cupboards, use microwave 
and warm up a meal. We have also tested 
two abnormal activities: ‘feeling faint’ and 
‘falling down’.

The preliminary results of the recognition of 
the different postures show a sensitivity of 
63-79% and a precision of 62-85% (Table 1). 
When the system errs in the recognition of 
postures, it mixes postures such as bending 
and sitting due to segmentation errors (shad-
ow, light change ...) and object occlusions.

Recognition of states and events in case of 
older adult 1 (male, 64 years) showed a sen-
sitivity of 62-87% and a precision of 71-94% 
(Table 2). This is comparable to the results 
of posture recognition. Usually the primitive 
states ‘in the kitchen’ and ‘in the living-room’ 
are well recognized. Errors occur mainly at 
the border between living-room and kitch-
en. Other errors are due to noise and shad-
ow problems or sensor measurement errors.

Among the 22 activities for which the 2 
older volunteers were compared (Table 3) 
10 show differences. Of these 5 activities 
are considered meaningful and discrimina-
tive. Volunteer 1 of 64 years changed zones 
more often than the volunteer 2 of 85 years 
(for ‘entering living-room’ 20 vs. 13), and did 
this at a quicker pace (1:25 vs. 2:38), show-

Table 3. Monitored activities, their frequencies (n1 & n2), mean and total duration of 2 volunteers 
staying in the GERHOME laboratory for 4 hours; NDA=Normalized Difference of mean durations of 
Activities=|mean 1-mean 2| / (mean 1 + mean 2); NDI=Normalized Difference of Instances number=|n1-
n2| / (n1+n2); possible differences in behavior of the 2 volunteers are signified in bold

 

 

 
 

Activity Sensor(s) used 

Time spent [min:sec] and 
number of events (n) NDA 

[%] 
NDI 
[%] Male, 64 years Female, 85 years 

Mean 1 Total n1 Mean 2 Total n2 
Fridge use Video, contact 0:12 2:50 14 0:13 1:09 5 4 47 
Stove use Video, power 0:08 4:52 35 0:16 27:57 102 33 49 
Microwave use Video, power 0:00 0:00 0 0:00 0:00 0 0 0 
Kitchen hot-water tap Water 0:19 12:40 40 0:09 3:31 22 4 29 
Kitchen cold-water tap Water 0:28 9:36 20 0:03 0:58 19 81 3 
Upper cupboard use Video, contact 0:51 21:34 25 4:42 42:24 9 69 47 
Middle cupboard use Video, contact 0:10 1:51 11 0:10 0:52 5 0 38 
Lower cupboard use Video, contact 0:21 3:09 9 1:50 7:23 4 68 38 
Sitting on chair Video, pressure 6:07 73:27 12 92:42 185:25 2 87 71 
Sitting on armchair Video, pressure 0:00 0:00 0 0:01 0:06 6 100 100 
Toilet use Water 0:00 0:00 0 0:56 0:56 1 100 100 
Bathroom cupboard use Contact 0:03 0:07 2 0:03 0:07 2 0 0 
Bathroom hot-water tap Water 0:10 0:21 2 0:12 0:36 3 9 20 
Bathroom cold-water tap Water 0:12 0:24 2 0:07 0:07 1 26 33 
TV use Power 42:18 169:12 4 16:19 65:18 4 44 0 
Entering kitchen Video 2:45 12:00 5 2:36 8:00 3 3 25 
Entering living room Video 1:25 25:00 20 2:38 35:00 13 30 21 
Entering entrance Video 2:00 8:00 4 1:43 11:00 6 8 20 
Entering bedroom Video 1:25 5:00 4 3:28 23:00 7 42 27 
Entering bathroom Video 1:00 2:00 2 1:00 5:00 5 0 43 
Standing Video 0:09 30:00 200 0:16 12:00 45 28 63 
Bending Video 0:04 2:00 30 0:20 5:00 15 67 33 
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